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Preface

The journey leading to this topical issue began in the summer of 2003 at a small café in Montreal. The goal was to
bring together many active members of the many-body reaction community to seek a consensus on the accomplishments
in our field; the many things we have come to know and also, the things we do not yet know. As the reader will discover,
consensus may sometimes mean agreeing on where we still disagree. The authors of this topical issue have tried to
bring together diverse perspectives and present highlights of what we have learned and of some of the open questions.

The first stage was an online discussion of accomplishments and open questions. The most important topics emerged
and discussion leaders were identified. After this we met in Catania, Sicily, in January, 2004, where we had a workshop
with no invited talks. The workshop intensified the discussions and fostered debate. A set of working groups were
formed. We then met at Smith College, Massachusetts, in June, 2004, for a day and a half of invigorating discussions.
Each of the working groups reported its progress, and the community began to assess the status of our undertaking.
The idea to collect the projected review papers in a common publication emerged at that time. We left with more
homework and reconvened at Texas A&M University, Texas, in February, 2005, for our third workshop. It was there
that the hard work of the first year and a half started to merge into the form that we present here.

This topical issue is the result of this extraordinary journey. We do not see it as an aim achieved, but rather as
a milestone by which we can judge our progress as the journey continues toward an even greater knowledge of the
dynamics and thermodynamics of heavy-ion collisions.

None of this would have been possible without the generous intellectual contributions of many individuals and the
dedicated efforts of the local organizers of the workshops. We would also like to acknowledge the financial support of
LNS-INFN Catania, Physics and Astronomy Department of the Catania University, Smith College, and Texas A&M
University. To all of them we express our sincere thanks.

Thomas Walcher

Editor-in-Chief
EPJ A

Philippe Chomaz
Francesca Gulminelli
Wolfgang Trautmann

Sherry Yennello

The Editors
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APC Collège de France, Paris

Marek Ploszajczak
GANIL, Caen

Lijun Qin
Cyclotron Institute TAMU
College Station

Giovanni Raciti
Dipartimento di Fisica
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Abstract. The purpose and contents of this topical issue, Dynamics and Thermodynamics with Nuclear
Degrees of Freedom, which grew out of a series of workshops in the years 2004 and 2005, are introduced.
The central topics are the nuclear density functional, nuclear multi-fragmentation, and nuclear phase
transitions.

PACS. 24.10.-i Nuclear reaction models and methods – 25.70.Pq Multifragment emission and correlations
– 25.70.-z Low and intermediate energy heavy-ion reactions

1 Unveiling the nuclear density functional

Since the pioneering inclusive experiments of the Purdue
group [1] and the first exclusive emulsion data [2] in the
early eighties, it has been clear that the revolutionary dis-
covery of Otto Hahn and Fritz Strassman in 1938 had been
surpassed by new experimental evidence [3]. Not only is it
possible to create smaller parts than the original nucleus
by collisions of nuclear particles with atomic nuclei —what
we know today as the phenomenon of nuclear fission—
but also to break the nucleus into many different pieces.
This intriguing phenomenon that we call nuclear multi-
fragmentation has yet not reveiled all its secrets and con-
tinues to fascinate the nuclear-physics community. This
fascination, and our wish to share it with a wider commu-
nity, motivates this topical issue.

Since the very early days of heavy-ion experiments, it
has been understood that collisions with heavy ions could
create nuclear material with density and excitation en-
ergy radically different from that of the ordinary matter
surrounding us. Such reactions would then be the only
terrestrial window that could provide a transient glimpse
of the hot nuclear matter that is so abundantly present
in the universe, in the last evolution steps of all dying
massive stars.

These collisions would therefore provide unique con-
straints to pin down the energy-density functional of nu-
clear matter in a large domain of energy, density, and

a e-mail: w.trautmann@gsi.de

isotopic composition, as well as the underlying effective
interaction that binds atomic nuclei.

To get quantitative information on the nuclear den-
sity functional, the so-called nuclear equation of state,
the different functionals produced by theory have to be
implemented in transport equations that predict the dy-
namics of the collisions, and robust observables have to be
constructed that are selectively sensitive to the different
parts of the effective interaction. This requirement has
boosted the development of quantum transport models,
as well as of sophisticated large-coverage, high-resolution
detectors, able to reconstruct the one-body global observ-
ables accessible to the theory. Such observables, probing
different times and consequently different densities, are
mainly collective flows, energetic particle production, and
diluted matter emitted at mid-rapidity in peripheral colli-
sions. The different aspects of this fascinating adventure,
and our present understanding of the nuclear equation of
state, are reviewed in the monographs by C. Fuchs and
H.H. Wolter, A. Andronic et al., A. Bonasera et al., and
M. Di Toro et al. The theoretical methods to address this
problem, namely mean-field theory and its extensions, are
not specific to nuclear physics. Rather, they are also appli-
cable to the study of many different fermionic systems, as
helium droplets and metal clusters. The common methods
and challenges in the field of small fermionic systems are
reviewed in the monograph by J. Navarro et al.

If our understanding of the basic features of the nu-
clear density functional has greatly improved with these
studies, many questions have not been answered yet and
new problems have arisen. The interplay in the reaction
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dynamics between the density functional and transport
properties leads to huge error bars in the quantitative
estimation of fundamental quantities like nuclear incom-
pressibility. Better constraints can be achieved if different
independent observables are examined comparatively.

In particular, the study of isoscalar collective modes,
reviewed by S. Shlomo et al., provides such complemen-
tary information, which in recent years has allowed us to
estimate the nuclear incompressibility around saturation
within a few tens of MeV.

Both the initial high-density state of the collision and
the later low-density finite-temperature stage leading to
the formation of many-body correlations, are, in princi-
ple, extremely interesting to probe. The problem is that
both stages are transient in time, and only the final out-
come of the collision can be measured. As a result, any
information on the nuclear equation of state necessarily is
obtained through the comparison with a nuclear model.
At the moment our most sophisticated transport theories
solve the time-dependent problem without off-shell effects,
and include correlations beyond the mean field at the clas-
sical level if at all. Moreover, the different approximation
schemes developed in the different codes do not produce
entirely compatible results. Improvement in the predictive
power of transport models is certainly one of the greatest
theoretical challenges facing the field.

The irreducible time dependence of the reaction prob-
lem can be addressed not only through improved theo-
retical models predicting asymptotic observables, but also
through more sophisticated analyses of data reconstruct-
ing the reaction information backward in time. In par-
ticular, correlation functions provide an extremely power-
ful technique to, at least partially, disentangle the space
and time information from particle and fragment yields.
This, in turn, leads to the challenge of developing new
third-generation nuclear detectors with high granularity
and high resolution. The numerous fascinating applica-
tions of correlation functions and imaging techniques are
reviewed in the monograph by G. Verde et al.

The availability of radioactive ion beams from vari-
ous facilities either already constructed or planned for the
near future (RIKEN, SPIRALII, RIA, FAIR, EURISOL,
MSU, TAMU) has given a strong boost to the field. Not
only does the comparison of nuclear dynamics of simi-
lar systems with different isotopic content provide new
selective observables to probe our nuclear models, but
also the possibility emerges to probe quantitatively the
dependence of the density functional on the relative neu-
tron/proton content —the so-called symmetry energy—
through heavy-ion collisions. This quantity is of funda-
mental importance in a number of astrophysical situa-
tions, such as supernovae explosion dynamics and neutron
star structure. These new applications generate great en-
thusiasm in the community, and the field is rapidly evolv-
ing. Although definitive answers will only be obtained with
the advent of exotic beams in the energy regime of some
tens of MeV per nucleon, the information already collected
with stable beams is reviewed in monographs by M. Di
Toro et al. and by M. Colonna and M.B. Tsang.

2 Experimental and theoretical challenges of
nuclear multi-fragmentation

The field of multi-fragmentation deals first and foremost
with the phenomenon of multiple fragment production.
Such a phenomenon shows a clear character of universal-
ity: it has been observed with heavy-ion collisions using
beams of a few tens of MeV per nucleon and in the rel-
ativistic target or projectile fragmentation regime as well
as with light-particle, pion- or antiproton-induced reac-
tions. The global characteristics of fragment production
as revealed by the different experiments are reviewed in
the contribution by B. Tamain.

Understanding the multi-fragmentation phenomenon
raises the theoretical challenge of modeling the develop-
ment of instabilities and correlations in finite quantum
many-body systems. This interdisciplinary problem calls
for important future developments that also will have im-
plications to nuclear structure close to the driplines and
to cluster physics. A partial review of this vast subject is
presented in the monographs by V. Baran et al. and by
A. Ono and J. Randrup.

The complexity of nuclear systems and the apparent
universality of fragment observables encourages statistical
treatments: together with the progress in transport the-
ories, heavy-ion experiments have triggered an enormous
theoretical effort in the development of sophisticated sta-
tistical descriptions of fragment production, reviewed in
the article by A.S. Botvina and I.N. Mishustin. The pre-
dictive power of such models is tested through a detailed
comparison of different codes associated with the models
compiled by M.B. Tsang et al.

The construction of complex collective observables, as
well as the exclusive analysis of isotopically resolved frag-
ment yields, requires very sophisticated apparatuses ca-
pable of detecting all nuclear systems in the mass ta-
ble from neutrons to uranium isotopes, and combining
high granularity, geometrical coverage, and detection ef-
ficiency, with low thresholds for detection and identifica-
tion. The present state of the art of nuclear detection and
the challenges for third-generation detection systems are
presented in the monograph by R.T. de Souza et al.

3 Phase transitions in finite, transient,
non-extensive systems

Since the early days of multi-fragmentation, the breaking
of a nucleus into many pieces has been tentatively associ-
ated with a phase transition. The intuitive association of
fragmentation with a disordered phase is supported by dif-
ferent arguments. On the theoretical side, realistic mean-
field calculations of the nuclear phase diagram consistently
predict that nuclear matter should present a liquid-gas
phase transition at sub-saturation densities and temper-
atures below 10–15 MeV. On the experimental side, evi-
dence has been accumulated for fragment formation actu-
ally occurring under similar conditions of density and tem-
perature. The rapid opening of the multi-fragmentation
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channel around a specific energy recalls the onset of a
phase transition, and the observed scaling properties of
fragment abundancies suggest a critical phenomenon.

The experimental measurement of the fragmentation
phase transition would offer a unique possibility for set-
tling the whole finite temperature phase diagram of nu-
clear matter. The extraordinary importance and ambition
of this program can be appreciated if we consider that in
the last 50 years of nuclear physics, only the saturation
point of the nuclear matter phase diagram has been mea-
sured with good precision. The phase structure of exotic
nuclear matter is also of particular interest for the static
and transport properties of a number of compact objects
in the universe, such as neutron star crusts and supernovae
cores, as reviewed in the contribution by C. Horowitz.

To achieve this goal, sophisticated tools have been de-
veloped to measure the excitation energy and temperature
of the transient multi-fragmenting stage of the collision.
These tools are presented and discussed in the reviews
by V.E. Viola et al. and by A. Kelić et al. A number
of indications of such a phase transition have been accu-
mulated, and are critically analyzed in the monographs
by D. Santonocito and Y. Blumenfeld, by Y.G. Ma, by
B. Borderie and P. Désesquelles, by F. Gulminelli and
M. D’Agostino, and by O. Lopez and M.F. Rivet. Even
if a global coherence of the different signals has been at-
tained, and some quantitative estimates of the transition
region start to be available, the order and the nature of
the phase transition are still subject to uncertainties and
debate.

The understanding of the phase transition is a
particularly challenging problem since it is predicted
theoretically that such a transition should be accompa-
nied by numerous scalings and hyper-scalings as well as
by thermodynamic anomalies like negative specific heat
and bimodalities. Such anomalies are generic features of
first-order phase transitions in non-extensive systems, and
as such have been reported in other fields, such as cluster
physics and self-gravitating systems. These interdisci-

plinary connections, which make heavy-ion thermodynam-
ics a unique laboratory of statistical mechanics of finite
systems, are explored in the monographs by D.H.E. Gross
and by Ph. Chomaz and F. Gulminelli. Fragmentation is
not the only phase transition expected in nuclear mat-
ter: at much higher energy density a transition towards a
quark-gluon plasma has been predicted and is presently
being explored at the high-energy heavy-ion facilities at
CERN and Brookhaven National Laboratory. Some of the
possible connections between the two phase transitions are
addressed in the article by I.N. Mishustin.

4 Final remarks

Before concluding this introduction, a few remarks are
necessary. The present topical issue gives a report of the
momentary status of the field of dynamics and thermo-
dynamics with nuclear degrees of freedom, as seen by the
collection of authors. But it is not meant as a definitive
and unique description of all of the relevant physics is-
sues. The different articles are also different in character,
reflecting both the preferences of the authors and the un-
even state of the development of the various topics. In
particular, the articles appearing in the last chapter mak-
ing connections to neighboring fields have to be taken with
a caveat. The authors have tried to make them as objec-
tive as possible in a developing field subject to discussions
and controversies.
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Abstract. This paper summarizes theoretical predictions for the density and isospin dependence of the
nuclear mean field and the corresponding nuclear equation of state. We compare predictions from micro-
scopic and phenomenological approaches. An application to heavy-ion reactions requires to incorporate
these forces into the framework of dynamical transport models. Constraints on the nuclear equation of
state derived from finite nuclei and from heavy-ion reactions are discussed.

PACS. 21.65.+f Nuclear matter – 21.60.-n Nuclear structure models and methods – 25.75.-q Relativistic
heavy-ion collisions – 24.10.Cn Many-body theory

1 Introduction

Heavy-ion reactions provide the only possibility to reach
nuclear-matter densities beyond saturation density ρ0 �
0.16 fm−3. Transport calculations indicate that in the low
and intermediate energy range Elab ∼ 0.1–1AGeV nu-
clear densities between 2–3ρ0 are accessible while the high-
est baryon densities (∼ 8ρ0) will probably be reached
in the energy range of the future GSI facility FAIR be-
tween 20–30 AGeV. At even higher incident energies trans-
parency sets in and the matter becomes less baryon rich
due to the dominance of meson production. The isospin
dependence of the nuclear forces which is at present only
little constrained by data will be explored by the forth-
coming radioactive beam facilities at FAIR/GSI [1], SPI-
RAL2/GANIL and RIA [2]. Since the knowledge of the
nuclear equation of state (EOS) at supra-normal densities
and extreme isospin is essential for our understanding of
the nuclear forces as well as for astrophysical purposes,
the determination of the EOS was already one of the pri-
mary goals when first relativistic heavy-ion beams started
to operate in the beginning of the 80s [3]. In the following,
we will briefly discuss the knowledge on the nuclear EOS
from a theoretical point of view, then turn to the real-
ization within transport models, and finally give a short
review on possible observables from heavy-ion reactions to
constrain the EOS.

2 Models for the nuclear EOS

Models which make predictions on the nuclear EOS can
roughly be divided into three classes:

a e-mail: christian.fuchs@uni-tuebingen.de

1. Phenomenological density functionals: These are mod-
els based on effective density-dependent interactions
such as Gogny [4,5] or Skyrme forces [6,7] or relativis-
tic mean-field (RMF) models [8]. The number of pa-
rameters which are fine tuned to the nuclear chart is
usually larger than six and less than 15. This type of
models allows the most precise description of finite nu-
clei properties.

2. Effective-field theory approaches: Models where the ef-
fective interaction is determined within the spirit of
effective-field theory (EFT) became recently more and
more popular. Such approaches lead to a more system-
atic expansion of the EOS in powers of density, respec-
tively, the Fermi momentum kF . They can be based on
density functional theory [9,10] or, e.g., on chiral per-
turbation theory [11–13]. The advantage of EFT is the
small number of free parameters and a correspondingly
higher predictive power. However, when high-precision
fits to finite nuclei are intended this is presently only
possible by the price of fine tuning through additional
parameters. Then EFT functionals are based on ap-
proximately the same number of model parameters as
phenomenological density functionals.

3. Ab initio approaches: Based on high-precision free-
space nucleon-nucleon interactions, the nuclear many-
body problem is treated microscopically. Predictions
for the nuclear EOS are parameter free. Examples are
variational calculations [14,15], Brueckner-Hartree-
Fock (BHF) [16–19] or relativistic Dirac-Brueckner-
Hartree-Fock (DBHF) [20–26] calculations and Green’s
functions Monte Carlo approaches [27–29].

Phenomenological models as well as EFT contain parame-
ters which have to be fixed by nuclear properties around or
below saturation density which makes the extrapolation to
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supra-normal densities somewhat questionable. However,
in the EFT case such an extrapolation is safer due to a sys-
tematic density expansion. One has nevertheless, to keep
in mind that EFT approaches are based on low-density
expansions. Many-body calculations, on the other hand,
have to rely on the summation of relevant diagram classes
and are still too involved for systematic applications to
finite nuclei.

2.1 Mean-field theory

Among non-relativistic density functionals, Skyrme func-
tionals are the ones most frequently used. The Skyrme in-
teraction contains an attractive local two-body part and
a repulsive density dependent two-body interaction which
can be motivated by local three-body forces. We will not
consider surface terms which involve gradients as well as
spin-orbit contributions since they vanish in infinite nu-
clear matter. For a detailed discussion of Skyrme func-
tionals and their relation to relativistic mean-field (RMF)
theory see, e.g., [7]. The EOS of symmetric nuclear matter,
i.e. the binding energy per particle has the simple form

E/A =
3k2

F

10M
+

α

2
ρ +

β

1 + γ
ργ , (1)

where the first term in (1) represents the kinetic energy
of a non-relativistic Fermi gas and the remaining part the
potential energy. To examine the structure of relativistic
mean-field models it is instructive to consider the sim-
plest version of a relativistic model, i.e. the σω model
of quantum hadron dynamics (QHD-I) [30]. In QHD-I
the nucleon-nucleon interaction is mediated by the ex-
change of two effective boson fields which are attributed
to a scalar σ- and a vector ω-meson. The energy density
in infinite cold and isospin-saturated nuclear matter is in
mean-field approximation given by

ε =
3
4
EF 	 +

1
4
m∗

D 	S +
1
2
{
ΓV 	2 + ΓS 	2

S

}
, (2)

where the Fermi energy is given by EF =
√

k2
F + m∗2

D . We
will denote m∗

D explicitly as Dirac mass in the following
in order to distinguish it from its non-relativistic coun-
terpart. The effective mass absorbs the scalar part of the
mean field m∗

D = M − ΓS	S . In the limit m∗
D −→ M the

first two terms in (2) provide the energy (kinetic plus rest
mass) of a non-interacting relativistic Fermi gas.

A genuine feature of all relativistic models is the fact
that one has to distinguish between the vector density
	 = 2k3

F /3π
2 and a scalar density 	S . The vector den-

sity is the time-like component of a 4-vector current jμ,
whose spatial components vanish in the nuclear matter
rest frame, while 	S is a Lorentz scalar. The scalar den-
sity shows a saturation behavior with increasing vector
density which is essential for the relativistic saturation
mechanism. This becomes clear when the binding energy
E/A = ε/	 −M is expanded in powers of the Fermi mo-

mentum kF :

E/A =
[

3k2
F

10M
− 3k4

F

56M3
+ · · ·

]
+

1
2

[
ΓV − ΓS

]
	

+ΓS
	

M

[
3k2

F

10M
− 36k2

F

175M3
+ · · ·

]
+ O

(
(ΓS	/M)2

)
.

(3)

The first term in (3) contains the kinetic energy of a
non-relativistic Fermi gas followed by relativistic correc-
tions and the remaining terms are the contributions from
the mean field. In QHD-I the scalar and vector field
strengths are given by the coupling constants for the cor-
responding mesons ΓS = g2

σ/m
2
σ and ΓV = g2

ω/m
2
ω di-

vided by the meson masses. The two parameters ΓS,V

are now fitted to the saturation point of nuclear matter
E/A � −16MeV, 	0 � 0.16 fm−3 which follows from the
volume part of the Weizsäcker mass formula. The satura-
tion mechanism requires that both coupling constants are
large. This leads automatically to the cancellation of two
large fields, namely an attractive scalar field ΣS = −ΓS	S

and a repulsive vector field ΣV = ΓV 	. As a typical fea-
ture of relativistic dynamics, the single-particle potential
U = m∗

D/E∗ΣS − ΣV (E∗ =
√

k2 + m∗2
D ), which is of

the order of −50MeV, results from the cancellation of
scalar and vector fields, each of the order of several hun-
dred MeV.

However, with only two parameters QHD-I provides a
relatively poor description of the saturation point with a
too large saturation density and a very stiff EOS (K =
540MeV). To improve on this, higher-order corrections
in density have to be taken into account which can be
done in several ways. In the spirit of the original Walecka
model non-linear meson self-interaction terms have been
introduced into the QHD Lagrangian [8,31]. An alterna-
tive are relativistic point-coupling models where the ex-
plicit meson exchange picture is abandoned. A Lagrangian
of nucleon and boson fields with point couplings can be
constructed in the spirit of EFT and expanded in powers
of density [9,10]. Finite-range effects from meson propa-
gators are replaced by density gradients [9,10]. A third
possibility is the density-dependent hadron field theory
DDRH [32,33]. In DDRH the scalar and vector coupling
constants are replaced by density-dependent vertex func-
tions ΓS,V (kF ). The density dependence of these renor-
malized vertices can either be taken from Brueckner calcu-
lations, thus parameterizing many-body correlations [32,
33], or be determined phenomenologically [34,35]. In all
cases additional parameters are introduced which allow a
description of finite nuclei with a precision comparable to
the best fits from Skyrme functionals. Phenomenological
density functionals provide high-quality fits to the known
areas of the nuclear chart. Binding energies and rms radii
are reproduced with an average relative error of about
∼ 1–5%. However, when the various models are extrap-
olated to the unknown regions of extreme isospin or to
super-heavies, predictions start to deviate substantially.
This demonstrates the limited predictive power of these
functionals.
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2.2 Effective-field theory

When concepts of effective-field theory are applied to
nuclear-physics problems one has to rely on a separation
of scales. EFT is based on a perturbative expansion of
the nucleon-nucleon (NN) interaction or the nuclear mean
field within power-counting schemes. The short-range part
of the NN interaction requires a non-perturbative treat-
ment, e.g., within the Brueckner ladder summation. The
philosophy behind EFT is to separate short-range corre-
lations from the long- and intermediate-range part of the
NN interaction. This assumption is motivated by the fact
that the scale of the short-range correlations, i.e. the hard
core, is set by the ρ and ω vector meson masses which
lie well above the Fermi momentum and the pion mass
which sets the scale of the long-range forces. The density
functional theory (DFT) formulation of the relativistic
nuclear many-body problem [9,10] is thereby analogous
to the Kohn-Sham approach in DFT. An energy func-
tional of scalar and vector densities is constructed which
by minimization gives rise to variational equations that
determine the ground-state densities. Doing so, one tries
to approximate the exact functional using an expansion in
classical meson fields and their derivatives, based on the
observation that the ratios of these quantities to the nu-
cleon mass are small, at least up to moderate density. The
exact energy functional which one tries to derive explic-
itly when using many-body techniques such as Brueckner
or variational approaches contains exchange correlations
and all other many-body and relativistic effects. The DFT
interpretation implies that the model parameters fitted
to nuclei implicitly contain effects of both short-distance
physics and many-body corrections.

Recently also concepts of chiral perturbation theory
(ChPT) have been applied to the nuclear many-body
problem [12,13]. Doing so, the long- and intermediate-
range interactions are treated explicitly within chiral pion-
nucleon dynamics. This allows an expansion of the energy
density functional in powers of mπ/M or in kF /M . Like
in DFT, short-range correlations are not resolved explic-
itly but handled by counter-terms (dimensional regular-
ization) [11] or through a cut-off regularization [13]. Fig-
ure 1 shows the corresponding EOS obtained from chiral
one- and two-pion exchange between nucleons. In order
to account for the most striking feature of relativistic dy-
namics, expressed by the existence of the large scalar and
vector fields, in refs. [12,13] iso-scalar condensate back-
ground nucleon self-energies derived from QCD sum rules
have been added to the chiral fluctuations. To lowest or-
der in density the QCD condensates give rise to a scalar
self-energy ΣS = −σNM/(m2

πf
2
π)	S and a vector self-

energy ΣV = 4(mu + md)M/(m2
πf

2
π)	. It is remarkable

that the total self-energies, i.e. condensates plus chiral
fluctuations, are very close to those obtained from DBHF
calculations [12,23]. The resulting EOS is also shown in
fig. 1 in addition to that obtained after fine tuning to fi-
nite nuclei. Although the original EOS (case 1) is rather
soft, the inclusion of the condensates and the adjustment
to finite nuclei results in an EOS which is finally stiff.

Fig. 1. EOS for symmetric nuclear matter obtained from chi-
ral one- and two-pion exchange (case 1, solid line), by adding
background fields from QCD sum rules (case 2, dotted line),
and finally after fine tuning to finite nuclei properties (case 3,
dashed line). The figure is taken from [12].

2.3 Ab initio calculations

In ab initio calculations based on many-body techniques
one derives the energy functional from first principles, i.e.
treating short-range and many-body correlations explic-
itly. A typical example for a successful many-body ap-
proach is Brueckner theory [16]. In the relativistic Brueck-
ner approach the nucleon inside the medium is dressed by
the self-energy Σ. The in-medium T -matrix which is ob-
tained from the relativistic Bethe-Salpeter (BS) equation
plays the role of an effective two-body interaction which
contains all short-range and many-body correlations of the
ladder approximation. Solving the BS equation the Pauli
principle is respected and intermediate scattering states
are projected out of the Fermi sea. The summation of the
T -matrix over the occupied states inside the Fermi sea
yields finally the self-energy in Hartree-Fock approxima-
tion. This coupled set of equations states a self-consistency
problem which has to be solved by iteration.

In contrast to relativistic DBHF calculations which
came up in the late 80s, non-relativistic BHF theory has
already almost half a century’s history. The first numer-
ical calculations for nuclear matter were carried out by
Brueckner and Gammel in 1958 [16]. Despite strong efforts
invested in the development of improved solution tech-
niques for the Bethe-Goldstone (BG) equation, the non-
relativistic counterpart of the BS equation, it turned out
that, although such calculations were able to describe the
nuclear saturation mechanism qualitatively, they failed
quantitatively. The results of a systematic study for a large
number of NN interactions were found to be always lo-
cated on a so-called Coester-line in the E/A-ρ plane which
does not coincide with the empirical region of saturation.
In particular, modern one-boson exchange (OBE) poten-
tials lead to strong over-binding and too large saturation
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Fig. 2. Nuclear-matter saturation points from relativistic
(full symbols) and non-relativistic (open symbols) Brueckner-
Hartree-Fock calculations based on different nucleon-nucleon
forces. The diamonds show results from variational calcula-
tions. Shaded symbols denote calculations which include 3-
body forces. The shaded area is the empirical region of sat-
uration.

densities whereas relativistic calculations do a much bet-
ter job.

Figure 2 compares the saturation points of nuclear
matter obtained by relativistic Dirac-Brueckner-Hartree-
Fock (DBHF) calculations using the Bonn potentials [36]
as bare NN interactions to non-relativistic Brueckner-
Hartree-Fock calculations for various NN interactions.
The DBHF results are taken from ref. [21] (BM) and
more recent calculations based on improved techniques are
from [23] (Tübingen). Several reasons have been discussed
in the literature in order to explain the success of the rel-
ativistic treatment. The saturation mechanisms in rela-
tivistic and non-relativistic theories are quite different. In
relativistic MFT the vector field grows linearly with den-
sity while the scalar field saturates at large densities. The
magnitude and the density dependence of the scalar and
vector DBHF self-energy is similar to MFT, i.e. the single-
particle potential is the result of the cancellation of two
large scalar and vector fields, each several hundred MeV in
magnitude (see, e.g., the effective mass in fig. 7). In BHF,
on the other hand, the saturation mechanism takes place
exclusively on the scale of the binding energy, i.e. a few
tens of MeV. It cannot be understood by the absence of a
tensor force. In particular, the second order 1-π exchange
potential (OPEP) is large and attractive at high densities
and its interplay with Pauli blocking leads finally to sat-
uration. Relativistically, the tensor force is quenched by
a factor (m∗

D/M)2 and less important for the saturation
mechanism [37].

Three-body forces (3-BFs) have been extensively stud-
ied within non-relativistic BHF [18] and variational calcu-
lations [15]. The contributions from 3-BFs are in total re-
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Fig. 3. Predictions for the EOS of symmetric nuclear mat-
ter from microscopic ab initio calculations, i.e. relativistic
DBHF [23], non-relativistic BHF [18] and variational [15] cal-
culations. For comparison also soft and hard Skyrme forces are
shown.

pulsive which makes the EOS harder and non-relativistic
calculations come close to their relativistic counterparts.
The same effect is observed in variational calculations [15]
shown in fig. 3. The variational results contain boost cor-
rections (δv) which account for relativistic kinematics and
lead to additional repulsion [15]. Both, BHF [18] and the
variational calculations from [15] are based on the lat-
est AV18 version of the Argonne potential. In both cases
phenomenological 3-body forces are used, the Tucson-
Melbourne 3-BF in [18] and the Urbana IX 3-BF1 in [15].
It is often argued that in non-relativistic treatments 3-BFs
play in some sense an equivalent role as the dressing of the
two-body interaction by in-medium spinors in Dirac phe-
nomenology. Both mechanisms lead indeed to an effective
density-dependent two-body interaction V which is, how-
ever, of different origin. One class of 3-BFs involves virtual
excitations of nucleon-antinucleon pairs. Such Z-graphs
are in net repulsive and can be considered as a renor-
malization of the meson vertices and propagators. A sec-
ond class of 3-BFs is related to the inclusion of explicit
resonance degrees of freedom. The most important reso-
nance is the Δ(1232) isobar which provides at low and
intermediate energies large part of the intermediate-range
attraction. Intermediate Δ states appear in elastic NN
scattering only in combination with at least two-isovector-
meson exchange (ππ, πρ, . . .). Such box diagrams can sat-
isfactorily be absorbed into an effective σ-exchange [36].
The maintenance of explicit Δ degrees of freedom (DoFs)
gives rise to additional saturation, shifting the satura-
tion point away from the empirical region [20]. However,
as pointed out, e.g., in ref. [27], the inclusion of non-
nucleonic DoFs has to be performed with caution: freez-
ing out resonance DoFs generates automatically a class
of three-body forces which contains nucleon-resonance ex-

1 Using boost corrections the repulsive contributions of the
UIX interaction are reduced by about 40% compared to the
original ones in [15].
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citations. There exist strong cancellation effects between
the repulsion due to box diagrams and contributions from
3-BFs. Non-nucleonic DoFs and many-body forces should
therefore be treated on the same footing. Such a treat-
ment may be possible with the next generation of nucleon-
nucleon forces based on chiral perturbation theory [38,39]
which allows a systematic generation of three-body forces.
Next-to-leading order (NLO), all 3-BFs cancel while non-
vanishing contributions appear at NNLO.

Figure 3 compares the equations of state from the dif-
ferent approaches: DBHF from ref. [23] based the Bonn-
A interaction2 [36], BHF [18] and variational calcula-
tions [15]. The latter ones are based on the Argonne AV18

potential and include 3-body forces. All the approaches
use modern high-precision NN interactions and repre-
sent state-of-the-art calculations. Two phenomenological
Skyrme functionals which correspond to the limiting cases
of a soft (K = 200MeV) and a hard (K = 380MeV)
EOS are shown as well. In contrast to the Skyrme in-
teraction (1) where the high-density behavior is fixed by
the compression modulus, in microscopic approaches the
compression modulus is only loosely connected to the cur-
vature at saturation density. DBHF Bonn-A has, e.g., a
compressibility of K = 230MeV. Below 3ρ0, both are not
too far from the soft Skyrme EOS. The same is true for
BHF including 3-body forces.

When many-body calculations are performed, one has
to keep in mind that elastic NN scattering data constrain
the interaction only up to about 400MeV, which corre-
sponds to the pion threshold. NN potentials differ essen-
tially in the treatment of the short-range part. A model-
independent representation of the NN interaction can be
obtained in EFT approaches where the unresolved short-
distance physics is replaced by simple contact terms. In
the framework of chiral EFT the NN interaction has been
computed up to N3LO [39,40]. An alternative approach
which leads to similar results is based on renormalization
group (RG) methods [41]. In the Vlow k approach a low-
momentum potential is derived from a given realistic NN
potential by integrating out the high-momentum modes
using RG methods. At a cutoff Λ ∼ 2 fm−1 all the different
NN potential models were found to collapse to a model-
independent effective interaction Vlow k. When applied to
the nuclear many-body problem low-momentum interac-
tions do not require a full resummation of the Brueckner
ladder diagrams but can already be treated within second-
order perturbation theory [42]. However, without repul-
sive three-body-forces, isospin-saturated nuclear matter
was found to collapse. Including 3-BFs first promising re-
sults have been obtained with Vlow k [42], however, nuclear
saturation is not yet described quantitativley. Moreover,
one has to keep in mind that, due to the high-momentum
cut-offs, EFT is essentially only suitable at moderate den-
sities.

2 The high-density behavior of the EOS obtained with a dif-
ferent interaction, e.g. Bonn-B or C is very similar [23].
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Fig. 4. EOS in nuclear matter and neutron matter.
BHF/DBHF and variational calculations are compared to the
phenomenological density functionals NL3 and DD-TW and
ChPT+corr. The left panel zooms the low-density range.

3 EOS in symmetric and asymmetric nuclear
matter

Figure 4 compares now the predictions for nuclear and
neutron matter from microscopic many-body calculations
—DBHF [26] and the “best” variational calculation with
3-BFs and boost corrections [15]— to phenomenological
approaches and to EFT. As typical examples for rela-
tivistic functionals we take NL3 [43] as one of the best
RMF fits to the nuclear chart and a phenomenological
density dependent RMF functional DD-TW from [34].
ChPT+corr. is based on chiral pion-nucleon dynamics in-
cluding condensate fields and fine tuning to finite nuclei
(case 3 in fig. 1). As expected, the phenomenological func-
tionals agree well at and below saturation density where
they are constrained by finite nuclei but start to deviate
substantially at supra-normal densities. In neutron matter
the situation is even worse since the isospin dependence
of the phenomenological functionals is less constrained.
The predictive power of such density functionals at supra-
normal densities is restricted. Ab initio calculations pre-
dict a soft EOS throughout the density range relevant for
heavy-ion reactions at intermediate and low energies, i.e.
up to about three times ρ0. There seems to be no way to
obtain an EOS as stiff as the hard Skyrme force shown
in fig. 3 or NL3. Since the NN scattering lenght is large,
neutron matter at subnuclear densities is less model de-
pendent. The microscopic calculations (BHF/DBHF, vari-
ational) agree well and results are consistent with “exact”
Quantum Monte Carlo calculations [29].

In isospin asymmetric matter the binding energy is
a functional of the proton and neutron densities, char-
acterized by the asymmetry parameter β = Yn − Yp

which is the difference of the neutron and proton fraction
Yi = ρi/ρ , i = n, p. The isospin dependence of the energy
functional can be expanded in terms of β which leads to
a parabolic dependence on the asymmetry parameter

E(ρ, β) = E(ρ) + Esym(ρ)β2 + O(β4) + · · · ,

Esym(ρ) =
1
2
∂2E(ρ, β)

∂β2
|β=0 = a4 +

p0

ρ2
0

(ρ− ρ0) + · · · (4)
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Figure 5 compares the symmetry energy predicted by the
DBHF and variational calculations to that of the empiri-
cal density functionals already shown in fig. 4. In addi-
tion, the relativistic DD-ρδ RMF functional [44] is in-
cluded. Two Skyrme functionals, SkM∗ and the more re-
cent Skyrme-Lyon force SkLya, represent non-relativistic
models. The left panel zooms the low-density region, while
the right panel shows the high-density behavior of Esym. It
is remarkable that most empirical models coincide around
ρ � 0.6ρ0, where Esym � 24MeV. This demonstrates that
constraints from finite nuclei are active for an average den-
sity slightly above half-saturation density. However, the
extrapolations to supra-normal densities diverge dramat-
ically. This is crucial since the high-density behavior of
Esym is essential for the structure and the stability of neu-
tron stars (see also the contribution VI.3 by Horowitz, this
topical issue [45]). The microscopic models show a den-
sity dependence which can still be considered as asy-stiff.
DBHF [26] is thereby stiffer than the variational results
of [15]. The density dependence is generally more complex
than in RMF theory, in particular at high densities where
Esym shows a non-linear and more pronounced increase.
Figure 5 clearly demonstrates the necessity to constrain
the symmetry energy at supra-normal densities with the
help of heavy-ion reactions. The hatched area in fig. 5
displays the range of Esym which has been obtained by
constructing a density-dependent RMF functional vary-
ing thereby the linear asymmetry parameter a4 from 30
to 38MeV [35]. In ref. [35] it was concluded that charge
radii, in particular the skin thickness rn − rp in heavy nu-
clei, constrain the allowed range of a4 to 32–36MeV for
relativistic functionals.

Figure 6 displays the correlation between the skin
thickness in 208Pb and a4 obtained within various models.
The skin thickness depends, however, not only on the sym-
metry energy but there exists a close correlation between
a4 and the compression modulus K [35]. This correlation
is of importance when these quantities are extracted from
finite nuclei (see the discussion by Shlomo et al., contri-
bution II.2, this topical issue [46]).
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Fig. 6. Skin thickness in 208Pb versus the linear symmetry
energy parameter a4 for various models. The figure is taken
from [10].

3.1 Effective nucleon masses

The introduction of an effective mass is a common concept
to characterize the quasi-particle properties of a particle
inside a strongly interacting medium. In nuclear physics,
different definitions of the effective nucleon mass exist
which are often compared and sometimes even mixed up:
the non-relativistic effective mass m∗

NR and the relativistic
Dirac mass m∗

D. These two definitions are based on differ-
ent physical concepts. The non-relativistic mass parame-
terizes the momentum dependence of the single-particle
potential. The relativistic Dirac mass is defined through
the scalar part of the nucleon self-energy in the Dirac
field equation which is absorbed into the effective mass
m∗

D = M + ΣS(k, kF ). The Dirac mass is a smooth func-
tion of the momentum. In contrast, the non-relativistic
effective mass —as a model-independent result— shows
a narrow enhancement near the Fermi surface due to an
enhanced level density [47]. For a recent review on this
subject and experimental constraints on m∗

NR, see [48].
While the Dirac mass is a genuine relativistic quan-

tity the effective mass m∗
NR is determined by the single-

particle energy

m∗
NR = k[dE/dk]−1 =

[
1
M

+
1
k

d
dk

U

]−1

; (5)

m∗
NR is a measure of the non-locality of the single-particle

potential U (real part) which can be due to non-localities
in space, resulting in a momentum dependence, or in time,
resulting in an energy dependence. In order to clearly
separate both effects, one has to distinguish further be-
tween the so-called k-mass and the E-mass [17]. The spa-
tial non-localities of U are mainly generated by exchange
Fock terms and the resulting k-mass is a smooth func-
tion of the momentum. Non-localities in time are gener-
ated by Brueckner ladder correlations due to the scatter-
ing to intermediate states which are off-shell. These are
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mainly short-range correlations which generate a strong
momentum dependence with a characteristic enhancement
of the E-mass slightly above the Fermi surface [47,17,49].
The effective mass defined by eq. (5) contains both, non-
localities in space and time and is given by the product
of k-mass and E-mass [17]. In fig. 7 the non-relativistic
effective mass and the Dirac mass, both determined from
DBHF calculations [50], are shown as a function of mo-
mentum k at different Fermi momenta of kF = 1.07, 1.35,
1.7 fm−1. m∗

NR shows the typical peak structure as a func-
tion of momentum around kF which is also seen in BHF
calculations [49]. The peak reflects the increase of the level
density due to the vanishing imaginary part of the opti-
cal potential at kF which is also seen, e.g., in shell model
calculations [47,17]. One has, however, to account for cor-
relations beyond mean field or Hartree-Fock in order to
reproduce this behavior. Figure 8 compares the density
dependence of the two effective masses determined at kF .
Both masses decrease with increasing density, the Dirac
mass continously, while m∗

NR starts to rise again at higher
densities. Phenomenological density functionals (QHD-I,
NL3, DD-TW) yield systematically smaller values of m∗

NR
than the microscopic approaches. This reflects the lack of

non-local contributions from short-range and many-body
correlations in the mean-field approaches.

3.1.1 Proton-neutron mass splitting

A topic heavily discussed at present is the proton-neutron
mass splitting in isospin-asymmetric nuclear matter. This
question is of importance for the forthcoming new gener-
ation of radioactive beam facilities which are devoted to
the investigation of the isospin dependence of the nuclear
forces at its extremes. However, presently the predictions
for the isospin dependences differ substantially. BHF cal-
culations [18,49] predict a proton-neutron mass splitting
of m∗

NR,n > m∗
NR,p. This stands in contrast to relativistic

mean-field (RMF) theory. When only a vector isovector
ρ-meson is included Dirac phenomenology predicts equal
masses m∗

D,n = m∗
D,p while the inclusion of the scalar

isovector δ-meson, i.e. ρ + δ, leads to m∗
D,n < m∗

D,p [44].
When the effective mass is derived from RMF theory,
it shows the same behavior as the corresponding Dirac
mass, namely m∗

NR,n < m∗
NR,p [44]. Conventional Skyrme

forces, e.g. SkM∗, lead to m∗
NR,n < m∗

NR,p [51] while
the more recent Skyrme-Lyon interactions (SkLya) pre-
dict the same mass splitting as RMF theory. The pre-
dictions from relativistic DBHF calculations are still con-
troversial in the literature. They depend strongly on ap-
proximation schemes and techniques used to determine
the Lorentz and the isovector structure of the nucleon
self-energy. In the approach originally proposed by Brock-
mann and Machleidt [21] one extracts the scalar and
vector self-energy components directly from the single-
particle potential. Thus, by a fit to the single-particle
potential mean values for the self-energy components are
obtained where the explicit momentum dependence has
already been averaged out. In symmetric nuclear mat-
ter this method is relatively reliable but the extrapola-
tion to asymmetric matter is ambiguous [24]. Calcula-
tions based on this method predict a mass splitting of
m∗

D,n > m∗
D,p [52]. On the other hand, the components of

the self-energies can directly be determined from the pro-
jection onto Lorentz invariant amplitudes [20,22–24,26,
53]. Projection techniques are involved but more accurate
and yield the same mass splitting as found in RMF the-
ory when the δ-meson is included, i.e. m∗

D,n < m∗
D,p [22,

24,26]. Recently, also the non-relativistic effective mass
has been determined with the DBHF approach and here
a reversed proton-neutron mass splitting was found, i.e.
m∗

NR,n > m∗
NR,p [50]. Thus DBHF is in agreement with

the results from non-relativistic BHF calculations.
Experimentally accessible is the p-n mass splitting, or

the magnitude of the corresonding isovector effective mass
m∗

V , ( β
m∗

V
= β+1

m∗
NR

− 1
m∗

NR,n
) through the electric dipole

photoabsorption cross-section, i.e. through an enhance-
ment of the Thomas-Reiche-Kuhn sum rule by the factor
m/m∗

V . However, values derived from GDR measurements
range presently from m∗

V /m = 0.7–1.05 [48,54,55]. The
forthcoming radioactive beam facilitites will certainly im-
prove on this not yet satisfying situation.
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3.2 Optical potentials

The second important quantity related to the momen-
tum dependence of the mean field is the optical nucleon-
nucleus potential. At subnormal densities the optical po-
tential Uopt is constrained by proton-nucleus scattering
data [56] and at supra-normal densities constraints can
be derived from heavy-ion reactions [57–59]. In a relativis-
tic framework the optical Schroedinger-equivalent nucleon
potential (real part) is defined as

Uopt = −ΣS +
E

M
ΣV +

Σ2
S −Σ2

V

2M
. (6)

One should thereby note that in the literature some-
times also an optical potential, given by the difference
of the single-particle energies in medium and free space
U = E −

√
M2 + k2 is used [57] which should be not

mixed up with (6). In a relativistic framework momentum-
independent fields ΣS,V (as, e.g., in RMF theory) lead
always to a linear energy dependence of Uopt. As seen
from fig. 9, DBHF reproduces the empirical optical po-
tential [56] extracted from proton-nucleus scattering for
nuclear matter at ρ0 reasonably well up to a laboratory en-
ergy of about 0.6–0.8GeV. However, the saturating behav-
ior at large momenta cannot be reproduced by this calcu-
lations because of missing inelasticities, i.e. the excitation
of isobar resonances above the pion threshold. When such
continuum excitations are accounted for, optical model
caculations are able to describe nucleon-nucleus scatter-
ing data also at higher energies [60]. In heavy-ion reac-
tions at incident energies above 1AGeV such a saturating
behavior is required in order to reproduce transverse flow
observables [59]. One has then to rely on phenomenologi-
cal approaches where the strength of the vector potential
is artificially suppressed, e.g. by the introduction of addi-
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Fig. 9. Nucleon optical potential in nuclear matter at ρ0. On
the left side, DBHF calculations for symmetric nuclear mat-
ter from [20] and [23] are compared to the phenomenological
models NL3 and D3C [61] and to the p-A scattering analysis
of [56]. The right panel compares the iso-vector optical po-
tential from DBHF [26] and BHF [62] to phenomenological
RMF [63], Gogny and Skyrme forces and to a relativistic T −ρ
approximation [64].

tional form factors [59] or by energy-dependent terms in
the QHD Lagrangian [61] (D3C model in fig. 9).

The isospin dependence, expressed by the isovector op-
tical potential Uiso = (Uopt,n − Uopt,p)/(2β) is much less
constrained by data. The knowledge of this quantity is,
however, of high importance for the forthcoming radioac-
tive beam experiments. The right panel of fig. 9 com-
pares the predictions from DBHF [26] and BHF [62] to the
phenomenological Gogny and Skyrme (SkM∗ and SkLya)
forces and a relativistic T − ρ approximation [64] based
on empirical NN scattering amplitudes [65]. At large mo-
menta, DBHF agrees with the tree-level results of [64].
While the dependence of Uiso on the asymmetry param-
eter β is found to be rather weak [26,62], the predicted
energy and density dependences are quite different, in par-
ticular between the microscopic and the phenomenologi-
cal approaches. The energy dependence of Uiso is very lit-
tle constrained by data. The old analysis of optical po-
tentials of scattering on charge asymmetric targets by
Lane [66] is consistent with a decreasing potential as pre-
dicted by DBHF/BHF, while more recent analyses based
on Dirac phenomenology [67] come to the opposite con-
clusions. RMF models show a linearly increasing energy
dependence of Uiso (i.e., quadratic in k) like SkLya, how-
ever generally with a smaller slope (see discussion in [44]).
To clarify this question certainly more experimental efforts
are necessary.

4 Transport models

The difficulty to extract information on the EOS from
heavy-ion reactions lies in the fact that the colliding sys-
tem is over a large time span of the reaction out of global
and even local equilibrium. At intermediate energies the
relaxation time needed to equilibrate coincides more or
less with the high-density phase of the reaction. Hence,
non-equilibrium effects are present all over the compres-
sion phase where one essentially intends to study the EOS
at supra-normal densities. Experimental evidences for in-
complete equilibration even in central collisions have been
found by isospin tracing of projectile and target nuclei [68]
and by different variances of longitudinal and transverse
rapidity distributions [69]. To account for the temporal
space-time evolution of the reactions requires dynamical
approaches which are based on kinetic transport theory.
In the following we briefly discuss the various approaches
which are mainly used in order to describe the reaction
dynamics at low and intermediate energies.

4.1 Boltzmann-type kinetic equations

The theoretical basis for the description of the collision
dynamics at energies ranging from the Fermi regime up
to 1–2AGeV is the hadronic non-equilibrium quantum
transport field theory [70]. The starting point of non-
equilibrium QFT is the Schwinger-Keldysh formalism for
many-body Green’s functions in non-equilibrium configu-
rations. The one-body Green’s function is defined as the
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expectation value of the time-ordered product of fermionic
field operators G(1, 1′) = (−i)〈Tsk(Ψ(1)Ψ̄(1′))〉, where Tsk

defines the temporal sequence of the field operators. In
non-equilibrium, time reversal invariance is violated and
thus the application of Tsk leads to four possible combi-
nations [70]:

Gc = −i〈T c[Ψ(1)Ψ(1′)]〉, Ga = −i〈T a[Ψ(1)Ψ(1′)]〉,
G> = −i〈Ψ(1)Ψ(1′)〉, G< = i〈Ψ(1′)Ψ(1)〉, (7)

where T c (T a) is the causal (anti-causal) time-ordering
operator. The physical quantity of interest is the correla-
tion function G< since it corresponds in the equal time
limit to the density limt1′→t1 G

<(1, 1′) = (+i)ρ(x1,x1′ , t).
However, the four Green’s functions are related through
equations of motion (Kadanoff-Baym equations) for the
correlation G<,> and the retarded and advanced G± func-
tions (the retarded and advanced Green’s functions are
defined via G+,− = Gc − G<,> = G>,< − Ga). From the
Kadanoff-Baym equations one obtains a kinetic equation
for the correlation function G<:

DG<−G<D∗−
(
ReΣ+G<−G< ReΣ+

)
−
(
Σ< ReG+

−ReG+Σ<
)
=

1
2
(
Σ>G<+G<Σ>−Σ<G>−G>Σ<

)
. (8)

Here D = −i∂x1/2M is the Schrödinger operator or,
in a relativistic framework, the Dirac operator (D =
iγμ∂x1 −M) and Σ<,>,± are the self-energies. The intro-
duction of retarded and advanced functions allows to in-
terpret the real part of the retarded self-energy as a mean
field while the imaginary part describes the absorption or
finite life times of quasi-particles (dressed nucleons) [70].
The self-energy Σ contains all higher-order correlations
and couples the one-body kinetic equation (8) to the corre-
sponding equations for the two- and 3-body densities and
so forth. This requires to truncate the Dyson-Schwinger
hierarchy which is usually done at the two-body level and
leads to the ladder approximation for the T -matrix, i.e.
the Bethe-Salpeter equation.

The formal structure of the kinetic equation (8) is
complex and one should solve (8) together with the cor-
responding kinetic equations for G± which describe the
spectral properties of the phase space distribution. Simul-
taneously, the self-energies should be derived for arbri-
trary non-equilibrium situations [70]. A solution of the
full self-consistency problem has not yet been achieved.
In practice, one applies further approximations. The
most important ones are the gradient expansion (a semi-
classical approximation to first order in h̄) and the quasi-
particle approximation which sets the particles on mass
shell. The result is a Boltzmann-type transport equa-
tion, which is known as the Boltzmann-Uheling-Uhlenbeck
(BUU) transport equation [71]. In its relativistic form the
(R)BUU equation reads[

(m∗
D∂μ

xm
∗
D−k∗ν∂μ

xk
∗
ν) ∂k

μ−(m∗
D∂μ

km
∗
D−k∗ν∂μ

k k
∗
ν) ∂x

μ

]
f

=
1

2(2π)8

∫
d3k2

E∗
k2

d3k3

E∗
k3

d3k4

E∗
k4

W δ4 (k + k2 − k3 − k4)

×
[
f3f4 (1 − f) (1 − f2) − ff2 (1 − f3) (1 − f4)

]
, (9)

which describes the phase space evolution of the 1-particle
distribution f(x,k, t) under the influence of the mean
field (which enters via the real part of the self-energy,
i.e. via m∗

D = M − ΣS and k∗μ = kμ − Σμ) and bi-
nary collisions determined by the transition amplitude
W = m∗4

D |T (kk2|k3k4)|2. Final-state Pauli blocking is ac-
counted for by the blocking factors (1 − fi) in (9) with
fi = f(x,ki, t). The physical parameters entering into the
kinetic equation are the mean field, i.e. the nuclear EOS,
and elementary cross-sections for 2-particle scattering pro-
cesses. Thus, one can test the high-density behavior of the
nuclear EOS in heavy-ion collisions and the in-medium
modifications of cross-sections, which also influence the
stopping properties of the colliding system. Above the
pion threshold where inelastic processes start to play an
important role, eq. (9) becomes a coupled-channel prob-
lem for nucleonic, nucleon resonance and mesonic degrees
of freedom. The collision integral, i.e. the right-hand side
of eq. (9) has to be extended for the corresponding in-
elastic and absorptive processes and the new degrees of
freedom must be propagated in their mean fields. In prac-
tice, the transport equation is solved within the test par-
ticle method which describes the phase space distribution
f as an incoherent sum of point-like quasi-particles [71] or
static Gaussians [72] which propagate on classical trajec-
tories. Relativistic formulations of the two methods were
developed in refs. [73] and [74].

4.2 Quantum molecular dynamics (QMD)

An alternative approach to the kinetic BUU equation is
quantum molecular dynamics (QMD) [75–77]. QMD is a
N -body approach which simulates heavy-ion reactions on
an event-by-event basis taking fluctuations and correla-
tions into account. The QMD equations are formally de-
rived from the assumption that the N -body wave function
Φ can be represented as the direct product of single co-
herent states Φ =

∏
i φi which are described by Gaussian

wave packets. Anti-symmetrization is not taken into ac-
count. A Wigner transformation yields the corresponding
phase space representation of Φ. The equations of motion
of the many-body system are obtained by the variational
principle starting from the action S =

∫
L[Φ,Φ∗] (with the

Lagrangian functional L = 〈Φ|ih̄ d
dt −H|Φ〉). The Hamil-

tonian H contains a kinetic contribution and mutual two-
body interactions Vij . The variational principle leads fi-
nally to classical equations of motion for the generalized
coordinates qi and ki of the Gaussian wave packets

q̇i =
ki

m
+ ∇ki

∑
j �=i

〈Vij〉 = ∇ki
〈H〉 ,

k̇i = −∇qi

∑
j �=i

〈Vij〉 = ∇qi
〈H〉 .

The two-body interaction Vij can, e.g., be taken from BHF
calculations [77] or from local Skyrme forces which are
usually supplemented by an empirical momentum depen-
dence in order to account for the energy dependence of the
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optical nucleon-nucleus potential [75]. Binary collisions
are treated in the same way as in BUU models. Further-
more, there exist relativistic extensions, i.e. RQMD and
the UrQMD model which has been developed to simulate
heavy-ion collisions at ultra-relativistic energies [76,78].

4.3 Antisymmetrized molecular dynamics
(AMD/FMD)

An extension of QMD, in particular designed for low
energies, are the antisymmetrized molecular dynamics
(AMD) [79] and fermionic molecular dynamics (FMD) ap-
proaches [80]. In contrast to conventional QMD, the inter-
acting system is represented by an antisymmetrized many-
body wave function consisting of single-particle states
which are localized in phase space. The equations of mo-
tion for the parameters characterizing the many-body
state (e.g., position, momentum, width and spin of the
particles) are derived from a quantum variational prin-
ciple. The models are designed to describe ground-state
properties of nuclei as well as heavy-ion reactions at low
energies (see also the contribution by Ono et al. [81]).

4.4 Off-shell transport

Essential for the validity of the classical equations of mo-
tion is the quasi-particle approximation (QPA) which as-
sumes that the spectral strength of a hadron is concen-
trated around its quasi-particle pole. Particle widths can,
however, dramatically change in a dense hadronic envi-
ronment. To first order in density, the in-medium width
of a hadron in nuclear matter can be estimated by the
collision width Γ tot = Γ vac + Γ coll, Γ coll = γvσρB with
v the hadron velocity relative to the surrounding matter
and σ the total hadron-nucleon cross-section. A consistent
treatment of the off-shell dynamics, i.e. a solution of the
quantum evolution equations for the correlation functions
G<,> has up to now only been performed for toy models
and simplified geometries [82,83] or in first-order gradi-
ent approximation leading to an extended quasi-particle
picture [84]. Comparing the non-local extension of BUU
with standard simulations a visible effect of non-local cor-
relations is seen and a better agreement with measured
charge density distributions [85] or particle spectra [86]
due to the virial corrections has been found. To develop a
consistent lattice quantum transport for non-uniform sys-
tems and realistic interactions will be one of the future
challenges in theoretical heavy-ion physics.

On the other hand, substantial progress has been made
in recent years to map part of the off-shell dynamics on
a modified test particle formalism [87,88]. This allows to
apply off-shell dynamics, although in a simplified form,
to the complex space-time evolution of a heavy-ion reac-
tion. The present knowledge of off-shell matrix elements is,
however, rather limited and theoretical investigations are
scarce [89]. The off-shell T -matrix has been used in order
to calculate the duration and non-locality of a nucleon-
nucleon collision [90]. The question to what degree a deple-
tion of the Fermi surface due to particle-hole excitations

and the high-momentum tails of the nuclear spectral func-
tions will affect subthreshold particle production is not so
obvious to answer. The high-momentum tails correspond
to deeply bound states which are off-shell and to treat
such states in a standard transport approach like on-shell
quasi-particles would violate energy-momentum conser-
vation. Energy-momentum conservation can be achieved
consistently by the non-local kinetic theory [91] taking
into account first-order off-shell effects. The contribution
of the nuclear short-range correlations to subthreshold K+

production in p + A reactions have, e.g., been estimated
in [92]. The removal energy for a high-momentum state
compensates the naively expected energy gain and the
short-range correlations do therefore not significantly con-
tribute to subthreshold particle production [92]. The sit-
uation changes, however, when the medium is heated up
and high-momentum particles become on-shell or when
the spectral distributions of the produced hadrons them-
selves are broadened.

5 Constraints from heavy-ion collisions

5.1 Flow and stopping

One of the most important observables to constrain the
nuclear forces and the underlying EOS at supra-normal
densities is the collective nucleon flow [93]. It can be char-
acterized in terms of anisotropies of the azimuthal emis-
sion pattern. Expressed in terms of a Fourier series

dN
dφ

∝ 1 + 2v1 cos(φ) + 2v2 cos(2φ) + . . . (10)

this allows a transparent interpretation of the coefficients
v1 and v2. The dipole term v1 arises from a collective side-
ward deflection of the particles in the reaction plane and
characterizes the transverse flow in the reaction plane. The
second harmonics describes the emission pattern perpen-
dicular to the reaction plane. For negative v2 one has a
preferential out-of-plane emission. The phenomenon of an
out-of-plane enhancement of particle emission at midra-
pidity is called squeeze-out.

The transverse flow v1 has been found to be sensitive
to the EOS and, in particular in peripheral reactions, to
the momentum dependence of the mean field [57,58]. The
elliptic flow v2, in contrast, is very sensitive to the max-
imal compression reached in the early phase of a heavy-
ion reaction. The crossover from preferential out-off-plane
flow (v2 < 0) to preferential in-plane flow (v2 > 0) around
4–6AGeV has also led to speculations about a phase tran-
sition in this energy region which goes along with a soft-
ening of the EOS [94].

The present situation between theory and experiment
is illustrated in fig. 10 (from [95]). The BUU studies from
Danielewicz et al. and the Giessen group (Larionov et al.)
investigated the EOS dependence while Persram et al.
find a sensitivity of v2 to the medium dependence of the
NN cross-sections. Finally, non-equilibrium effects have
been investigated at the level of the effective interaction
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Fig. 10. Elliptic flow excitation function at SIS energies. Var-
ious theoretical studies using different EOSs (a,b), or differ-
ent cross-sections (c) or DBHF mean fields in the LDA ap-
proach and including further non-equilibrium effects (ACNM)
(d) are compared to FOPI data (symbols). The figure is taken
from [95].

in [58,96]. It has been found that the local phase space
anisotropies of the pre-equilibrium stages of the reactions
reduce the repulsion of the mean field and soften the cor-
responding EOS which allows a good description of the
v2 data using microscopic DBHF mean fields (Gaitanos et
al.). However, fig. 10 also demonstrates that v2 is gener-
ated by the interplay of the mean field and binary colli-
sions which makes it difficult to extract exclusive informa-
tion on the EOS from the data. Here certainly furthergoing
studies are required.

The following figure (fig. 11) is based on the studies
of Danielewicz et al. [97]. It summarizes the status ob-
tained within this model in terms of a band that represents
the constraints from collective flow data. It is obtained
from a compilation of analyses of sideward and elliptic
anisotropies, studied at energies ranging from low SIS
(Elab � 0.2–2AGeV) up to top AGS energies (Elab � 2–
11AGeV). The conclusion of this study was that both,
super-soft equations of state (K = 167MeV) as well as
hard EOSs (K > 300MeV), are ruled out by the data. At
SIS energies, existing flow data are consistent with a soft
EOS [98,57] as, e.g., the soft Skyrme EOS. In the models
used by Danielewicz et al. [57,97], sideward flow favors a
rather soft EOS with K = 210MeV while the development
of the elliptic flow requires slightly higher pressures. The
BHF and variational calculations including 3-body forces3
fit well into the constrained area up to 4ρ0. At higher den-

3 For the BHF + 3-BF calculation the pressure shown in
fig. 11 has been determined from the parameterization given
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Fig. 11. Constraints on the nuclear EOS from heavy-ion flow
data. The shaded area shows the pressure density which is
compatible with heavy-ion flow data according the analysis
on [97]. The equations of state from the models shown in fig. 3
are displayed.

sities the microscopic EOSs, also DBHF, tend to be too
repulsive. However, conclusions from flow data are gen-
erally complicated by the interplay of the compressional
part of the nuclear EOS and the momentum dependence
of the nuclear forces. A detailed comparison to v1 and v2

data from FOPI [99,100] and KaoS [101] for v1 and v2

below 1AGeV favors again a relatively soft EOS with a
momentum dependence close to that obtained from mi-
croscopic DBHF calculations [57,58,102]. In fig. 11, the
microscopic DBHF EOS (K = 230MeV) lies at the up-
per edge of the boundary but is still consistent with it
in the density range tested at SIS energies, i.e. up to at
most 3ρ0. This fact is further consistent with the findings
of Gaitanos et al. [58,102] where a good description of v1

and v2 data at energies between 0.2 and 0.8AGeV has
been found in RBUU calculations based on DBHF mean
fields. As pointed out in [58,96,102] it is thereby essential
to account for non-equilibrium effects and the momentum
dependence of the forces which softens the EOS compared
to the equilibrium case (shown in fig. 11).

As can be seen from fig. 10, not only the nuclear EOS,
but also the cross-sections for elementary 2-particle scat-
tering influences the collective dynamics, in particular, the
degree of stopping and hence the maximum compression
achieved in the fireball region. A challenge in this context
is to reach a quantitative understanding of the recently
observed strong correlations between maximum side flow
v1 and maximum stopping in the two excitation func-
tions [69] (see also the contribution by A. Andronic et
al. [103]). Most collective flow analyses performed so far
were based on free cross-sections which works astonish-
ingly well from a practical point of view. However, within
a consistent picture one should treat the in-medium ef-

in [19] which is based on the Urbana IX 3-BF different to that
used in [18].
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fects in both, the real (nuclear EOS) and the imaginary
part (cross-sections) of the interaction, on the same foot-
ing. Many-body calculations (BHF/DBHF) predict an es-
sential reduction of the elastic NN cross-section with in-
creasing baryon density [77,104,89] and in [105] a similar
reduction was proposed for the inelastic channels in order
to describe pion multiplicities in the 1–2AGeV region.
One can, therefore, expect observable signals in heavy-
ion collisions. In fact, recent QMD studies of stopping
and transparency observables have shown that the data
can be reproduced when the free cross-section is reduced
by a factor of 0.5 [106]. These findings are supported by
transport calculations using microscopic in-medium cross-
sections [107,108]. Therefore, for a reliable extraction of
the high-density nuclear EOS one should account for in-
medium effects not only in the potential but also in the
cross-sections.

5.1.1 Isospin dependence of the EOS

Another important aspect of heavy-ion collisions is the
investigation of the density dependence of the EOS for
asymmetric matter. There exist abundent studies on this
sector, either non-relativistically or relativistically.

The momentum dependence of the isovector potential,
fig. 9, which is also closely related to the proton/neutron
mass splitting of both, the non-relativistic m∗

NR and the
Dirac m∗

D effective mass, is one of the key questions which
can be addressed by nuclear reactions induced by neutron-
rich nuclei at RIA energies. Transverse and elliptic flow
patterns as well p/n rapidity dsitributions have been sug-
gested as possible observables to investigate the momen-
tum dependence and the p/n mass splitting [109–111].

Promising observables to pin down the density depen-
dence of the symmetry energy are the iso-scaling behavior
of fragment yields and the isospin diffusion in asymmetric
colliding systems. In both cases recent NSCL-MSU data
in combination with transport calculations are consistent
with a value of Esym ≈ 31 at ρ0 and rule out extremely
“stiff” and “soft” density dependences of the symmetry
energy [112,113] (see also the contribution IV.1 by M. Di
Toro et al. [114]). The same value has been extracted [115]
from low-energy elastic and (p, n) charge exchange reac-
tions on isobaric analog states, i.e. p(6He, 6Li∗)n mea-
sured at the HMI. Such a behavior is also consistent with
the predictions from many-body theory [15,26]. Also the
p/n ratio at mid-rapidity has been found to be sensitive
to the high-density behavior of the nuclear symmetry en-
ergy [116].

In relativistic approaches, large attractive scalar and
repulsive vector fields are required by Dirac phenomenol-
ogy in order to describe simultaneously the central poten-
tial and the strong spin-orbit force in finite nuclei [8,9,
12]. The situation is, however, less clear in the iso-vector
sector. There exist different possibilities to reproduce the
same value of the a4 coefficient (4): a) by only an iso-vector
vector ρ field like in most RMF models (NL3 etc.), or b) by
accounting for an additional iso-vector scalar δ field. Due
to competing effects between attractive (scalar δ) and re-
pulsive (vector ρ) fields, both alternatives can be fitted to

the same empirical a4 parameter. However, the inclusion
of δ field leads to an essentially different high-density be-
havior of the symmetry energy [117]. The scalar δ field
is suppressed at high densities, whereas the vector field
is proportional to the baryon density which makes the
symmetry energy stiffer at supra-normal densities. Recent
transport studies have shown that these subtle relativistic
effects can be observed in the intermediate-energy range
by means of collective isospin flow, particle ratios and im-
balance ratios of different particle species (protons, neu-
trons, pions and kaons) [117,111,44]. However, due to the
lack of precise experimental data, no definitive conclusions
could be drawn so far.

5.2 Particle production

5.2.1 Pions

With the start of the first relativistic heavy-ion programs
the hope was that particle production would provide a
direct experimental access to the nuclear EOS [118]. At
twice saturation density which is reached in the partici-
pant zone of the reactions without additional compression,
the difference between the soft and hard EOS shown in
fig. 3 is about 13MeV in binding energy. If the matter is
compressed up to 3ρ0 the difference is already ∼ 55MeV.
It was expected that the compressional energy should be
released into the creation of new particles, primarily pi-
ons, when the matter expands [118]. However, pions have
large absorption cross-sections and they turned out not
to be suitable messengers of the compression phase. They
undergo several absorption cycles through nucleon reso-
nances (Nπ ↔ Δ) and freeze out at final stages of the
reaction and at low densities. Hence pions lose most of
their knowledge on the compression phase and are not
really sensitive probes for the stiffness of the EOS [119].
However, they carry information on the isotopic composi-
tion of the matter which is to some extent conserved until
freeze-out. The final π−/π+ ratio was found to be sen-
sitive to the initial n/p composition of the matter which,
on the other hand, is influenced by the isospin dependence
of the nuclear forces [120,121]. In [63] a reduction of the
π−/π+ ratio was found when the δ-meson was included in
the RMF approach. The effects are, however, moderate,
i.e. at the 10–20% level, and most pronounced at extreme
phase space regions, e.g. at the high-energy tails of pt spec-
tra [63,121,122]. Systematic measurements as, e.g., from
the FOPI Collaboration may help to constrain the isospin
dependence by pionic observables.

5.2.2 Kaons

After pions turned out to fail as suitable messengers, K+-
mesons were suggested as promising tools to probe the
nuclear EOS, almost 20 years ago [124]. The cheapest way
to produce a K+-meson is the reactions NN −→ NΛK+

which has a threshold of Elab = 1.58GeV kinetic energy
for the incident nucleon. When the incident energy per
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nucleon in a heavy-ion reactions is below this values one
speaks about subthreshold kaon production. Subthreshold
kaon production is in particular interesting since it ensures
that the kaons originate from the high-density phase of the
reaction. The missing energy has to be provided either by
the Fermi motion of the nucleons or by energy accumu-
lating multi-step reactions. Both processes exclude signifi-
cant distortions from surface effects if one goes sufficiently
far below threshold. In combination with the long mean
free path subthreshold K+ production is an ideal tool to
probe compressed nuclear matter in relativistic heavy-ion
reactions.

Already in the first theoretical investigations by trans-
port models it was noticed that the K+ yield reacts rather
sensitive to the EOS [125–127]. Both, in non-relativistic
QMD calculations based on soft/hard Skyrme forces [125,
126,128] and in RBUU [127,129] with soft/hard versions
of the (non-linear) σω model the K+ yield was found
to be about a factor 2–3 larger when a soft EOS is ap-
plied compared to a hard EOS. At that time, the avail-
able data favored a soft equation of state [126,127,129].
However, at that stage the theoretical calculations were
still burdened with large uncertainties. First of all, it
was noticed [125,126] that the influence of the repul-
sive momentum-dependent part of the nuclear interac-
tion leads to a strong suppression of the kaon abundances
which made a quantitative description of the available
data more difficult. Moreover, at that time the pion-
induced reaction channels πB −→ Y K+ have not yet
been taken into account. These additional channels which
contribute up to 30–50% to the total yield enabled to
explain the measured yields with realistic momentum-
dependent interactions [128,130]. A breakthrough was
achieved when the COSY-11 Collaboration measured the
pp −→ pK+Λ reactions at threshold [131] which con-
strains the strangeness production cross-sections NN −→
NK+Y . Within the last decade the KaoS Collaboration
has performed systematic measurements of the K+ pro-
duction far below threshold [119,132,133]. Based on the
new data situation, the question if valuable information
on the nuclear EOS can be extracted has been revisited
and it has been shown that subthreshold K+ production
provides indeed a suitable and reliable tool for this pur-
pose [134–136].

Figure 12 compares measured K+ multiplicities as a
function of the number of participating nucleons, Apart, in
Au+Au, Ni+Ni, C+Au and C+C reactions at 1AGeV to
QMD calculation using a soft/hard momentum-dependent
Skyrme force [123]. This figure demonstrates thereby the
interplay between Apart, system size and EOS. A signifi-
cant dependence of the kaon multiplicities on the nuclear
EOS requires a large amount of collectivity which is eas-
iest reached in central reactions of heavy-mass systems.
Consequently, the EOS dependence is most pronounced in
central Au+Au reactions. Also in Ni+Ni effects are still
sizable while the small C+C system is completely insen-
sitive to the nuclear EOS even in most central reactions.
The data available for Au+Au and Ni+Ni support the
soft EOS. Of particular interest is, in this context, the

Fig. 12. K+ multiplicities in inclusive C+C, Ni+Ni, Au+Au
and C+Au reactions at 1AGeV. QMD calculations using a
hard/soft nuclear EOS are compared to KaoS data [123]. The
figure is taken from [123].

asymmetric C+Au system: although in central C+Au re-
actions the number of participants is comparable to that
in Ni+Ni, the K+ yield does not depend on the EOS. This
indicates again that a sensitivity to the EOS is not only
a question of Apart but also of the compression which can
be reached by the colliding system.

The next step is to consider now the energy depen-
dence of the EOS effect. It is expected to be most pro-
nounced far below threshold because there the highest
degree of collectivity, reflected in multi-step collisions, is
necessary to overcome the production thresholds. The ef-
fects become even more evident when the ratio R of the
kaon multiplicities obtained in Au+Au over C+C reac-
tions (normalized to the corresponding mass numbers) is
considered [135,133]. Such a ratio has, moreover, the ad-
vantage that possible uncertainties which might still exist
in the theoretical calculations should cancel out to a large
extent. This ratio is shown in fig. 13. Both, soft and hard
EOS, show an increase of R with decreasing energy. How-
ever, this increase is much less pronounced when the stiff
EOS is employed. The strong increase of R can be directly
related to a higher compressibility of nuclear matter. The
comparison with the experimental data from KaoS [133],
where the increase of R is even more pronounced, strongly
favors a soft equation of state. These findings were con-
firmed by independent IQMD transport calculations of the
Nantes group [136]. Both, QMD and IQMD included also
a repulsive kaon-nucleon potential as predicted by chiral
perturbation theory [134]. The shaded area in the figure
can be taken as the existing range of uncertainty in the
theoretical model description of the considered observable.
To estimate the stability of the conclusions, the IQMD
calculations have been repeated with an alternative set of
NΔ;ΔΔ �→ NYK+ cross-sections4 which are almost one
order of magnitude smaller than those used originally, but
the EOS dependence remained stable [137].

4 Cross-sections which involve Δ resonances in the initial or
final states are not constrained by measurements.
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sections are shown.

6 Constraints from neutron stars

Measurements of “extreme” values, like large masses or
radii, huge luminosities etc. as provided by compact stars
offer good opportunities to gain deeper insight into the
physics of matter under extreme conditions. There has
been substantial progress in recent time from the astro-
physical side.

The most spectacular observation was probably the
recent measurements on PSR J0751+1807, a millisecond
pulsar in a binary system with a helium white dwarf sec-
ondary, which implies a pulsar mass of 2.1± 0.2(+0.4

−0.5)M�
with 1σ (2σ) confidence [138]. Therefore, a reliable EOS
has to describe neutron star (NS) masses of at least
1.9 M� (1σ) in a strong, or 1.6 M� (2σ) in a weak in-
terpretation. This condition limits the softness of EOS in
NS matter. One might therefore be worried about an ap-
parent contradiction between the constraints derived from
neutron stars and those from heavy-ion reactions. While
heavy-ion reactions favor a soft EOS, PSR J0751+1807
requires a stiff EOS. The corresponding constraints are,
however, complementary rather than contradictory. In-
termediate energy heavy-ion reactions, e.g. subthreshold
kaon production, constrains the EOS at densities up to
2–3ρ0 while the maximum NS mass is more sensitive to
the high-density behavior of the EOS. Combining the two
constraints implies that the EOS should be soft at mod-
erate densities and stiff at high densities. Such a behavior
is predicted by microscopic many-body calculations (see
fig. 3). DBHF, BHF or variational calculations, typically,
lead to maximum NS masses between 2.1–2.3 M� and are
therefore in accordance with PSR J0751+1807 [139].

There exist several other constraints on the nuclear
EOS which can be derived from observations of compact
stars, see, e.g., [139–141]. Among these, the most promis-
ing one is the Direct Urca (DU) process which is essen-
tially driven by the proton fraction inside the NS [142].
DU processes, e.g. the neutron β-decay n → p + e− + ν̄e,
are very efficient regarding their neutrino production, even
in superfluid NM [143,144], and cool NSs too fast to be
in accordance with data from thermally observable NSs.
Therefore, one can suppose that no DU processes should
occur below the upper mass limit for “typical” NSs, i.e.
MDU ≥ 1.5 M� (1.35 M� in a weak interpretation). These
limits come from a population synthesis of young, nearby
NSs [145] and masses of NS binaries [138].

7 Summary and outlook

The quest for the nuclear equation of state is one of
the longstanding problems in physics which has a history
of more than 50 years in nuclear structure. Since about
30 years, one tries to attack this question with heavy-ion
reactions. The exploration of the limits of stability, i.e.
the regimes of extreme isospin asymmetry, is a relatively
new field with rapidly growing importance in view of the
forthcoming generation of radioactive beam facilities.

The status of theoretical models which make predic-
tions for the EOS can roughly be summarized as follows:
phenomenological density functionals such as the Skyrme,
Gogny or relativistic mean-field models provide high preci-
sion fits to the nuclear chart but extrapolations to supra-
normal densities or to the limits of stability are highly
uncertain. A more controlled way is provided by effective-
field theory approaches which became quite popular in
recent time. Effective chiral field theory allows, e.g., a sys-
tematic generation of two- and many-body nuclear forces.
However, these approaches are low-momentum expansions
and, when applied to the nuclear many-body problem,
low-density expansions. Ab initio calculations for the nu-
clear many-body problem such as variational or Brueckner
calculations have reached a high degree of sophistication
and can serve as guidelines for the extrapolation to the
regimes of high-density and/or large isospin asymmetry.
Possible future developments are to base such calculations
on modern EFT potentials and to achieve a more consis-
tent treatment of two- and three-body forces.

If one intends to constrain these models by nuclear
reactions one has to account for the reaction dynam-
ics by semi-classical transport models of a Boltzmann or
molecular-dynamics type. Suitable observables which have
been found to be sensitive to the nuclear EOS are directed
and elliptic collective flow patterns and particle produc-
tion, in particular kaon production, at higher energies.
Heavy-ion data suggest that the EOS of symmetric nu-
clear matter shows a soft behavior in the density regime
between one to about three times nuclear saturation den-
sity, which is consistent with the predictions from many-
body calculations. Conclusions on the EOS are, however,
complicated by the interplay between the density and the
momentum dependence of the nuclear mean field. Data
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which constrain the isospin dependence of the mean field
are still scarce. Promising observables are isospin diffu-
sion, iso-scaling of intermediate mass fragments and par-
ticle ratios (π+/π− and eventually K+/K0). Here, the
situation will certainly improve when the forthcoming ra-
dioactive beam facilities will be operating. This will also
allow to measure the optical isospin potential in p+A and
A + A reactions and to obtain more information on the
symmetry energy and the proton/neutron mass splitting
in asymmetric matter. From the theoretical side it will be
unavoidable to invest significant efforts towards the de-
velopment of quantum transport models with consistent
off-shell dynamics.

We would like to thank K. Morawetz, T. Gaitanos and M. Di
Toro for fruitful discussions.
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78. H. Sorge, H. Stöcker, W. Greiner, Ann. Phys. 192, 266

(1989).
79. A. Ono, H. Horiuchi, T. Maruyama, A. Ohnishi, Prog.

Theor. Phys. 87, 1185 (1992).
80. H. Feldmeier, J. Schnack, Rev. Mod. Phys. 72, 655

(2000).
81. A. Ono et al., contribution III.3, this topical issue.
82. P. Danielewicz, Ann. Phys. 152, 239; 305 (1984).
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Abstract. Accurate assessment of the value of the incompressibility coefficient, K, of symmetric nuclear
matter, which is directly related to the curvature of the equation of state (EOS), is needed to extend
our knowledge of the EOS in the vicinity of the saturation point. We review the current status of K
as determined from experimental data on isoscalar giant monopole and dipole resonances (compression
modes) in nuclei, by employing the microscopic theory based on the random-phase approximation (RPA).

PACS. 21.65.+f Nuclear matter – 24.30.Cz Giant resonances – 21.60.Jz Hartree-Fock and random-phase
approximation

1 Introduction

It is well known that the equation of state (EOS), E/A =
E(ρ), of symmetric nuclear matter (SNM) is a very impor-
tant ingredient in the study of nuclear properties, heavy-
ion collisions, neutron stars and supernovae. Experimen-
tally, we have accurate data on the saturation point of the
EOS, namely (ρ0, E(ρ0)). From electron and hadron scat-
tering experiments on nuclei, one finds a constant central
density of ρ0 = 0.16 fm−3, and from the extrapolation of
empirical mass formula, we have E(ρ0) = −16MeV for
SNM. Since at saturation dE

dρ |ρ0 = 0, one has

E(ρ) = E(ρ0) +
1
18

K

(
ρ− ρ0

ρ0

)2

+ . . . , (1)

where

K = 9ρ2
0

d2(E/A)
dρ2

∣∣∣
ρ0

(2)

is the SNM incompressibility coefficient. Therefore, a very
accurate value of K is needed to extend our knowledge of
the EOS in the vicinity of the saturation point.

There have been many attempts over the years to de-
termine the value of K by considering properties of nuclei
which are sensitive to a certain extent to K (see ref. [1]).
In a macroscopic approach analysis of experimental data
of a certain physical quantity, K appears in the expression
for the physical quantity and the value of K is determined

a e-mail: gianluca.colo@mi.infn.it

by a direct fit to the data. In a microscopic approach, one
considers various effective two-body interactions which are
associated with different values of K but reproduce with
comparable accuracies the experimental data of various
properties of nuclei, such as binding energies and radii.
One then determines the effective interaction which best
fits the experimental data for a physical quantity which is
sensitive to K. We mention, in particular, the attempts [1–
5] of considering as physical quantities: nuclear masses,
nuclear radii, nuclear scattering cross-sections, supernova
collapses, masses of neutron stars, observables in heavy-
ion collisions and the interaction parameters F0 and F1 in
Landau’s Fermi liquid theory for nuclear matter. Here we
examine the most sensitive method [6,7] which is based
on experimental data on the strength function distribu-
tions of the isoscalar giant monopole resonance (ISGMR),
T = 0, L = 0, and the isoscalar giant dipole resonance
(ISGDR), T = 0, L = 1, which are compression modes
of nuclei, analyzed within the microscopic random-phase
approximation (RPA) [8].

Over the last three decades, a significant amount of
experimental work was carried out to identify strength
distributions of the ISGMR and ISGDR in a wide range
of nuclei [9–12]. The main experimental tool for studying
isoscalar giant resonances is inelastic α-particle scatter-
ing. This is mainly because i) α-particles are selective as
to exciting isoscalar modes, and ii) angular distributions of
inelastically scattered α-particles at small angles are char-
acteristic for some of the multipolar modes. Recent devel-
opment in the area of experimental investigation of the
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isoscalar giant resonances made it possible to measure the
centroid energy (that is, the ratio of the energy-weighted
and non–energy-weighted sum rules, m1/m0) E0 of the
ISGMR with an error δE0 ∼ 0.1–0.3MeV [11,12]. Using
the relation (δK)/K = 2(δE0)/E0 and, for example, the
recent experimental value of E0 = 13.96±0.20MeV for the
ISGMR in 208Pb, one has an error of δK = 6–9MeV for
K = 200–300MeV. This enhanced experimental precision
calls for a critical accuracy check of the theoretical cal-
culations. In fact, many available theoretical calculations,
in which the monopole centroid is also determined only
within about 0.2MeV, due to various approximations, in-
troduce a further contribution to δK which must be added
quadratically to the experimental one, yielding a total er-
ror of 8–13MeV (see [13]).

The extraction of K from experimental data on
ISGMR is not straightforward. There have been several
attempts [9] in the past to determine K simply by a least
square fit to the ISGMR data of various sets of nuclei using
a semi-empirical expansion in power of A−1/3 of the nu-
cleus incompressibility coefficient, KA, obtained from E0

using, for example, the scaling model assumption (we re-
mind here that in the scaling model a simple shape of the
ground-state density ρ0 is assumed and its changes are as-
sociated to a single parameter λ, i.e., they are of the type
ρ0 → ρλ(r) = 1

λ3 ρ0( r
λ )). It was found [9] that the value

deduced for K varied significantly, depending on the set of
data of the ISGMR energies used in the fit. This is mainly
due to the limited number of nuclei in which E0 is known.
We also point out that the scaling model assumption is
not very reliable for medium and light nuclei.

If we have to resort to theory in order to extract K,
we should start by discussing some principle remarks. The
static incompressibility coefficient K of eq. (2) describes
the propagation of the first sound excitations in nuclear
matter having the sound velocity

c = c1 =
√

K/9m. (3)

However, the propagation of the first sound implies the
regime of frequent inter-particle collisions [14] which is
not realized in cold (and moderately heated) nuclei, where
the compression modes are related to the zero sound (rare
inter-particle collisions) regime. It is necessary to note that
the sound velocity c and the eigenfrequency ω of the com-
pression mode are, in principle, directly related to K for
the first sound mode only. In general, the sound velocity
c is a complicated function of both the incompressibility
coefficient K and the dimensionless collisional parameter
ωτ , where ω is the frequency of the mode and τ is its relax-
ation time. This complicated dependence is caused by the
dynamic distortion of the Fermi surface (FSD) which ac-
companies the collective motion in a Fermi liquid. In cold
nuclear matter, for the rare-collision regime ωτ → ∞, one
has, instead of eq. (3), the relation

c = c0 =
√
K ′/9m, (4)

where K ′ is a strongly renormalized incompressibility co-
efficient which can be shown to obey [15]

K ′ ≈ 3K. (5)

Thus, within the theory of Fermi liquids, there is a signif-
icant difference between the static nuclear incompressibil-
ity coefficient, K, which is defined as the stiffness coeffi-
cient with respect to a change in the bulk density, and the
dynamic one, K ′, associated with the zero sound veloc-
ity and the energy of the ISGMR or ISGDR. Nonetheless,
the approximate relation (5) is consistent with the idea
that the interaction which best fits the experimental data
for ISGMR and ISGDR energies should also provide the
correct value of K.

It can also be shown [15] that the consistent pres-
ence of the same FSD effects in the boundary condition
strongly suppresses any increase of E0 (the energy of low-
est isoscalar giant monopole resonance) compared to the
usual liquid-drop model where the FSD effects are not
taken into account. We point out that the FSD effects
are completely washed out from the dynamic incompress-
ibility coefficient K ′ in the case of the scaling assump-
tion. Note also that the effect of the FSD in the bound-
ary condition is rather small for the overtone excitations.
The dynamic and relaxation effects on the ISGMR and
on the ISGDR are therefore significantly different. In con-
trast to the ISGMR, which is the lowest breathing mode,
the ISGDR appears as the overtone to the lowest isoscalar
dipole excitation, which corresponds to a spurious center-
of-mass motion. Due to this fact, the energy of the ISGDR,
E1, varies with τ much more than the energy E0 of the
ISGMR.

If one wishes to make a link with microscopic effective
interactions, the basic theory for the description of differ-
ent giant resonance modes is self-consistent Hartree-Fock
(HF) plus RPA [6,8]. The HF calculations using Skyrme-
type interactions [16], which are density- and momentum-
dependent zero-range interactions, have been very suc-
cessful in reproducing experimental data on ground-state
properties of nuclei. The parameters of the Skyrme inter-
action are varied so as to reproduce a selected set of exper-
imental data of a wide range of nuclei on nuclear masses,
charge and mass density distributions, etc. The nuclear re-
sponse function is evaluated within RPA, which is a linear
response theory suited for the description of small oscilla-
tions which can eventually accomodate a proper treatment
of the particle continuum [8,17].

We emphasize that the values of E0 and E1 are cor-
related with the value of K which is associated with
the effective nucleon-nucleon interaction adopted in the
HF-RPA calculations, and thus can be used to extract an
accurate value for K. This correlation has been explicitly
shown, e.g., in refs. [18,19].

It is important to point out that the HF-RPA method
solves the nuclear effective Hamiltonian in the space of
one-particle–one-hole (1ph) excitations. Correlations, as-
sociated with excitations of 2ph and higher structures, are
not accounted for explicitly. The effects of these correla-
tions have been discussed in the literature, see for example
the reviews in refs. [20–22]. The main effect is a collisional
broadening of the strength distributions which can be ac-
companied by a certain shift of the resonance peak posi-
tion. This shift grows with excitation energy and can be
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of the order of 1MeV for the rather high-lying isovector
modes (in the range above 20MeV). However, in the case
of the ISGMR the shift is quite small (of the order of few
hundreds of keV [23], that is, comparable with the ex-
perimental uncertainty). This is not a numerical accident,
rather a consequence of cancellations which arise when all
diagrams corresponding to the coupling between 1ph and
2ph states are included (cf. [20] and references therein).

The first experimental identification of the ISGMR
in 208Pb at excitation energy of E0 = 13.7MeV [24] al-
ready triggered random-phase approximation (RPA) cal-
culations using existing or modified effective interactions:
those having K = 210±30MeV gave results in agreement
with experiment [25]. We point out, however, that i) in the
early investigations, the experimental uncertainties for E0

were relatively large, and only a limited class of effective
interactions were explored; ii) many more recent calcula-
tions were not fully self-consistent [13,26]. Consequently,
as we will see, we accept nowadays larger values for K.

The study of the isoscalar giant dipole resonance is
very important since this compression mode provides an
independent source of information on K. Early experimen-
tal investigation of the ISGDR in 208Pb resulted in a value
of E1 ∼ 21MeV for the centroid energy [27,28]. It was first
pointed out in ref. [29] that corresponding HF-RPA results
for E1, obtained with interactions adjusted to reproduce
experimental values of E0, are higher than the experimen-
tal value by more than 3MeV and thus this discrepancy
between theory and experiment raises some doubts con-
cerning the unambiguous extraction of K from energies
of compression modes. A similar result for E1 in 208Pb
was obtained in more recent experiments [10,30]. There-
fore, the value of K deduced from these early experimental
data on ISGDR is significantly smaller than that deduced
from ISGMR data.

Recent relativistic RPA (RRPA) calculations [31,32],
with the inclusion of negative-energy states of the Dirac
sea in the response function, yield a value of K =
250–270MeV. This result has been obtained using differ-
ent types of effective Lagrangians, including those having
density-dependent coupling constants. Note that since an
uncertainty of about 20% in the values of K is tantamount
to an uncertainty of 10% in the value of E0, the discrep-
ancy in the value of K obtained from relativistic and non-
relativistic models is quite significant in view of the ac-
curacy of about 2% in the experimental data currently
available on the ISGMR centroid energies. In refs. [19,33]
it has been claimed that these significant differences are
due to the model dependence of K. However, in the most
recent works of refs. [13,34,35] this model dependence has
been explained, as we shall discuss.

We should finally point out that it is quite common
in theoretical work on giant resonances to calculate the
strength function S(E) for a certain simple scattering op-
erator F , whereas in the analysis of experimental data of
the excitation cross-section σ(E) one carries out distorted-
wave Born approximation (DWBA) calculations with a
transition potential δU obtained from a collective model
transition density ρcoll using the folding model (FM) ap-

proximation. This may be a source of uncertainties, espe-
cially if most of the strength is not collective. Accord-
ingly, it is important to examine the relation between
S(E) and the excitation cross-section σ(E) of the IS-
GMR and the ISGDR, obtained by α-scattering, using
the folding model DWBA method with ρt obtained from
self-consistent HF-RPA.

In sect. 2 we review the basic elements of the micro-
scopic HF-RPA theory for the strength function and the
FM-DWBA method for the calculation of the excitation
cross-sections of giant resonances by inelastic α-scattering.
In sect. 3, we provide some results of the consequences of
violations of self-consistency on the calculated strength
function S(E), the excitation cross-section σ(E) and re-
cent results of fully self-consistent HF-RPA calculations
of the centroid energies (E0 and E1) for the ISGMR and
ISGDR. We also present simple explanations for the dis-
crepancies in the values deduced for K. Our conclusions
are given in sect. 4.

2 Formalism

2.1 Self-consistent HF-RPA approach

In the microscopic and self-consistent HF-RPA approach,
one starts by adopting a specific effective nucleon-nucleon
interaction, V12, and deriving the ground-state mean field.
Then, the RPA equations are solved by using the particle-
hole (p-h) interaction Vph which is derived from the same
mean field determined by V12 (in this sense, the calculation
is self-consistent). Various numerical methods have been
adopted in the literature to solve the RPA equations, see,
for example, refs. [8,17,25,36,37]. In particular, in Green’s
function approach [8,17] one evaluates the RPA Green’s
function G, given by G = G0(1 + VphG0)−1, where G0 is
the free p-h Green’s function. Then, the strength function
S(E) and the transition density ρt, associated with the

scattering operator F =
A∑

i=1

f(ri), are obtained from

S(E) =
∑

n

|〈0|F |n〉|2 δ(E −En) =
1
π

Im [Tr(fGf)] , (6)

ρt(r, E) =
ΔE√

S(E)ΔE

∫
f(r′)

[
1
π

ImG(r′, r, E)
]

dr′. (7)

Note that ρt(r, E), as defined in (7), is associated with
the strength in the region of E ±ΔE/2. Green’s function
approach allows treating the continuum in a proper way.
However, the RPA equations can also be solved on a dis-
crete basis. Although the exact solution of RPA in the con-
tinuum may be crucial if one treats weakly bound nuclei
or if one is interested in the particle decay of states which
lie above the threshold, discrete RPA can nonetheless re-
produce the main integral properties of giant resonances
in stable nuclei.

There are also alternative methods to obtain these
integral properties. For instance, the constrained energy
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E−1 defined as
√
m1/m−1, where m1 is the energy-

weighted sum rule and m−1 is the inverse energy-weighted
sum rule, can be calculated once m1 is extracted from the
double commutator [F, [H,F ]] while m−1 is obtained from
constrained HF (CHF) calculations [38].

In fully self-consistent HF-RPA calculations, the spu-
rious state (associated with the center-of-mass motion)
T = 0, L = 1 must appear at zero excitation energy
(E = 0), aside from small numerical inaccuracies, and
no significant spurious state mixing (SSM) in the ISGDR
must be expected. However, although not always stated in
the literature, many actual implementations of HF-RPA
(and relativistic RPA) are not fully self-consistent [26]
(see, however, refs. [18,36,37,39–42]). Each approxima-
tion introduced in RPA may shift the centroid energies
of giant resonances with respect to the exact value, and
introduce a SSM in the ISGDR.

In refs. [26,43,44], in order to correct for the effects of
the SSM on S(E) and the transition density, the scattering

operator F =
A∑

i=1

f(ri) has been replaced by the projection

operator

Fη =
A∑

i=1

fη(ri) =
A∑

i=1

f(ri) − ηf1(ri), (8)

where f(r) = f(r)Y1M (Ω) and f1(r) = rY1M (Ω). The
value of η is obtained from the coherent spurious state
transition density [45], ρss(r) = αa

∂ρ0
∂r Y1M (Ω), where ρ0

is the ground-state density of the nucleus. The result for
f(r) = r3 is η = 5

3 〈r2〉 [46]. We point out that the IS-
GDR transition density ρt is obtained [26] from eqs. (7)
and (8) after subtracting the spurious state component
ρss. In ref. [47] it has been shown that the above proce-
dure is equivalent to project out explicitly the spurious
component from each excited state. Further discussions
about the SSM can be found in refs. [48,49].

2.2 DWBA calculations of excitation cross-sections

The DWBA has been quite instrumental in providing a
theoretical description of low-energy scattering reactions
and is widely used in analyzing measured cross-sections of
scattered probes. The folding model approach [50] to the
evaluation of optical potentials appears to be quite suc-
cessful and, at present, is extensively used in theoretical
descriptions of α-particle scattering [51]. The main advan-
tage of this approach is that it provides a direct link to
the description of α-particle scattering reactions based on
microscopic HF-RPA results.

The DWBA differential cross-section for the excitation
of a giant resonance by inelastic α-scattering is

dσDWBA

dΩ
=
(

μ

2πh̄2

)2
kf

ki
|Tfi|2 , (9)

where μ is the reduced mass and ki and kf are the initial
and final linear momenta of the α-nucleus relative motion,

respectively. The transition matrix element Tfi is given by

Tfi =
〈
χ

(−)
f Ψf |V |χ(+)

i Ψi

〉
, (10)

where V is the α-nucleon interaction, Ψi and Ψf are the
initial and final states of the nucleus, and χ

(+)
i and χ

(−)
f

are the corresponding distorted wave functions of the rel-
ative α-nucleus relative motion, respectively. To calculate
Tfi, eq. (10), one can adopt the following approach which
is usually employed by experimentalists. First, assuming
that Ψi and Ψf are known, the integrals in (10) over the
coordinates of the nucleons are carried out to obtain the
transition potential δU ∼

∫
Ψ∗

f V Ψi. Second, the cross-
section (9) is calculated using a certain DWBA code with
δU and the optical potential U(r) as input.

Within the FM approach, the optical potential U(r) is
given by

U(r) =
∫

dr′V (|r − r′|, ρ0(r′))ρ0(r′), (11)

where V (|r−r′|, ρ0(r′)) is the α-nucleon interaction, which
is generally complex and density dependent, and ρ0(r′) is
the ground state HF density of a spherical target nucleus.
To obtain the results given in the following, both the real
and imaginary parts of the α-nucleon interaction were cho-
sen to have Gaussian forms with density dependence [51],
and parameters determined by a fit to the elastic scat-
tering data. The radial form δUL(r, E) of the transition
potential, for a state with the multipolarity L and excita-
tion energy E, is obtained from:

δU(r, E) =
∫

dr′δρL(r′, E)
[
V (|r − r′|, ρ0(r′))

+ρ0(r′)
∂V (|r − r′|, ρ0(r′))

∂ρ0(r′)

]
, (12)

where δρL(r′, E) is the transition density for the consid-
ered state.

We point out that within the “microscopic” folding
model approach to the α-nucleus scattering, both ρ0 and
ρL, which enter eqs. (11) and (12), are obtained from
the self-consistent HF-RPA calculations (i.e., ρL = ρt, cf.
eq. (7)). Within the “macroscopic” approach, one adopts
collective transition densities, ρcoll, which are assumed to
have energy-independent radial shapes and are obtained
from the ground-state density using a collective model.
We stress that for a proper comparison between experi-
mental and theoretical results for S(E), one should adopt
the “microscopic” folding model approach in the DWBA
calculations of σ(E).

3 Results and discussion

3.1 Consequences of the violation of self-consistency

Recently, the effects of common violations [26] of self-
consistency in HF-RPA calculations of S(E) and ρt of
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Fig. 1. Isoscalar strength functions of 208Pb for L = 0–3 mul-
tipolarities are displayed. SC (full line) corresponds to the fully
self-consistent calculation, whereas LS (dashed line) and CO
(dotted line) represent the calculations without the residual
spin-orbit and Coulomb interactions in the RPA, respectively.
The interaction SGII [56] was used (taken from [54]).

various giant resonances were investigated in detail, see
for example refs. [39–41,52–54]. To demonstrate the im-
portance of carrying out fully self-consistent calculations,
we present in fig. 1 recent results for S(E) of isoscalar giant
resonances in 208Pb with multipolarities L = 0–3 using the
fully self-consistent method described in refs. [36,55]. The
interaction SGII [56] was used. It is seen (see also ref. [54])
from fig. 1 that the effects of violation of self-consistency
due to the neglect of the particle-hole (p-h) spin-orbit or
Coulomb interactions in the RPA calculations are most
significant for the ISGMR. For the ISGMR in 208Pb the
shift in the centroid energy E0 is about 0.8MeV, which is
3 times larger than the experimental uncertainty. This is
in agreement with fig. 1 of ref. [13], where a similar shift
for E−1 has been obtained by means of CHF calculations.

We note that a shift of 0.8MeV in E0 correspond to a
shift of about 25MeV in K. In fact, this shift completely
solves the issue of the previously advocated disagreement
between values of K extracted from Skyrme and Gogny
calculations. Fully self-consistent Skyrme calculations em-
ploying existing parametrizations do not point any more
to the value of about 210MeV quoted in the introduc-
tion, but to about 235MeV in clear agreement with the
Gogny-based extraction of K.
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Fig. 2. Reconstruction of the ISGDR EWSR in 116Sn from
the inelastic α-particle cross-section. Middle panel: maximum
double differential cross section obtained from ρt (RPA). Lower
panel: maximum cross-section (0◦) obtained with ρcoll (dashed
line) and ρt (solid line) normalized to 100% of the EWSR.
Upper panel: the solid and dashed lines are the ratios of the
middle panel curve with the solid and dashed lines of the lower
panel, respectively (taken from ref. [26]).

3.2 Nuclear compressibility from ISGMR and ISGDR

In contrast with the ISGMR, which presents a single peak,
as a rule, in heavy nuclei, the dipole response displays a
low-lying, fragmented part which lies below the giant res-
onance. This is a systematic feature of experimental and
theoretical results in a number of isotopes. Different the-
oretical calculations [47,57] agree in indicating that the
low-lying strength is not collective. In fact, while the cen-
troids of the high-energy region, if calculated with interac-
tions associated with different values of K, scale with these
values, the centroids of the low-energy region do not. As
far as the giant resonance centroid is concerned, discrete
and continuum [58] RPA results are in good agreement
with each other in 208Pb. Coupling with 2ph-type config-
urations is in this case relevant, as it shifts the centroid
downwards by 1MeV (leading to good agreement with
experimental data) and produces a conspicous spreading
width of about 6MeV [59].

In refs. [26,60], numerical calculations were carried
out for the S(E), ρt(r) within the HF-RPA theory and
for σ(E) as well, using the FM-DWBA method. The
SL1 Skyrme interaction [61], which is associated with
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Table 1. Fully self-consistent HF-RPA results [54] for the IS-
GDR centroid energy (in MeV) in 90Zr and 208Pb, obtained
using the interactions SGII [56] and SK255 [34], compared with
the RRPA results obtained [19] with the NL3 interaction [62].
Also given are the values of K, and of the symmetry energy at
saturation, J . The range of integration ω1–ω2 is given in the
second column. The experimental data are from ref. [10] (a),
ref. [11] (b), ref. [12] (c) and ref. [63] (d).

Nucleus ω1–ω2 Experiment NL3 SGII SK255

90Zr 18–50 25.7 ± 0.7a 32.0 28.8 29.2
26.7 ± 0.5b

26.9 ± 0.7d

208Pb 16–40 19.9 ± 0.8a 26.0 24.1 24.5
22.2 ± 0.5c

22.7 ± 0.2d

K (MeV) 272 215 255
J (MeV) 37.4 26.8 37.4

K = 230MeV, was employed. The density-dependent
Gaussian α-nucleon interaction discussed in sect. 2.2 was
used with parameters adjusted to reproduce the elastic
cross-section, with ρ0 taken from the HF calculations. In
fig. 2, we present the results of this microscopic calculation
of the fraction of the energy-weighted sum rule, and the
excitation cross-section σ(E) of the ISGDR in 116Sn by
240MeV α-particle scattering. It is seen from the upper
panel that the use of the collective model transition den-
sities ρcoll in the whole energy range increases the EWSR
by about 15%. However, the shift in the centroid energy is
small (a few percents), similar in magnitude to the current
experimental uncertainties. It was first pointed out in [26]
that an important result of the calculation is that the max-
imum cross-section for the ISGDR decreases strongly at
high energy and may drop below the experimental sensi-
tivity for excitation energies above 30MeV. This high ex-
citation energy region contains about 20% of the EWSR.
This missing strength leads to a reduction of about
3.0MeV in the ISGDR energy which can significantly af-
fect the comparison between theory and experiment.

In table 1, we give the results of fully self-consistent
HF-RPA calculations for the ISGDR centroid energy (E1)
obtained (see ref. [54]) using the SGII [56] and SK255 [34]
interactions and compare them with the RMF-based RPA
results of ref. [57] for the NL3 interaction [62] and with the
experimental data. The SGII result in 208Pb compares well
with 23.9MeV obtained using discrete RPA in ref. [47] and
with 23.4MeV obtained using continuum RPA in ref. [48].
Note that the HF-RPA values for E1 are larger than the
corresponding experimental values of the early measure-
ments of refs. [10,27,28,30] by more than 3MeV. The
more recent results of refs. [11,12,63,64], seem to better
agree.

3.3 Nuclear compressibility in relativistic and
non-relativistic models

To properly compare between the predictions of the rel-
ativistic and the non-relativistic models, parameter sets

Table 2. The same as table 1 for the ISGMR. Experimental
data are taken from refs. [11,12].

Nucleus ω1–ω2 Experiment NL3 SGII SK255

90Zr 0–60 18.7 17.9 18.9
10–35 17.81 ± 0.30 17.9 18.9

208Pb 0–60 14.2 13.6 14.3
10–35 13.96 ± 0.20 13.6 14.4

for Skyrme interactions were generated in ref. [34] by a
least-square fitting procedure using exactly the same ex-
perimental data for the bulk properties of nuclei consid-
ered in ref. [62] for determining the NL3 parameteriza-
tion of the effective Lagrangian used in the relativistic
mean-field (RMF) models. The center-of-mass correction
to the total binding energy, finite-size effects of the pro-
tons and Coulomb energy were calculated in a way similar
to that employed in determining the NL3 parameter set
in ref. [62]. Further, the values of the symmetry energy at
saturation (J) and the charge rms radius of the 208Pb nu-
cleus were constrained to be very close to 37.4MeV and
5.50 fm, respectively, as obtained with the NL3 interac-
tion, and K was fixed in the vicinity of the NL3 value of
K = 271.76MeV. In particular, the Skyrme interactions
SK272 and SK255, having K = 272 and 255MeV, respec-
tively, were generated in ref. [34]. It is seen from table 2
that the new Skyrme interaction SK255 yields for the IS-
GMR centroid energies (E0) values which are close to the
RRPA results obtained for the NL3 interaction, in good
agreement with experimental data.

To better understand this result, a more systematic
analysis has been made in ref. [35], in which a larger set
of new Skyrme forces has been generated, built with the
same protocol used for the Lyon forces [65] and spanning
a wide range of values for K, for the symmetry energy at
saturation and its density dependence. The main conclu-
sions reached in that work are the following. The ISGMR
energies, calculated by means of CHF, and consequently
the extracted value of K, depend on a well-defined pa-
rameter (Ksym) which controls the slope of the symmetry
energy curve as a function of density. The Skyrme forces
having a density dependence characterized by an expo-
nent α = 1/6, like SLy4, predict K around 230–240MeV.
If this exponent is increased to values of the order of 1/3,
and consequently the slope of the symmetry energy curve
is made stiffer, one can produce forces which are compat-
ible with K around 250–260MeV. This result, obtained
within the framework of a different protocol for fitting the
Skyrme parameters, is nonetheless in full agreement with
the result of [34]. The main results of ref. [35] are shown in
fig. 3. It has to be noted that a further increase of α, and
accordingly of K, would become difficult to obtain since
the effective mass m∗ would become too small.

One thus can make the clear and strong conclusion
that the difference in the values of K obtained in the rel-
ativistic and non-relativistic models is not due to model
dependence. It is mainly due to the different behavior of
the symmetry energy within these models (cf. also [66]).
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Fig. 3. Constrained ISGMR energies E−1 in 208Pb obtained by
using the Skyrme forces built in ref. [35], and having α = 1/6
(upper panel) or α = 0.3563 (lower panel). The two horizontal
lines denote the experimental upper and lower bounds. See the
text for a discussion (figure taken from ref. [35]).

4 Conclusions

Considering the status of determining the value of the
nuclear-matter incompressibility coefficient, K, from data
on the compression modes ISGMR and ISGDR of nuclei,
we conclude that:

i) Recent improvement in the experimental techniques
led to the identification of the ISGMR in light and medium
nuclei and the observation of the ISGDR in nuclei. Cur-
rently, the centroid energy E0 of the ISGMR can be de-
duced with very small experimental uncertainty of about
0.2MeV, which corresponds to an uncertainty of about
7MeV in the extracted value of K.

ii) Violations of self-consistency in HF-RPA calcula-
tions of the strength functions of giant resonances result
in shifts in the calculated values of the centroid energies
which may be larger in magnitude than the current ex-
perimental uncertainties. Thus, it is important to carry
out fully self-consistent HF-RPA calculations in order to
extract an accurate value of K from experimental data on
the ISGMR and ISGDR. In fact, the prediction of K lying
in the range 210–220MeV were coming from not fully self-

consistent Skyrme calculations. Correcting for this draw-
back, Skyrme parametrizations of the SLy4 type predict
values of K in the range 230–240MeV.

iii) It is possible to build bona fide Skyrme forces so
that the incompressibility is close to the relativistic value,
namely 250–270MeV.

iv) Therefore, from the ISGMR experimental data the
conclusion can be drawn that K = 240 ± 20MeV. The
uncertainty of about 20MeV in the value of K is mainly
due to the uncertainty in the value of the overall shape of
the nuclear-matter symmetry energy curve, as a function
of density.

v) The ISGDR data tend to point to lower values for
K. However, there is consensus that the extraction of K
is in this case more problematic for different reasons. In
particular, the maximum cross-section for the ISGDR de-
creases very strongly at high excitation energy and may
drop below the current experimental sensitivity for exci-
tation energies above 30 and 26MeV for 116Sn and 208Pb,
respectively. More accurate experimental data, and anal-
ysis, on the ISGDR are very much needed.
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Abstract. Excitation functions of flow and stopping observables for the Au+Au system at energies from
40 to 1500MeV per nucleon are presented. The systematics were obtained by merging the results of the
INDRA and FOPI experiments, both performed at the GSI facility. The connection to the nuclear equation
of state is discussed.

PACS. 25.70.-z Low and intermediate energy heavy-ion reactions – 25.75.Ld Collective flow – 25.70.Mn
Projectile and target fragmentation

1 Introduction

The study of collective flow in nucleus-nucleus collisions
has been an intense field of research for the past twenty
years [1, 2]. At beam energies below several GeV per nu-
cleon, it is mainly motivated by the goal to extract the
equation of state (EoS) of nuclear matter from the quan-
titative comparison of measurements with the results of
microscopic transport model calculations [3–5]. Consider-
able progress has been made in this direction in recent
years but the constraints on the EoS obtained so far re-
main rather broad [5,6].

The results of flow measurements performed before
1999 have been extensively reviewed in refs. [1, 2]. In the
meanwhile, a variety of new results has become avail-
able regarding the directed [7–27] and elliptic [22–33] flow.
These recent experiments have expanded the study of flow
over a broader range of incident energies. New results
became available on collective motion of produced parti-
cles [12–15]. Several studies have focussed on balance (or
transition) energies associated with sign changes of a flow
parameter [20–22,28–31]. High-statistics measurements al-
lowed to explore the transverse momentum dependence of
flow [17–19,27,28].

Since flow is generated by pressure gradients, it is clear
that its quantitative study reveals aspects of the EoS.
However, by itself, flow is not sufficient to fix the EoS.
We need to know, as a function of beam energy, what
density was achieved in the collision. An optimal condi-
tion that matter be piled up to form a dense medium, is
that the two colliding ions be stopped in the course of
the collision, before the system starts to expand. Infor-

a e-mail: j.lukasik@gsi.de

mation on the stopping can be obtained by studying the
rapidity density distributions of the ejectiles in both the
beam direction (the original direction) and the transverse
direction. Recently [7], the ratio of the variances of the
transverse to the longitudinal rapidities was proposed as
an indicator of the degree of stopping and it was found
to correlate with flow provided the incident energy E/A
exceeded 150AMeV. While this flow-stopping correlation
is only indirectly connected to a pressure-density correla-
tion, it represents a potentially interesting constraint for
microscopic simulations tending to extract the EoS from
heavy-ion data.

The main purpose of this review is to present the ex-
citation functions of flow (directed and elliptic) and of
stopping in 197Au + 197Au collisions. This heavy, symmet-
ric system has been studied with a variety of detectors in
the intermediate energy domain throughout the last two
decades:

Experiment Reference E/A (MeV)

PLASTIC-BALL [34–37] 150–1050
MSU-ALADIN [38–40] 100–400
LAND-FOPI [41] 400
FOPI [28,30,42] 90–1500
EOS [43] 250–1150
MULTICS-MINIBALL [44,45] 35
MSU-4π [20] 25–60
INDRA-ALADIN [22,46,47] 40–150
CHIMERA [48] 15

The phase space coverage and the range of observables re-
ported in these studies vary considerably. All these data
sets could be and, in most cases, were indeed used for
flow studies. However, except for the comparative study
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between the Plastic Ball and the EOS data on directed
flow [43], and between the Plastic Ball, the FOPI and the
INDRA data on elliptic flow [22,30], no detailed compar-
ison has been made so far, in this energy domain, of the
results obtained by different experimental groups with dif-
ferent detectors.

In this work we will concentrate on the results obtained
with the 4π FOPI and INDRA detector systems in experi-
ments performed at the heavy-ion synchrotron SIS at GSI
Darmstadt [7,18,22,28]. The covered ranges of incident en-
ergies were 90AMeV to 1.5AGeV in the FOPI and 40A
to 150AMeV in the INDRA experiments. By combining
the results obtained with the two detectors, having well-
adapted designs for the two different energy regimes, we
were able to construct coherent systematics revealing a re-
markable evolution of flow and stopping over a large range
of incident energies.

The observed agreement in the overlap region will serve
as a measure of the absolute accuracy of the experimental
data. We will focus on two aspects in this context, the sys-
tematic errors associated with the unavoidable deficiencies
of the experimental devices and on the systematic errors
resulting from the analysis methods which are not neces-
sarily independent of the former. Since the two detectors
have different acceptances and the reaction mechanism
evolves in the energy region covered by the two experi-
ments, particular attention will be given to the problem
of impact-parameter selection and to the corrections for
the reaction plane dispersion, which need to be adapted
accordingly. For the latter a new method has been devised
and applied to the INDRA data.

2 The detectors

The INDRA detector is constructed as a set of 17 de-
tection rings with azimuthal symmetry around the beam
axis. The most forward ring (2◦ ≤ θlab ≤ 3◦) consists of
12 Si (300μm) – CsI(Tl) (15 cm long) telescopes. The an-
gular range from 3◦ to 45◦ is covered by 8 rings of 192
telescopes in total, each with three detection layers: ion-
ization chambers (5 cm of C3F8 at 50mbar), Si detectors
(300μm) and CsI(Tl) scintillators with lengths decreasing
from 13.8 cm to 9 cm with increasing angle. The remain-
ing 8 rings, covering the region 45◦ ≤ θlab ≤ 176◦, have
two detection layers: ionization chambers (5 cm of C3F8 at
30mbar) and CsI(Tl) scintillators (7.6 to 5 cm). The total
granularity is 336 detection cells covering 90% of the 4π
solid angle.

In the forward region (θlab ≤ 45◦), ions with 5 ≤
Z ≤ 80 are identified using the ΔE − E method. Over
the whole angular range, isotope identification is obtained
for 1 ≤ Z ≤ 4 using the technique of pulse-shape dis-
crimination for the CsI(Tl) signals. A complete technical
description of the detector and of its electronics can be
found in [49], details of the calibrations performed for the
GSI experiments are given in [47,50].

The FOPI detector [42, 51] is comprised of two main
components: the forward Plastic Wall and the Central

Drift Chamber, covering regions of laboratory polar an-
gles of 1.2◦ < θlab < 30◦ and 34◦ < θlab < 145◦, respec-
tively. The Plastic Wall consists of 764 individual plastic
scintillator units. Detected reaction products are identi-
fied according to their atomic number, up to Z � 12, us-
ing the measured time-of-flight (ToF) and specific energy
loss. Particles detected with the Central Drift Chamber
(Z ≤ 3) are identified according to their mass (A) by
using the measured magnetic rigidity and specific energy
loss. The 3-dimensional tracking profits from a high equiv-
alent detector granularity. At beam energies of 400AMeV
and above, the forward drift chamber Helitron can be em-
ployed for mass identification of light fragments (Z ≤ 2)
at angles 7◦ < θlab < 29◦.

The FOPI detector has an effective granularity exceed-
ing that of INDRA by about a factor of 4, a property
matched to the increasing multiplicity of charged parti-
cles with rising beam energy1. Both, INDRA and FOPI
detectors are essentially blind to neutral particles, such as
neutrons, π0 and γ’s. The higher granularity is, however,
not the only feature helping to cope with higher ener-
gies. As the energy of the emitted particles rises, a level
is reached where the principle of stopping the particle in
a sensitive detecting material in order to determine its
energy is no longer adequate because the material depth
needed leads to a high probability of nuclear reactions
undermining the energy measurement. To avoid this diffi-
culty, one switches to time-of-flight and magnetic rigidity
(in addition to energy loss) measurements: the appara-
tus becomes larger and is no longer under vacuum. Hence
the detection thresholds for the various ejectiles are raised.
For the FOPI detectors this means that, e.g., at 90A MeV
fragments with Z > 6 cannot be detected at midrapidity
anymore.

3 Impact parameter

In a binary collision of massive “objects”, the transfer
of energy, momentum, angular momentum, mass etc. be-
tween the two partners will be strongly affected by the
impact parameter b. As a consequence, one expects to
observe large event-to-event fluctuations due to impact
parameter mixing. To be meaningful, a comparison of ex-
perimental observations among each other or with the pre-
dictions of theoretical simulations has to be performed for
well defined and sufficiently narrow intervals of impact
parameter. Generally, in microscopic physics and, in par-
ticular, in nuclear physics, the impact parameter is not
directly measurable but has to be estimated from global
observables g characterizing the registered events. Global
observables are determined using all or a significant frac-
tion of the detected particles.

The basic, so-called geometrical model assump-
tion [52], underlying the association of an impact param-

1 The 4π-integrated charged-particle multiplicities in central
collisions increase from typically about 40 at 40A MeV to 95
at 150A MeV and exceed 200 (with one quarter of them being
charged pions) at 1.5A GeV.
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eter b with an observed value g is that g changes strictly
monotonically with b allowing to postulate∫ ∞

g

dσ(ḡ)
dḡ

dḡ = πb2(g) or
∫ g

0

dσ(ḡ)
dḡ

dḡ = πb2(g), (1)

where the left- (right-) hand equation holds for g de-
creasing (rising) with b. The distribution dσ(g)/dg is de-
termined experimentally in terms of differential cross-
sections per unit of g in a minimum bias class of events,
i.e. where a minimum number of conditions was required
to trigger data taking.

At intermediate to low incident energies, especially
for E/A < 100MeV, the literature abounds with an
impressive diversity in the choice of global observables
that have been used in attempts to select either narrowly
constrained impact parameters (keywords “highly exclu-
sive” or “ultracentral”) or events of special interest (key-
words “fully equilibrated”, “fully evaporated”, “signals
of phase coexistence”). The observables vary from very
simple ones like proton, neutron or total charged-particle
multiplicity to more specific ones as, e.g., participant pro-
ton multiplicity (Np) [53, 54], total (ET ) [55, 56] or light
charged-particle transverse kinetic energy (E12

⊥ ) [57], ratio
of transverse-to-longitudinal kinetic energy (Erat) [58,59],
degree of isotropy of momenta (R) [60, 61], transverse
momentum directivity (D) [62–65], longitudinal kinetic-
energy fraction (Ee) [66, 67], linear momentum trans-
fer [68], total kinetic-energy loss (TKEL) [69,70], average
parallel velocity (Vav) [71], midrapidity charge (Zy) [72],
total charge of Z ≥ 2 products (Zbound) [73, 74], lon-
gitudinal component of the quadrupole moment tensor
(Qzz) [75]. Even more complex observables are those ob-
tained from sphericity [76,77], from the kinetic-energy ten-
sor [78–80] or momentum tensor [67, 81, 82], the thrust
(T ) [67, 83, 84], the deflection angle of the projectile
(Θdefl) [85], the flow angle (Θflow) [3, 86], the location
in a “Wilczyński plot” [69, 86, 87], harmonic moments
(H2) [86, 88, 89], or combined global variables (ρ) [90].
The most sophisticated methods used for impact param-
eter selection are based on, e.g., principal component
analysis (PCA) [91–93] or on neural-network techniques
(NN) [94–96].

There are also more technical event selection schemes
involving the postulation of “complete” events by de-
manding that nearly the full system charge or the full total
linear momentum is accounted for. These latter methods
are specific for a given apparatus since these observables,
strictly constrained by conservation laws, would not be
impact parameter selective when using a perfect detec-
tion system. In this case, a comparison of different ex-
perimental data sets at a high level of precision is diffi-
cult and a comparison with theoretical approaches must
use apparatus-specific filter software that reproduces the
hardware cuts causing the observed selectivity. In the
present study, aiming towards joining up the data of two
rather different setups, we will try to avoid using such
concepts. We will restrict ourselves to the use of “simple”
global observables such as total charged-particle multiplic-
ity Mc or transverse energy E⊥ or its variants E12

⊥ (limited
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Fig. 1. Simulated reduced impact parameter distributions for
Au+Au collisions at 150A MeV using the global observables
Erat (histogram) or charged-particle multiplicity (crosses) for
event selection. The two peaks correspond to nominal central-
ities b0 < 0.15 and 0.45 < b0 < 0.55, respectively, as indicated
by the vertical lines.

to Z ≤ 2) and Erat which, although it involves also the
longitudinal kinetic energy, is highly correlated to E⊥ due
to energy conservation constraints.

The quality of the achieved selectivity in impact pa-
rameter is illustrated in fig. 1. It shows distributions of
the scaled impact parameter b0 = b/bmax as obtained
from the IQMD transport code [97] simulations for the
reaction 197Au + 197Au at 150AMeV. We take bmax =
1.15(A1/3

P + A
1/3
T ) fm and estimate b from the calculated

differential cross-sections for the Erat or multiplicity dis-
tributions, using the geometrical sharp-cut approxima-
tion. The figure gives an idea of the achievable impact
parameter resolution, typically 1 to 2 fm for Au on Au, an
unavoidable finite-size effect. The semi-central event class,
at this energy, happens to be almost invariant against
the choice of the selection method. For the central sam-
ple, about 130mb here, the Erat selection is somewhat
more effective than the multiplicity selection, an obser-
vation [30] found to hold for all higher energies studied
with FOPI. We also conclude that with this selection
technique cross-section samples significantly smaller than
100mb cannot be considered as representative of the cho-
sen nominal b value.

In this simulation perfect 4π acceptance was assumed.
In reality, limitations of the apparatus will further reduce
the achievable selectivity. For the case of FOPI, exten-
sive simulations suggested that the additional loss of per-
formance is small, provided the incident energy per nu-
cleon, E/A, is at least 150MeV and the considered range
of reduced impact parameter does not significantly exceed
b0 = 0.5.
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Fig. 2. Mean charge-integrated (Z ≤ 10) scaled directed flow,

p
(0)
xdir measured with FOPI for Au+Au collisions at 400A MeV

as a function of the scaled impact parameter b0 as determined
with Erat (triangles) and with the multiplicity of charged par-
ticles (crosses), after [7].

At sufficiently high E/A, the measured directed flow
can be used for a model-independent comparison of the
relative performance of different selection methods. This
is illustrated in fig. 2 with FOPI data for the reaction
Au+Au at 400AMeV and for impact parameter selections
using either Erat or the multiplicity of charged particles
in the geometrical sharp-cut approximation.

The scaled directed flow is p
(0)
xdir ≡ pxdir/u1cm where

pxdir =
∑

sign(y)Zux/
∑

Z (Z fragment charge, u1cm

spatial part of the center-of-mass projectile 4-velocity,
ux ≡ βxγ is the transverse projection of the fragment
4-velocity on the reaction plane [98]). The sum is taken
over all measured charged particles with Z < 10, exclud-
ing pions, and y is the c.m. rapidity. For symmetry rea-
sons, p(0)

xdir has to converge to zero as b0 → 0. The figure,
therefore, indicates that i) the b resolution is not perfect
in either case and ii) for the most central collisions the
Erat selection provides a more stringent impact param-
eter resolution than the multiplicity selection, as already
expected on the basis of the simulations (fig. 1). The max-
imum value of p(0)

xdir, on the other hand, and the b0 interval
where it is located are robust observables which do not sig-
nificantly depend on the selection method. Based on these
observations, when FOPI data is analyzed, in general one
employs a mixed multiplicity-Erat strategy for centrality
selection.

Not all global observables behave monotonically with
impact parameter, as evident for pxdir from fig. 2. If they
are used to select central collisions, an additional cut is re-
quired to suppress the high b0 branch. A non-monotonic
behaviour can also result from losses of heavy ejectiles
close to zero degree or close to target rapidity. These losses
tend to increase with decreasing E/A and (or) increasing

-1 0 1

2
4
6
8 Z=2

-1 0 1

5

10

15 Z=2

-1 0 1

0.2

0.4

0.6 Z=6

-1 0 1

0.2

0.4

0.6 Z=6

-1 0 1

0.05
0.1

0.15
0.2 Z=15

-1 0 1

0.005

0.01 Z=15

40 AMeV 150 AMeV

pr/ yzy
d

N
/d

y
Fig. 3. Longitudinal scaled c.m. rapidity density distribu-
tions for 40A (left) and 150A (right) MeV Au+Au collisions at
b < 2 fm from the INDRA experiment for selected charges as
indicated. Solid histograms: multiplicity selection of the impact
parameter, dashed histograms: Erat, circles: E12

⊥ .

b0. In the FOPI case we limit our analysis to b0 < 0.5 and
require that at least 50% of the total charge has been iden-
tified, a moderate, apparatus specific, constraint that does
not significantly bias the topology of central collisions.

While for particle multiplicities the idea of a mono-
tonic b correlation is intuitively expected, this is not self-
evident for transverse energy. At sufficiently high energy
(� 100AMeV), transverse energy is increasingly gener-
ated by the repeated action of many elementary collisions
on the nucleonic level. Since the number of such colli-
sions increases with increasing target-projectile overlap,
high transverse energies are correlated with low impact
parameters. If E/A is smaller than about 100MeV mean-
field effects involving the system as a whole dominate.
One observes deflections of the projectile-like and target-
like remnants to finite polar angles generating transverse
energies that are associated with large impact parame-
ters which carry large angular momenta. This complica-
tion can be avoided by using the sum E12

⊥ of transverse
momenta of light charged particles (Z ≤ 2) which is more
strongly related to the dissipated energy and does not in-
volve properties of heavier fragments.

These complexities are illustrated in fig. 3 using IN-
DRA data for Au+Au at 40AMeV and 150AMeV. Shown
are charge-separated longitudinal rapidity distributions
for central collisions, selected with three different observ-
ables, multiplicity, Erat and E12

⊥ . To the extent that
stronger yield accumulations near midrapidity indicate
higher centrality, the multiplicity binning is more selec-
tive of central collisions than Erat at 40AMeV while at
150AMeV the reverse is true. This appears more pro-
nounced for the cases of larger fragments shown in the
lower panels.
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For the Erat and E12
⊥ selections in fig. 3 the central-

ity has been defined by all the relevant reaction prod-
ucts except the one of interest. This method of excluding
the “particle of interest” (POI) from the selection crite-
ria allows to avoid autocorrelations between the studied
observable and the one used for the estimation of central-
ity. On the other hand, the exclusion of the POI makes
the observable used for the impact parameter selection
particle dependent, i.e. no longer globally event depen-
dent. This may affect the partitions belonging to a given
centrality bin since, depending on the particle, the event
may, or may not fulfill the criteria for a given centrality
class. It has serious consequences when the autocorrela-
tion is strong, especially for low-energy collisions which are
characterized by the presence of intermediate and heavy
mass fragments carrying substantial amounts of momen-
tum. Excluding, or missing, such a fragment unavoidably
affects the measure of the impact parameter and increases
its fluctuations. E12

⊥ does not depend on the exclusion or
detection of heavy fragments and thus is better suited for
lower energies.

On the other hand, in the case of the INDRA detector,
the multiplicity observable does not seem to be the opti-
mal centrality selector at high energies (fig. 3, right bot-
tom panel) where due to inefficiencies for light particles
(multi-hits, punch throughs), this observable may admix
less central events with higher multiplicities of fragments
to the most central bin. Using E12

⊥ as a centrality selec-
tor avoids switching the selection method when studying
excitation functions. As can be seen in the figure, E12

⊥
performs similar to multiplicity at 40AMeV and similar
to Erat at 150AMeV. Since molecular-dynamics simula-
tions confirm this observation [99], we choose E12

⊥ in the
following as a centrality measure for the INDRA data,
unless indicated otherwise.

4 Rapidity density and stopping

Rapidity distributions in longitudinal (yz) and in an arbi-
trarily fixed transverse direction (yx) as obtained with the
FOPI and INDRA detectors for central Au+Au collisions
at 150AMeV are shown in fig. 4.

To allow a closer comparison of the shapes the dis-
tributions have been normalized to the unit area, indi-
vidually for each fragment charge. The Erat observable
constructed from all detected reaction products except
the particle of interest was used as impact parameter se-
lector. In the case of the FOPI data, the distributions
have been reconstructed for the uncovered phase space
and symmetrized with respect to the c.m. rapidity us-
ing two-dimensional extrapolation methods [100] in the
transverse momentum vs. rapidity plane. For Z = 1, 2
these corrections represent less than 10% of the total yield,
for heavier fragments they amount up to 30%, leading
to estimated uncertainties of 10% near midrapidity and
of 5% for |y|/ypr > 0.5. The INDRA distributions have
been corrected for the 10% geometrical inefficiency [49]
by multiplying the yields with a factor of 1.11. The po-
sitions of the detected particles and fragments were uni-
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Fig. 4. Yield distributions as a function of the scaled longi-
tudinal (left) and transverse (right) rapidity for several frag-
ment species within Z = 1–8 for central Au+Au collisions at
150A MeV measured with FOPI (circles) and INDRA (his-
tograms). The impact parameter b0 < 0.15 is selected using
Erat for both cases, the spectra are normalized to permit an
easier comparison of their shapes.

formly randomized within the active area of the detection
modules. For Z = 1 the backward c.m. distribution was
used and reflected into the forward hemisphere which is
affected by losses due to punch-through of energetic par-
ticles. For heavier charges the forward part was used and
symmetrized to profit from the higher granularity of the
detector there and to avoid the higher thresholds affecting
the yields at backward angles.

Taking into account the systematic errors (not shown
in the figure), the agreement of the two independent mea-
surements is very good. This feature is far from trivial:
due to different acceptances, especially for heavier frag-
ments, the composition of the global event selector cannot
be made strictly identical for the two detectors. Since at
this incident energy the difference between rapidity and
velocity is small, one can say that in a naive thermal
equilibrium model, ignoring flow and partial transparency
effects, the two kinds of distributions, longitudinal and
transverse, ought to be equal, with the common variances
being a measure of the (kinetic) temperature. Clearly, this
is not the case, the transverse widths are smaller than the
longitudinal widths, even though the selection method,
using maximal Erat, is definitely biased towards isolating
the event sample (on the 130mb level) with the largest
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Fig. 5. Charge multiplicity distributions in central (b0 < 0.15)
collisions of Au+Au at 150A MeV. Open circles: FOPI data;
closed circles: INDRA data.

ratio of transverse-to-longitudinal variances (although, as
mentioned earlier, autocorrelations were removed).

The integration over rapidity yields absolute charged-
particle distributions dN/dZ. The results for Au+Au at
150AMeV are shown in fig. 5. For FOPI, only Z ≤ 8
yields are available at this energy while the INDRA data
extend over almost 6 orders of magnitude up to Z = 20.
The observed yields of heavy fragments are small, how-
ever, only about 2-3% of the available charge is cluster-
ized in fragments with Z > 8, as expected at this energy
where the c.m. collision energy amounts to four times the
nuclear binding energy. With these 3% added, the FOPI
data account for 97% of the total system charge which
is consistent with the 4π-reconstruction method. The IN-
DRA yields are systematically lower than FOPI by be-
tween 10% and 30%. The lower Z = 1 yield is mainly
responsible for the detection of only 80% of the total sys-
tem charge with INDRA but similar differences are also
observed for larger Z. They are most likely caused by reac-
tion losses and edge effects in the detectors which reduce
the effective solid-angle coverage if Z identification is re-
quired. The light-particle yields may also be affected by
the higher multi-hit probabilities at this incident energy
at the upper end of the INDRA regime. Extrapolating
these observations over the full range of incident energies
studied in this work, one may expect that reaction losses
and the multi-hit probability are considerably reduced at
lower incident energies for INDRA while the missing yields
at large Z in the FOPI case will be negligible at higher
energies for the mainly central and mid-central collisions
that are of interest here.

The ratio of the variances of the transverse and longi-
tudinal rapidity distributions has recently been proposed
as a measure of the degree of stopping reached in nuclear
collisions [7]. The ratios obtained for central Au+Au col-
lisions at 150AMeV, after integration over the range of
scaled c.m. rapidity −1 ≤ y ≤ 1, are shown in fig. 6
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Fig. 6. Ratio of transverse to longitudinal variances for central
Au+Au collisions at 150A MeV as measured with the FOPI
and INDRA detectors (open and filled symbols, respectively).
The variances were obtained for scaled c.m. rapidities in the
range −1 ≤ y ≤ 1. The chosen selections of centrality are
indicated in the legend.

as a function of Z. The open circles represent the FOPI
data with error bars which include the systematic uncer-
tainty of the reconstruction procedure. The INDRA data
are shown for Z ≤ 20 and for four different impact pa-
rameter selections as indicated in the figure.

The largest ratios from 0.8 to 0.9 are observed for light
charged particles (Z ≤ 2). With increasing fragment Z,
the ratios decrease continuously to values of < 0.1 near
Z = 20. In the common range of fragment Z and for the
same impact parameter selection (Erat, b ≤ 2 fm), the ra-
tios measured with FOPI and INDRA are in good agree-
ment. The selection with Erat and b ≤ 3 fm yields slightly
smaller ratios as expected which, however, are similar to
those obtained with E12

⊥ . Large transverse momenta of
light charged particles and of fragments are apparently
correlated. Autocorrelations are not present here because
the particle of interest is removed from the impact param-
eter selector (see previous section). The smallest ratios of
variances are obtained for selections according to multi-
plicity.

The trends as observed as a function of Z suggest that
the heavier fragments, even in rather central collisions, ex-
perience less stopping than lighter ones and keep a strong
memory of the entrance channel motion. Their transverse
momenta seem to be, nevertheless, generated in collisions
involving nucleons or light clusters as evident from the
correlation with E12

⊥ . The momenta of struck nucleons
absorbed in a cluster or the recoil momenta of nucleons
knocked out from a cluster both contribute to their final
momenta. Their relative weight will be smaller in larger
fragments, consistent with the observed Z-dependence.
Overall, these observations are clearly in contradiction to
the assumption of global equilibrium including the kinetic
degrees of freedom. Qualitatively, they agree with the pre-
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Fig. 7. Excitation function of the degree of stopping, vartl, in
central Au+Au collisions (b ≤ 2 fm) obtained from the FOPI
(open circles) and INDRA (dots) measurements. The result at
15A MeV corresponds to a less central selection (b ≤ 5 fm).

dictions of quantum molecular-dynamics calculations for
fragment production in this energy range [101].

A global observable to describe stopping, vartl, has
been introduced in ref. [7]. It is defined as the ratio of the
transverse over longitudinal variances of the summed and
Z-weighted rapidity distributions. The excitation function
of this observable is presented in fig. 7 for central Au+Au
collisions (b ≤ 2 fm) and for the full energy range covered
in the FOPI and INDRA experiments.

The FOPI results have been obtained with the Erat
selection. The data have recently been reanalyzed by tak-
ing additional small corrections due to energy losses in
structural parts of the detector into account. At the low-
est three energies, this has led to an increase of vartl by
up to about 10% compared to the data published in [7],
while for the other energies the results are unaffected. The
measured range of fragments extends up to Z = 6, 8, 8 for
E = 90A, 120A, 150AMeV, respectively. The contribu-
tion of heavier fragments to the vartl observable has been
estimated by extrapolating their weights and variance ra-
tios to higher Z. At 90AMeV this correction amounts to
about 8%. The errors given in the figure are systematic
and mainly reflect the uncertainty of the reconstruction
procedure.

For the INDRA central event samples, the light-
particle transverse energy E12

⊥ has been used to select
b ≤ 2 fm for 40A to 150AMeV and b ≤ 5 fm for the data
sample at 15AMeV with low statistics, originally only
taken for calibration purposes. For the charge-weighted
average, fragments up to Z = 60 have been included. Ex-
cept for the result at 15AMeV, the error bars correspond
to the variation of vartl for centrality selections within
b ≤ 1.5 fm (upper end of the error bar) and b ≤ 2.5 fm
(lower end) and thus represent the systematic uncertainty
associated with the impact parameter determination. The
statistical errors are below the percent level, except at

15AMeV, where they are the main contribution to the
error shown in the figure.

The obtained excitation function of stopping is char-
acterized by a broad plateau extending from about 200A
to 800AMeV with fairly rapid drops above and below.
The highest value reached by vartl is about 0.9. With
the INDRA data, the reduction of stopping at lower inci-
dent energies is followed down to 40AMeV. In the overlap
region, a very satisfactory agreement within errors is ob-
served. The measurement at 15AMeV suggests that stop-
ping goes through a minimum at or below 40AMeV.

It is clear that only a dynamical theory will be able to
reproduce this excitation function. Using the relativistic
Boltzmann-Uehling-Uhlenbeck (RBUU) transport model,
an analysis of the combined FOPI stopping and flow
(see later) data was recently presented [102]. The input
to computer codes implementing transport theoretical
models are the nuclear mean field U (or EoS) and the
nucleon-nucleon (nn) cross-sections σnn. Although both
are not independent in a consistent theory, it is useful
to consider their effects separately. In general one finds
that the cross-sectional part is dominant over the mean
field part for a quantitative account of the observed
incomplete stopping: note that if global equilibrium,
or even local equilibrium (ideal hydrodynamics), were
valid cross-sections would be irrelevant. Starting at the
low-energy end one qualitatively expects, when raising the
energy, that the increasingly repulsive mean field (due to
increasing compression) and the drop in Pauli blocking of
final and intermediate states in nn scattering (due to the
increasing initial rapidity gap) conspire to raise rapidly
the generation of transverse energy at the expense of the
longitudinal energy. At the higher-energy end (say beyond
1AGeV) again both aspects (mean-field and collisions)
more or less may add up to make the drop faster. At
1.5AGeV roughly one quarter of the nucleons are excited
to a resonant state. The opening up of nucleonic degrees of
freedom may lead to a softening of the EoS. On the other
hand, the in-medium Dirac masses M ∗

D are predicted
to drop substantially in covariant theories [103–105],
a fact that will seriously modify the phase-space and
kinematical factors influencing the elementary cross-
sections [106–108]. The calculations of ref. [102] suggest
that these in-medium modifications of σnn are indeed
necessary to reproduce the observed stopping.

Besides the “global” information shown in fig. 7 the
“particle differential” information reveals additional infor-
mation on the stopping mechanisms. Figure 6 shows that
the partial transparency is predominantly experienced by
the heavier fragments, which presumably have survived
because their constituent nucleons have suffered a less vio-
lent average collision history. This feature is also observed
at the high-energy end, although the “heavy-fragment”
role is played there by mass A = 2–4 ejectiles [109]. Re-
stricting the stopping observable to the lightest species at
the various incident energies, one obtains higher vartl val-
ues and flatter excitation functions. The combined role of
the mean field and of in-medium modified cross-sections
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will be picked up again in sect. 7 where the flow informa-
tion will be added to the analysis.

5 Flow, reaction plane and corrections

Originally, the directed flow has been quantified by mea-
suring the in-plane component of the transverse momen-
tum [98] and the elliptic flow by parametrizing the az-
imuthal asymmetries using the Fourier expansion fits [110,
111]. More recently, it has been proposed [112] to express
both, directed and elliptic flow in terms of the Fourier co-
efficients (v1 and v2, respectively) and also to investigate
the higher flow components. The coefficients vn are ob-
tained by means of the Fourier decomposition [112–114]
of the azimuthal distributions measured with respect to
the true reaction plane:

dN
d(φ− φR)

=
N0

2π

⎛
⎝1 + 2

∑
n≥1

vn cosn(φ− φR)

⎞
⎠ (2)

with φR being the azimuth of the latter. In general, the co-
efficients vn ≡ 〈cosn(φ−φR)〉 may depend on the particle
type, rapidity y and the transverse momentum pT .

The standard methods of measuring flow can be split
into those using explicitly the concept of the reaction
plane [98,112–114] and those based on the two-particle az-
imuthal correlations [115]. Still other methods have been
proposed recently, satisfying the needs of high-energy ex-
periments: the “cumulant” methods [116–118] using multi-
particle correlations and the method based on the Lee-
Yang theory of phase transitions [119, 120]. The latter is
expected to perform well above about 100AMeV [119],
while the three-particle variant of the “cumulant” method
is claimed to be useful for extracting v1 coefficients at en-
ergies near the balance energy and in the ultrarelativistic
regime [118]. However, because the correlation methods
require high event multiplicities and high-statistics data,
and because the correlation between a particle and the
flow vector is usually much stronger than that between
two particles [121], the reaction plane methods are still
more commonly used at intermediate energies. They have
also been applied in the present case.

Since detectors do not allow to measure the angular
momenta and spins of the reaction products, the orien-
tation of the reaction plane can only be estimated using
the momenta. The resulting azimuthal angle, φE , has a
finite precision, and the measured coefficients vmeas

n are
thus biased. They are related to the true ones through the
following expression [113]:

vmeas
n ≡ 〈cosn(φ− φE)〉 = vn〈cosnΔφ〉, (3)

where the average cosine of the azimuthal angle be-
tween the true and the estimated planes, 〈cosnΔφ〉 ≡
〈cosn(φR − φE)〉, is the required correction (also referred
to as “event plane resolution” or just “resolution”) for a
given harmonic. Note that, since the true values of flow
are obtained by dividing by the average cosine, they are
always larger than the measured ones.

The literature offers many different methods to esti-
mate the reaction plane, like the flow-tensor method [78],
the fission-fragment plane [122], the flow Q-vector
method [98], the transverse momentum tensor [123] (also
called “azimuthal correlation” [124]) method or oth-
ers [125].

Among them, the Q-vector method has received spe-
cial attention. Originally, the Q-vector has been defined
as a weighted sum of the transverse momenta of the mea-
sured N reaction products [98]:

Q =
N∑

i=1

ωip⊥
i (4)

with the weights ω chosen to be +(−)1 for reaction prod-
ucts in the forward (backward) c.m. hemisphere and with
the possibility to exclude the midrapidity zone. The choice
of the optimal weights is discussed in [72,114,117,126,127].
Definition (4) can be extended to Q-vectors built from
higher harmonics [114], thus e.g. allowing to profit from
strong elliptic flow, when applicable. Usually, in the flow
studies, the POI is excluded from the sum in (4) to avoid
autocorrelations. This does not concern the corrections,
since the sub-events (see below) do not share particles.

The corrections for the reaction plane dispersion can
be obtained using various methods [98, 112–114, 121, 123,
128–131]. What they all have in common, is the underlying
assumption of the applicability of the central-limit theo-
rem. In most of these methods the correction is searched
for using the sub-event method [98], which consists in
splitting randomly each event into two equal-multiplicity
sub-events and getting the correction from the distribution
of the relative azimuthal angle, ΔΦ12, between their indi-
vidual Q-vectors (“sub-Q-vectors”). This is done either by
using the small-angle expansion [98] or by fitting with a
theoretical distribution [113]. Instead of fitting the angu-
lar distributions one can alternatively fit the distributions
of the magnitude of the total Q-vector itself [112,114].

Assuming the Gaussian limit, ref. [113] gives an ana-
lytical formula for the distribution of ΔΦ12 for the case
that the distributions of sub-Q-vectors are independent
and isotropic around their mean values. In refs. [112,114]
one can find the formulae relevant for the distributions of
the magnitude of the Q-vector.

These methods proved their usefulness for correcting
measured flow values at higher energies (see, e.g., [18,
28, 98, 132, 133]) which fulfill the high-multiplicity re-
quirement. They are, however, not adequate for the
intermediate-energy reactions, below about 100AMeV,
where the particle multiplicities are lower and the events
are characterized by a broad range of masses of the reac-
tion products. Here, the applicability of the central limit
theorem for devising the corrections is less obvious.

Figure 8 illustrates the difficulties one encounters at
intermediate energies. It shows the experimental distri-
butions of ΔΦ12 as measured with the INDRA detector
for the Au+Au reaction at 40A (top) and 150A (bot-
tom) MeV and for two intermediate centrality bins. The
lines represent the fits obtained with the method described
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Fig. 8. Distributions of relative angle between reaction planes
for two random sub-events (INDRA data, dots) and fits (lines)
using the integrated product of bivariate normal distributions
(eq. (5)) for centralities b � 5.5–7.5 fm (left) and b � 2–
5.5 fm (right) and incident energies 40A MeV (top panels) and
150A MeV (bottom panels).

briefly below. The standard method [113] can, in princi-
ple, be used to derive the corrections for energies down to
about 80AMeV, however it fails to describe distributions
like those at 40AMeV with double maxima or maxima at
backward angles, which reflect the presence and impor-
tance of the in-plane enhancement and of the correlation
between sub-events.

Since at low and intermediate energies the sub-
events are expected to be strongly correlated [129] and
the distributions of the Q-vector no longer necessarily
isotropic [113], we have extended the method of Olli-
trault [113] by explicitly taking into account these two
effects in the theoretical distribution of the sub-Q-vectors.
The new method relies on the assumption of the Gaussian
distribution of the flow sub-Q-vectors. This assumption
has been verified to hold even at 40AMeV, except for
very peripheral collisions, by performing tests with the
CHIMERA-QMD model in which angular momentum is
strictly conserved [134].

The form of the joint probability distribution of the
random sub-Q-vectors has been searched for following the
method outlined in appendix A of [121], by imposing the
constraint of momentum conservation on the N -particle
transverse momentum distribution and using the saddle-
point approximation.

The resulting distribution has the form of a product
of two bivariate Gaussians:

d4N

dQ1dQ2
=

1
π2σ2

sxσ
2
sy(1 − ρ2)

·exp
[
− (Q1x−Q̄s)2+(Q2x−Q̄s)2−2ρ(Q1x−Q̄s)(Q2x−Q̄s)

σ2
sx(1−ρ2)

−
Q2

1y + Q2
2y − 2ρ Q1yQ2y

σ2
sy(1 − ρ2)

]
, (5)

where we followed the convention of [113] of including the√
2 in σ; the subscripts 1, 2 refer individually and s gen-

erally to sub-events; the subscripts x and y refer to the

in- and out-of-plane direction, respectively. This distribu-
tion differs from those proposed in [113, 121, 129] in that
it combines all three effects that influence the reaction
plane dispersion at intermediate energies, namely the di-
rected flow (through the mean in-plane component Q̄s or
the resolution parameter χs ≡ Q̄s/σsx [113]), the elliptic
flow (through the ratio α ≡ σsx/σsy) and the correlation
between the sub-events [129] (through the correlation co-
efficient ρ ∈ [−1, 1]). It reduces to the one of [113] for
α = 1 and ρ = 0, and to the one of [121] for α = 1. In de-
riving eq. (5) it was assumed that the in- and out-of-plane
correlation coefficients are equal.

Making the division into sub-events random ensures
that the distributions of the sub-Q-vectors are equivalent,
in particular they have the same mean values and vari-
ances. Since the total-Q-vector is the sum of the sub-Q-
vectors, Q = Q1 + Q2, one finds the following relation
between the resolution parameter obtained from the dis-
tribution of the Q-vector, χ, and that obtained from the
distribution of sub-Q-vectors, χs:

χ = χs

√
2/(1 + ρ) . (6)

Relation (6) shows how the correlation between sub-events
influences the reaction plane resolution. In particular, it
indicates that the resolution improves in case the sub-
events are anti-correlated (ρ < 0), which is predicted to be
the case below about 150AMeV except for very peripheral
collisions [134].

As in [113], the joint probability distribution (5) is
used after integrating it over the magnitudes of the sub-
Q-vectors and one angle, leaving the ΔΦ12 as the only
independent variable. Unlike in [113], the resulting dis-
tribution cannot be presented in an analytical form. It
depends on 3 parameters (χs, α, ρ) which can be obtained
from fits to the experimental or model data. The quality
of the obtained fits is very good, even in the non-standard
cases encountered at low energies (fig. 8).

The corrections for the n-th harmonic vn, depending
now on χ and α, can be calculated (also numerically) as
the mean values of the cosnΔφ obtained over the total-Q-
vector distribution, in a similar way as in [113]. Figure 9
shows how the elongation of the Gaussian (α), resulting
from elliptic flow, modifies the corrections for the first two
harmonics. It demonstrates that the in-plane emissions
(α > 1) enhance slightly the resolution for v1 and con-
siderably for v2, even in the absence of the directed flow.
On the other hand, squeeze-out (α < 1) deteriorates the
resolution. The figure, in particular, shows that the cor-
rection can change the sign of elliptic flow in the case of
small directed flow and squeeze-out.

Since the correlation between the sub-events increases
at the lower energies, the knowledge of the correlation
coefficient ρ becomes crucial. Estimated values, obtained
from model calculations, can be useful as constraints for
ρ in the fitting procedure. For example, the CHIMERA-
QMD calculations predict ρ to be around −0.43 for
40AMeV and 2 < b < 8 fm and about −0.2 at 150AMeV.
Alternatively, mean values of some rotational invariants
which are derived from the measured data can be used to
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ing approximately the range of its variation.

reduce the number of fit parameters and to constrain the
fitting routine to search for a conditional minimum [135].

Instead of fitting the azimuthal distributions one can
express the probability distribution (5) in terms of the
components of one of the sub-Q-vectors in the reference
frame of the other, or in terms of the absolute values of the
sum and of the difference of the sub-Q-vectors. The cor-
responding 2-dimensional experimental distributions can
then be fit using such formulae. The method of fitting the
distributions of components of the sub-Q-vector has been
found sensitive enough to perform well without additional
constraints.

The corrections obtained using various methods are
presented in fig. 10. They are close to one, independent
of the method, for the range of higher incident energies
(E > 100A MeV) where the directed flow is large and
the reaction plane well defined by the high-multiplicity
distribution of detected particles. At around 50AMeV,
they go through a minimum and depend strongly on
the chosen method. The FOPI flow results, as published
in refs. [18, 28], have been corrected using the standard
method, excluding the midrapidity region of ±0.3 of the
scaled c.m. rapidity from the Q-vector to improve the res-
olution. The corrections used here for the INDRA data are
obtained with the new method in two ways, by fitting the
azimuthal distributions and by fitting the distributions of
components of the sub-Q-vectors. The mean values are
given in fig. 10 (full circles) with error bars representing
the systematic uncertainty as given by the difference of
these results. At 15AMeV, the statistical errors dominate.
Even at their minima, the corrections are not smaller than
0.6 and 0.5 for directed and elliptic flow, respectively, in-
dicating that the measured flow values will increase, after
applying the corrections, by no more than about a factor
of two.

For a comparison of the different methods and of their
applicability, also the corrections according to the stan-
dard method of Ollitrault [113] have been determined.
This corresponds to fixing the parameters α = 1 and ρ = 0
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Fig. 10. Corrections for the first harmonic and impact pa-
rameter b = 2–5.5 fm (top) and for the second harmonic and
b = 5.5–7.5 fm (bottom) used in the flow analysis of the Au+Au
reaction. The corrections for the INDRA data (full symbols)
are shown as obtained with the new method (dots, see text),
with the standard (std) method (ref. [113], triangles), and with
the standard method and the restriction Z < 10 (stars). Open
circles represent the results for the FOPI data obtained with
the standard method.

in the new method. Near 50AMeV, the results are close
to zero which would require nearly infinitely large correc-
tions (triangles in fig. 10). The figure, furthermore, shows
the same corrections according to the standard method as
obtained for the FOPI case (circles). They are very sim-
ilar and, in the overlap region, virtually identical to the
result for INDRA if the limit Z < 10 of the FOPI accep-
tance is applied in the INDRA case (stars). This very close
agreement is not unexpected because good agreement was
already observed for the uncorrected flow data obtained
with the two detection systems [22, 28, 33]. The stan-
dard method, nevertheless, fails below about 80AMeV.
As mentioned above, the independent, isotropic Gaussian
approximation is no longer confirmed by satisfactory fits
of the experimental distributions.

Several additional observations and comments can be
made. Comparing the results of the new and standard
methods (filled circles and triangles) shows a dramatic
improvement of the resolution obtained by taking the ef-
fects of the correlation between the sub-events and of the
in-plane enhancement into account. It should be stressed,
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that both these effects are responsible for the finite correc-
tion for the directed flow at 40AMeV, near the expected
balance energy [20]. Non-vanishing resolution, suggested
by the new method, indicates that even here the reaction
plane can be defined, and apparently, questions the oc-
currence of the “global” balance, which otherwise would
manifest itself with the vanishing of 〈cosΔφ〉. However,
the finiteness of the corrections around 40AMeV may
also partially result from the incompleteness of the ex-
perimental data and from the mixing of events with dif-
ferent centralities, which may add up to mask the signal
of the “global” balance. The fitting procedure yields rel-
atively accurate results for the corrections for the first
two harmonics in case of the complete results of the sim-
ulations (e.g., 2–5% accuracy for 40AMeV and 0.2–0.4%
for 150AMeV and 4 < b < 8 fm [134]), and in particu-
lar, is able to reveal the signal of the “global” balance,
but in the case of experimental data it will certainly re-
turn some effective corrections biased by the experimen-
tal uncertainties and inefficiencies. The effects of the lat-
ter may not necessarily drop out by applying eq. (3) to
correct the measured observables, but may require addi-
tional corrections. At the higher energies, the results of
the standard and the new methods approach each other
but, in the overlap region of the FOPI and INDRA ex-
periments, the differences are still significant, and need
further investigation.

Comparing the less and the more complete data sets
(stars and triangles, respectively) shows that the resolu-
tion improves with the completeness of the data. Triangles
represent INDRA events with at least 50% of the system
charge collected to which an additional single fragment
carrying the missing momentum and charge was added.
This artificial completion of events was found important
for peripheral collisions where, due to the energy thresh-
olds, the heavy target-like fragment is always lost. The
distributions of the relative angle between sub-events be-
come then narrowly peaked at small relative angles which
improves the resolution of the reaction plane.

However, it is not only the reaction plane correction
that relies on the completeness of the measured data. Also
the measured vmeas

n parameters are affected by the non-
isotropic loss of particles due to multi-hits (INDRA) or
unresolved tracks in high-track-density regions (FOPI). A
rough estimate of the correction [134] due to multi-hit
losses for v2 can be obtained, for segmented detectors like
INDRA, by using the unfolded “true” in- and out-of-plane
multiplicities and calculating the true and measured mean
v2 by integrating the azimuthal distribution (2) over the
in- and out-of-plane quadrants. The “true” multiplicities
can be estimated using the calculated (e.g., in a way sim-
ilar to that of ref. [136]) or simulated (using the detector
filter and the model data) multiplicity response function
specific for a given detector. An analogous procedure can
be applied also for v1; however, due to the lack of the
forward-backward center-of-mass symmetry of the detec-
tor, the results may be less accurate. The flow parame-
ters obtained from the INDRA data presented in the next
section have been additionally corrected for the multi-hit

losses using the above procedure. For v1, these additional
corrections vary from about 7% at 40AMeV to about 33%
at higher energies for Z = 1 and do not exceed 15% for
Z = 2. For v2 and Z = 1 they increase from about 18%
at 40AMeV to about 36% at 100AMeV and about 70%
at 150AMeV, for the centrality bins in question. Within
this simple procedure, the corrections depend essentially
on the average of the in- and out-of-plane multiplicities
and only weakly on their difference, that is why the cor-
rections basically increase with the increasing multiplicity
(thus with the centrality and incident energy). This ex-
plains the large correction factor at 150AMeV. Neverthe-
less, since v2 is small at this energy, the absolute change
of the measured value due to the correction is small com-
pared to that at lower energies.

Generally, one may remark that, at energies below
about 100A MeV, devising the corrections becomes a deli-
cate task. The corrections are no longer those in the usual
sense, say, of a few percent. Depending on the method,
they may change the measured results by a large factor,
mainly because of the smallness of directed flow around
40A–50AMeV. The accuracy relies in addition on the
completeness of the data. Flow data free of reaction plane
dispersions are, nevertheless, very desirable since they al-
low to compare the results obtained with different detec-
tors. They are also of great interest from the theoretical
point of view, by permitting the direct comparison with
the model predictions. In problematic cases, however, de-
tailed filtering of the model results and treating them with
the experimental type of analysis may still be necessary, if
not for the direct comparison on the level of uncorrected
observables, then for the reliable estimate of the system-
atic uncertainties associated with the correction scheme.

The effects of momentum conservation, distortions due
to removal of the particle of interest (expected to be im-
portant at low multiplicities (energies)) and possible cor-
rections to the reaction plane resolution due to the detec-
tor inefficiencies (missing part of the Q-vector) remain a
subject for future study.

6 Directed and elliptic flow

The rapidity dependence of the slope of the directed-flow
∂v1/∂y at midrapidity for Z = 1 and 2 particles, inte-
grated over transverse momentum, is shown in fig. 11. The
INDRA data is combined with the FOPI data (published
for Z = 2 in [18]), both measured for mid-central collisions
with impact parameters of 2–5.5 fm and shown after cor-
recting for the reaction plane dispersion. The FOPI data
has been corrected using the method of [113] while the
INDRA data has been corrected using the method out-
lined in sect. 5. In both data sets the reaction plane has
been reconstructed using the Q-vector method with the
weights ω = sign(ycm), excluding the POI. In case of the
FOPI data the midrapidity region of ±0.3 of the scaled
rapidity has been excluded from the Q-vector to improve
the resolution. The INDRA data has been corrected for
the effects of momentum conservation [137]. In both cases
linear fits have been performed in the range of ±0.4 of the
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Fig. 11. Slopes of directed flow ∂v1/∂y for Z = 1 (top) and
Z = 2 (bottom) particles integrated over pT for mid-central
collisions (2–5.5 fm). The open and filled symbols represent the
FOPI [18] and the INDRA data, respectively. The uncertainty
at 15A MeV is mainly statistical. The INDRA point, in brack-
ets, at 150A MeV in the top panel is biased due to experimental
inefficiencies for Z = 1 at this energy.

scaled c.m. rapidity, except for the 15AMeV data where
the range of ±0.55 was used.

The excitation function of the slope of the directed flow
at midrapidity for Z = 1 changes sign around 80AMeV.
The apparent minimum around 40AMeV is mostly sug-
gested by the 15AMeV data point and should be con-
firmed by other measurements. The FOPI data has been
additionally corrected for the effects of unresolved tracks
in the in-plane high-track-density region. This correction
influences also the slope of the v1 rapidity distribution, in-
creasing it by up to 15% for Z = 1 and up to 5% for Z = 2.
The INDRA results have been corrected for the effect of
multi-hit losses (see sect. 5). The still apparent discrep-
ancy between the INDRA and FOPI results at 150AMeV
can be partially attributed to the losses of Z = 1 particles
due to punch-through effects in the INDRA detector at
high energies. Up to 10% of the difference may also come
from the different methods used for correcting the reaction
plane dispersions (see fig. 10).

For Z = 2, the slope of v1 is seen to rise monotoni-
cally with energy over the full range of 15 to 400MeV per
nucleon which is covered by the two experiments. Here,
the agreement in the overlap region is slightly better re-

flecting the better efficiency of the INDRA detector for
Z = 2 particles. The trends observed for the uncorrected
data [22] for v1 are preserved. Unlike in ref. [20], the exci-
tation function does not show a clean signature of a mini-
mum (see ref. [22] for discussion). It changes sign between
50 and 60MeV per nucleon, in agreement with the extrap-
olated values of the balance energy, Ebal, obtained from
the higher-energy measurements [43,138,139].

Negative flow is observed not only for Z = 1, 2 (fig. 11)
but with even larger slopes also for other light frag-
ments. This intriguing phenomenon has already been re-
ported for the lighter systems 40Ar + 58Ni, 58Ni + 58Ni,
and 129Xe + natSn, provided the “1-plane-per-particle”
method was used for estimation of the reaction plane [21].
For these systems, a balance energy has been deter-
mined by associating it with the minima of the approxi-
mately parabolic excitation functions of the flow param-
eter which, in the cases of 40Ar + 58Ni and 58Ni + 58Ni,
appeared at negative flow values. Negative flow values of
light reaction products can indeed be measured experi-
mentally, provided the detector is able to measure “quasi-
complete” events, including the heavy fragments. Then,
the observed anti-flow of light products is measurable rel-
ative to the reaction plane fixed and oriented by the heavy
remnants.

A possible scenario of the anti-flow has been proposed
for the lighter systems in [21], and for the heavy systems,
emphasizing the role of the strong Coulomb field, in [22].
Despite the appeal of a globally defined balance energy, it
is worth noticing that directed flow apparently never van-
ishes completely. It was shown with BUU calculations that
at the balance energy the flow cancellation results from
a complex transverse momentum dependence and that
the flow pattern is influenced by EoS and σnn [140]. The
presently available differential data, measured by FOPI
down to 90AMeV [18] suggest that the change of sign of
v1 is dependent, in addition to transverse momentum, also
on particle type and rapidity.

The results on v2 measured at midrapidity are sum-
marized in fig. 12. Elliptic flow varies as a function of en-
ergy from a preferential in-plane, rotational-like [141–143],
emission (v2 > 0) to an out-of-plane, or “squeeze-out” [37]
(v2 < 0) pattern, with a transition energy of about
150AMeV. This transition energy is larger than that
for the directed flow (see above and the discussion in
ref. [139]) and was shown to depend on centrality, particle
type and transverse momentum [28, 30]. For higher ener-
gies, the strength of the collective expansion overcomes
the rotational-like motion, leading to an increase of out-
of-plane emission. A maximum is reached at 400AMeV,
followed by a decrease towards a transition to preferen-
tial in-plane emission [29, 144]. This behavior is the re-
sult of a complex interplay between fireball expansion and
spectator shadowing [28], with the spectators acting as
clocks of the expansion times. For instance, in the energy
range 400A–1500AMeV, the passing time of the specta-
tors decreases from 30 to 16 fm/c, implying that overall
the expansion gets about two times faster in this energy
range. This interpretation is supported by the observed
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Fig. 12. Elliptic flow parameter v2 at mid-rapidity for colli-
sions at intermediate impact parameters (about 5.5–7.5 fm) as
a function of incident energy, in the beam frame. The filled and
open circles represent the INDRA and FOPI [28] data, respec-
tively, for Z = 1 particles, the triangles represent the EOS and
E895 [29] data for protons and the square represents the E877
data [144] for all charged particles.

scaling of elliptic flow as a function of transverse momen-
tum scaled with beam momentum [28]. We note that the
energy dependence of elliptic flow is similar to that of di-
rected flow [1,2,7], with the extra feature of the transition
to in-plane flow at 4AGeV [29]. This high-energy tran-
sition has received particular interest as it is expected to
provide a sensitive probe of the EoS at high densities [145].
At SPS and RHIC energies, the in-plane elliptic flow is
determined by the pressure gradient-driven expansion of
the almond-shaped isolated fireball [146] and is currently
under intensive experimental investigation [147–149].

The agreement between the corrected INDRA and
FOPI data is good. The INDRA results have been cor-
rected using the new method, including the correction
for the multi-hit losses (see sect. 5). According to IQMD
calculations, the reaction plane correction for the lowest
FOPI energy of 90AMeV appears to be somewhat overes-
timated. On the other hand, this may partially compen-
sate for the lack of corrections due to unresolved tracks
which were not applied for v2 in the FOPI case. Overall,
the differences between the corrections is small enough,
so that comparisons of uncorrected data sets are already
meaningful. A good agreement was found to exist for the
INDRA [22, 33], FOPI [28] and Plastic Ball [37] data in
the reference frame of the directed flow and without the
correction for reaction plane resolution [28,33].

A remarkable feature of the v2 observable is that it
allows to show a continuous evolution over a region cover-
ing completely different reaction mechanisms, from those
dominated by the mean field near the deep inelastic do-
main, and the multifragmentation in the Fermi energy
domain towards the participant-spectator regime at rel-
ativistic energies.

7 Correlation between stopping and flow

Information on stopping and flow in heavy-ion collisions
represents part of the input to theoretical efforts to de-
duce constraints on the EoS. Remembering that the EoS
is a relation between pressure and density, it is intuitively
understandable that these two heavy-ion observables are
related to the EoS: flow is generated by pressure gradients
established in compressed matter, while the achieved den-
sity is connected to the degree of stopping. Recently, it was
observed [7] that a strong correlation exists between the
stopping, measured in central collisions and the directed
flow measured at impact parameters where it is maximal
(see fig. 2). The relevant data are shown in fig. 13 in the
upper left panel. Plotted against each other are two dimen-
sionless global event observables characterizing stopping,
vartl, and global scaled directed flow, p(0)

xdir, both defined
earlier.

The data points correspond to 21 system energies with
varying system size (from Ca+Ca to Au+Au) and en-
ergy (from 150A to 1930AMeV). The straight correla-
tion line represents a linear least-squares fit to the data
and is repeated in the other panels. These other pan-
els show the location along the correlation line of theo-
retical simulations using the IQMD code for Au+Au at
400A, 1000A and 1500AMeV as indicated. The points
are marked HM and SM , respectively, for a stiff (incom-
pressibility K = 380MeV) and a soft (K = 200MeV)
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Fig. 13. Upper left panel: Correlation between the maximal di-
rected sideflow and the degree of stopping, after [7]. The line is
a linear least-squares fit to the data, which extend from 0.15A
to 1.93A GeV. The correlation line is repeated in the other pan-
els which show results of simulations for Au+Au at three in-
cident energies using two different equations of state, SM and
HM , together with the experimental points. The short seg-
ment passing through the SM point in the lower right panel
shows an estimate of the trajectory using the SM EoS and
modifying the in-medium cross-sections in a way that is com-
patible with [102].
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EoS. The M in HM and SM stands for the momentum
dependence of the nn interaction. IQMD incorporates a
phenomenological Ansatz fitted to experimental data on
the real part of the nucleon optical potential. The rel-
evant experimental points are given together with their
estimated systematic errors (these errors were omitted for
clarity in the upper left panel, but are of comparable mag-
nitude for all the data). The main purpose is to show the
sensitivity of these combined observables to variations of
the zero-temperature EoS as compared to the uncertainty
of the data. The EoS, that are purely technical, are shown
in fig. 14. The trajectory of the simulation when chang-
ing K seems to follow the correlation line, the distance
between SM and HM is larger at 1000AMeV than at
400AMeV (i.e. the sensitivity is increased at the higher
energy), but then does not seem to further increase at
the highest energy, possibly due to the increase of trans-
parency suggested by fig. 7. Data measured at energies
below 150AMeV do not continue the same linear correla-
tion, an interesting topic that deserves further studies.

In our exploratory IQMD simulations [97,150] we have
not tried to be realistic with regard to in-medium modi-
fications of the nucleon-nucleon cross-sections σnn, using
instead the vacuum values standardly implemented in the
code [97]. An estimate of the trajectory in the flow ver-
sus stopping plot when the EoS is kept constant, but the
σnn are decreased is shown in the right-hand lower panel
of fig. 13. For this estimate we rely on the more sophisti-
cated calculations of ref. [102] which show that a switch to
more realistic smaller σnn decreases the stopping by about
20% and the scaled sideflow by 6–7%, i.e. σnn acts more
strongly, relatively speaking, on the stopping than on the
scaled flow, as expected. The σnn modification trajectory
crosses the correlation line because it has a different, flat-
ter, slope than the EoS modification trajectory joining the
SM to the HM point (which is not plotted) which hap-
pens to have a slope very similar to that of the experimen-
tal correlation line. Generally speaking, one can say that
an underestimation of the apparent transparency will lead
to an underestimation of the stiffness of the EoS. Never-

theless, the procedure just outlined suggests that an EoS
closer to SM than HM would seem to be more appropri-
ate to describe the data. The same conclusion was reached
from the comparison of the FOPI data on directed flow,
including its pT -dependence, to IQMD calculations [19]
and from the comparison of the out-of-plane expansion to
BUU calculations [32].

Despite this encouraging result we would like to stress
at this time that it would be premature to draw firm con-
clusions from one particular transport code and it is be-
yond the scope of this experimental contribution to the
subject to conclusively settle the question of the EoS. Be-
sides trying to predict correctly the global observables just
shown, probably a good strategy to start with, the simula-
tions must then proceed to reproduce the more differential
data such as the variations of the stopping and of the vari-
ous flow components with the particle type, as shown here
in figs. 6 and 11, respectively. Another important physics
quantity one would like to have under theoretical control,
in order to be convincing on the conclusion side, is the
created entropy. Although this is not a direct observable,
the entropy at freeze-out is strongly constrained by the
degree of clusterization (of which we showed an exam-
ple in fig. 5) and the degree of pionization. An idea of the
freeze-out volume can be obtained from two-particle corre-
lations [151], or even multi-particle correlations [152,153].
All this is a rather challenging task. We refer to the work
of Danielewicz, Lacey and Lynch [5] for a summary of
the situation obtained a few years ago using a subset of
the then available heavy-ion data reaching up to the AGS
energies.

8 Summary and outlook

We have presented a systematics of directed and elliptic
flow and of stopping for 197Au + 197Au reactions in the
intermediate range of energies from 40 to 1500MeV per
nucleon by merging the data from INDRA and FOPI ex-
periments performed at the SIS synchrotron at GSI. The
overlap region of the two data sets, 90 to 150MeV per nu-
cleon incident energy, has been used to confirm their ac-
curacy on an absolute scale, and a very satisfactory agree-
ment has been found.

Particular emphasis was given to the experimental re-
construction of the impact parameter and to the correc-
tions required by the dispersion of the reconstructed az-
imuthal orientation of the reaction plane. The superiority
of observables based on transverse energy, either the ratio
Erat of transverse to longitudinal energy or the trans-
verse energy E12

⊥ of light charged particles with Z ≤ 2,
over multiplicity for the selection of central collisions has
been demonstrated. A new method, derived by extending
the Gaussian approximation of the sub-Q-vector distribu-
tions to the non-isotropic case and by including the effect
of correlation between the sub-events, has been presented
and applied to the data at the lower incident energies at
which the multiplicities are still moderate and the range of
emitted fragment Z is still large, even in the most central
collisions. The differences between the standard and the
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new corrections of derived flow parameters are significant
up to incident energies as high as 150MeV per nucleon.

The deduced excitation functions of the v1 and v2 ob-
servables describing directed and elliptic flow exhibit sev-
eral changes of sign which reflect qualitative changes of
the underlying dynamics as a function of the bombarding
energy. The transition from mean-field–dominated attrac-
tive sidewards flow to repulsive dynamics is observed for
Z = 1 and Z = 2 particles at 80MeV and 60MeV per
nucleon, respectively, in mid-central collisions. The tran-
sition from predominantly in-plane to out-of-plane emis-
sions occurs at 150MeV per nucleon for Z = 1 particles.
The second change of sign at several GeV per nucleon
marks the transition to the ultrarelativistic regime. These
transition points are quite well established and not very
sensitive to the chosen correction method. The present
study shows that also the maxima reached by the flow pa-
rameters are reliable within the typically 5% systematic
uncertainties due to the corrections and the impact pa-
rameter selection. Within this margin they may be used
to test transport model predictions and their sensitivity
to the chosen parameterization of the nuclear EoS.

It has, furthermore, been shown that the significance
of the comparison can be enhanced by including the ex-
perimentally observed stopping as represented by the ratio
of the variances of the integrated transverse and longitu-
dinal rapidity distributions. This observable can best be
determined for central collisions at which the directional
flow vanishes for symmetry reasons whereas the compres-
sion in the collision zone presumably reaches its maxi-
mum. The common origin of the observed stopping and
flow is evident from the strict correlation of the two ob-
servables, including finite-size effects. However, their indi-
vidual sensitivity to the magnitude of the nucleon-nucleon
cross-sections and to the flow parameters is different and
can be used to resolve ambiguities between these two main
ingredients of the models. The sensitivity to parameters
of the equation of state is shown to increase with bom-
barding energy over the present energy range, and a soft
EoS is clearly favored by the data.

Further constraints for the determination of the pa-
rameters of the equation of state can be obtained by in-
cluding the detailed dependences of flow on the fragment
Z, the impact parameter and the accepted ranges of trans-
verse momentum and rapidity into the comparison with
theory. These data, for the present reactions, are either
available already or in preparation. This will have to be
accompanied by theoretical studies of the still existing sys-
tematic differences between specific code realizations. The
importance or necessity of full antisymmetrization at low
energies or of a covariant treatment at high bombarding
energies and the role of nucleonic excitations will have to
be assessed.

On the experimental side, a gap of missing flow data
for the Au+Au system exists at energies below 40MeV
per nucleon where interesting information on transport
coefficients as, e.g., shear versus bulk viscosity or thermal
conductivity may be obtained. The origin of the observed
negative flow should be confirmed and clarified. At higher

energies, new information, possibly also on the symmetry
part of the equation of state, can be expected from new ex-
periments involving isotopically pure projectiles and tar-
gets and detector systems permitting mass identification
at midrapidity.

The authors would like to thank Y. Leifels for the implementa-
tion of the IQMD code at GSI, the FOPI and INDRA-ALADIN
Collaborations for the permission to include partially unpub-
lished data in this comparative study, and J.-Y. Ollitrault for
stimulating discussions on flow evaluation and corrections.
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Abstract. We review some results on energetic particle production in heavy-ion collisions below roughly
100A·MeV, both theoretically and experimentally. We discuss the possible mechanisms of particle produc-
tion, as well as the possibility to gather information on the nuclear equation of state (EOS) from data.
Results on subthreshold pions, energetic photons, nucleons and light charged particles (Z ≤ 2) are dis-
cussed and contrasted to microscopic models. Important information about the first stages of the reaction
are obtained by such probes. At present, we can conclude that we have at least a qualitative understand-
ing of the processes involved when such particles are produced. However, a quantitative determination of
relevant EOS parameters is still missing. The production mechanism close to the kinematical threshold
(incoherent, cooperative or statistical) is not completely elucidated either. This calls for new data using
more modern detector systems and comparison to more refined microscopic models.

PACS. 25.70.-z Low and intermediate energy heavy-ion reactions – 25.75.Dw Particle and resonance
production

1 Introduction

One among the many purposes to collide heavy ions
at beam energies below 100A·MeV is the study of the
nuclear-matter equation of state (EOS) at finite densi-
ties and temperatures. In fact, in such reactions the col-
liding nuclei are compressed and heated up. After some
tens of fm/c, a maximum compression is reached and a
compound system is formed, which then expands and, de-
pending on the excitation energy reached, might break
into many pieces (multi-fragmentation). In such a scenario
there are many factors at play. In the compression stage
the dynamics is ruled by the EOS of the system and by
the viscosity. Thus data sensitive to the early stage such as
energetic protons, neutrons and more complex fragments,
as well as photons and pions, will give valuable informa-
tion and put constraints on these fundamental ingredients
of the nuclear interaction.

In the intermediate-energy regime, different power-
ful detection systems available (MEDEA [1], INDRA [2],
NIMROD [3], CHIMERA [4], TAPS [5]), MINIBALL [6],
MULTICS [7] (see the contribution by de Souza et al. in
this topical issue) allow to study with great accuracy ener-
getic and subthreshold particle emission. The comparison
of experimental data (impact parameter dependence of
particle multiplicity, removed excitation energy, angular
distributions, slopes of energy spectra, . . .) with the pre-
diction of transport models can put constraints on basic
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Fig. 1. BHF calculations of the nuclear-matter EOS including
three-body forces. The binding energy per nucleon is reported
as a function of density [8].

properties of hadronic matter as the in medium Nucleon-
Nucleon (NN) cross-section, nuclear-matter compressibil-
ity, mean-field properties, or the relevance of two-body
versus three-body forces. It has been shown, for exam-
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Fig. 2. BHF calculations. The proton potentials are reported as a function of the proton momenta for two different nuclear-
matter densities.

ple, that the interplay between two- and three-body forces
is very subtle and it turns out that, to fit the ground-
state properties of nuclear matter in non-relativistic mi-
croscopic calculations, it is necessary to introduce a three-
body force [8]. This is demonstrated in fig. 1 for mi-
croscopic Bruckner-Hartree-Fock (BHF) calculations [8]
where the binding energy per nucleon is reported as a
function of the density of nuclear matter at zero temper-
ature. In the figure, the calculations with only two-body
forces are given by the dotted line. The two-body force
is parameterized to fit the NN data. We clearly see that
the approach does not work, in fact it gives a ground-
state density of about 0.3 fm−3 and a binding energy of
about −20MeV, while experimental data correspond to
0.15 fm−3 and −16MeV, respectively (square symbol in
fig. 1). In order to improve the agreement to data, a gen-
uine three-body force was included in the calculations.
The contribution from different channels is displayed in
the figure and the final result is represented by the full line.
The effect is indeed dramatic. The ground-state density is
shifted to 0.19 fm−3 and the binding energy to the exper-
imental value. The three-body force is obtained through
a fit to the binding energies of light nuclei, t and 3He es-
sentially [9], but the one reported in fig. 1 is obtained by
the meson-exchange model of Fujita-Miazawa [8]. In these
nuclear-matter calculations there are no adjusted free pa-
rameters. The fact that calculations are not yet perfect
implies that something is still missing. Some light on this
problem could be shed by experimental data on nucleon
production in heavy-ion collisions. We will show below
that such data do not support the need for a strong three-
body force.

The equation of state discussed so far is at zero tem-
perature. A complete knowledge of the EOS requires, how-
ever, information at finite temperatures. Microscopic cal-
culations performed at finite temperatures show, as ex-
pected, that the EOS of nuclear matter looks like a Van
Der Waals (VDW) EOS. In fact, the NN force has an
attractive tail and a repulsive hard core such as many
classical systems. At variance with classical systems the
ground state is not a solid but a Fermi liquid. However,
other properties such as the liquid-to-gas phase transition

at finite temperatures and small densities, are of the VDW
type [10]. An important feature that makes nuclei differ-
ent from classical systems is the strong momentum de-
pendence of the mean field. Microscopic BHF calculations
give strong indications on how the momentum dependence
force should look like in nuclei and nuclear matter. Typ-
ical results of non-relativistic BHF calculations are given
in fig. 2 where the potential for protons is reported as a
function of the nucleon momentum transfer for two dif-
ferent nuclear-matter densities [8]. Also in this case the
difference between 2- and 3-body forces is large especially
for low momenta and at high densities. Notice the differ-
ence between two- and three-body forces at the two dif-
ferent densities. These features might be revealed through
a careful analysis near the Fermi energy for the first case
and at higher incident energies in the second one.

To study the momentum dependence of the nuclear
mean field we have already many findings coming from
electron scattering [11]. However, in those experiments the
mean field can be only tested at ground-state densities
relevant for the results of fig. 2 left panel. At variance,
in a heavy-ion collision, depending on the beam energy,
higher densities can be explored. The momentum depen-
dence of the force, as well as the compressibility of the
EOS might be inferred, or at least strongly constrained,
by subthreshold production of pions, gamma-rays and en-
ergetic particle emission. Concerning the relevance of NN
collisions and in-medium effects on the NN cross-section,
effects can be seen in proton experiments [12,13].

In this work, we will restrict ourselves to energies be-
low roughly 100A·MeV, where non nucleonic degrees of
freedom (such as Δ excitation) are not so relevant yet.
This energy region, we believe, carries important informa-
tion on the EOS near the ground-state density and mod-
erate temperature. In fig. 3 the maximum and average
densities estimated by VUU calculations for central col-
lisions as a function of the incident energies are reported
for the 40Ca + 40Ca reaction [14]. The understanding of
nuclear-matter properties at moderate densities is crucial
if we want to understand the EOS at higher densities and
temperatures where other degrees of freedom become rele-
vant. In particular, in our contribution we will not discuss
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Fig. 3. Maximum and average densities as a function of the
bombarding energy per nucleon as estimated by VUU calcula-
tions for central 40Ca + 40Ca reactions [14].

the kaon and η production because they require quite a
different production mechanism with respect to the one
relevant at the lower energies discussed here.

The understanding of the EOS in the region of our
interest has to go step by step with the elaboration of mi-
croscopic models. While some features of the EOS can be
obtained directly from the data, a more quantitative un-
derstanding of nuclear properties must be obtained from
a detailed comparison between models and data. For in-
stance, we expect that energetic photon and pion produc-
tion must be very sensitive to the momentum-dependent
part of the mean field. In fact, assuming incoherent NN
collisions, the final momenta of the colliding nucleons after
producing a pion or a photon are decreased. This results in
a strong (repulsive) mean field which acts against the pro-
duction of the new particle essentially because the collid-
ing nucleons must provide an extra energy to overcome the
repulsive field. Their final momenta are further reduced
and they must not be Pauli blocked, otherwise the colli-
sion is not allowed. Unfortunately, we have not been able
to find in the literature microscopic calculations of sub-
threshold particle production with momentum-dependent
forces in our region of interest. Many calculations exist
for nucleons or more complex particle spectra and as a
general feature a reduction of incoherent NN collisions
has been found with momentum-dependent forces. Com-
parison of yields and slopes of energy spectra of energetic
protons with predictions of transport models that include
a local and a momentum-dependent potential have been
published and will be discussed later in this chapter. If one
extends this result to subthreshold particle production, a
difference of the calculated yield, compared to the results
for momentum-independent forces, is expected. This as-
pect should be carefully (re)analyzed also for π and hard-
photon production.

Most of the microscopic calculations, Boltzmann or
molecular-dynamics–based [14–17] have two main ingre-

dients. One is the mean field which is parameterized to
fit some general results such as electron scattering data,
ground-state properties of nuclei etc. The other feature
is a collision term which is composed of a probability in-
ferred from NN data, and a Pauli blocking which forbids
that particles undergoing an elastic or inelastic scatter-
ing, end up in an occupied state. These two ingredients of
the models are usually uncoupled, while in principle they
should come from the same microscopic interaction. Few
attempts exist to date to calculate these ingredients mi-
croscopically from the same interaction and to implement
them in a transport code (see the contribution by Fuchs
and Wolter, Modelization of the EOS, this topical issue).
In most calculations the phenomenological approach un-
derlined above is used, and one tries to put constraints
from a comparison to data. The problem is that most of-
ten data are sensitive to both ingredients and it is not easy
to disentangle them. However, a systematic comparison of
the models to the data should give some constraints on
the mean field and the collision term which are included
in the calculations.

It is important to stress that in this approach the de-
termination of physical parameters completely relies on
the comparison with a transport code, i.e. it is fully model
dependent. It is, therefore, essential that the different dy-
namical models and their different numerical implemen-
tations within the same parameter set, give compatible
results for the observables. The detailed comparison be-
tween different codes is an important part of the WCI
initiative [18], and tends to show that ambiguities exist
among numerical codes, which should be solved before any
physical conclusion can be obtained.

Apart from constraining EOS parameters, the interest
in studying particle production also relies in the under-
standing of the production mechanism itself. As we will
show in great detail in the following, there are three types
of observations:

– particles with an energy much greater than the beam
energy in the center of mass. These particles are most
likely emitted in cooperative processes that require the
collaboration of many nucleons;

– particles with an energy around the beam energy in the
center of mass. These particles are presumably created
via incoherent processes at the beginning of the reac-
tion when beam particles have still their initial energy;

– particles with an energy much lower than the beam en-
ergy in the center of mass. These particles test presum-
ably the late stage of the interaction and may reflect
the temperature of the (sub)system.

If this general classification is well established, the transi-
tion between the different mechanisms and their detailed
modelization are not yet clear and depend on the particle
type. For this reason, we have chosen to review particle
production according to the particle type.

In the next sections we will discuss some relevant fea-
tures of data and comparison to models. Indeed, probes of
the different stages of the reaction are necessary to achieve
a complete picture of the reaction dynamics and to gather
information about the EOS of nuclear matter. Energetic
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Fig. 4. Gamma multiplicity spectrum for incomplete-fusion
reactions in 36Ar + 98Mo reactions at 37A·MeV. The contin-
uous line indicates the exponential fit of the hard component
(Eγ ≥ 35MeV).

particles like protons, neutrons, pions, and gamma-rays
were originally proposed to characterize the initial stage
of the reaction. It is clear that energetic photons can do
that since their mean free path in nuclear matter is very
long, thus once they are produced, they are not scattered
again. This is similar for kaons. We have to cite an early
experiment at Ganil at 94A·MeV where kaons were de-
tected [19]. Since then no further data at that energy
regime has been discussed, but we believe we have nowa-
days very performing detectors which could study kaons
produced in heavy-ion collisions at around 100A·MeV.
The potential interest of kaons will be clearer after dis-
cussing nucleons, pions and hard photons.

2 Hard-photon production

The spectrum of photons emitted in heavy-ion collisions
at intermediate energies carries much information on the
system evolution from the very early stage of the collision
to the late phase at the end of the de-excitation process.
Hard photons are particularly appealing probes, since they
do not interact again with the surrounding nuclear matter
after the production and, therefore, might also provide in-
formation on the nuclear-dynamics chronology at various
stages of the reaction. A very good review of hard-photon
production is given by ref. [14], where the possibility of
exploiting energetic particles as probes of the first stages
of the reaction is deeply investigated.

A typical spectrum of photons emitted in heavy-ion
collisions at intermediate energies is reported in fig. 4
for the reaction 36Ar + 98Mo at 37A·MeV [20]. As a first
rough classification we can divide the spectrum in three
main regions with increasing energies:

– in the energy range from some hundreds of keV to
approximately 10MeV the spectrum is dominated by

Fig. 5. Emission probability of photons with Eγ ≥ 30MeV for
in-medium NN collisions as a function of the incident energy
per nucleon. Vc is the Coulomb barrier [49].

the statistical emission from excited nuclei occurring
at the end of the de-excitation process;

– in the energy range between roughly 10MeV and
20MeV a bump due to the γ decay of the giant dipole
resonance (GDR), which is a major isovector collective
mode in nuclei, can be observed [21,22]. The γ decay of
the GDR has been extensively investigated also in hot
nuclei in order to gather information on the maximum
temperature that a nucleus can hold [23]. This subject
is covered in the contribution Evolution of the Giant
Dipole Resonance properties with excitation energy by
Santonocito and Blumenfeld in this topical issue;

– in the energy range beyond 30MeV the spectrum is
characterized by a large inverse slope parameter in-
creasing with energy and by a yield that, for a given
incident energy per nucleon, increases with the size
of the colliding nuclei. These high-energy gamma-rays
(Eγ ≥ 30MeV) are the so-called hard photons, and are
the subject of this part of our review. Their production
has been deeply investigated. The main results will be
reported in the following with the current understand-
ing of the hard-photon emission and open problems
which still need further investigations.

The first experimental observation of an unexpected
hard component in the photon spectrum emitted during
nucleus-nucleus collisions was found in the 12C + 12C reac-
tion at 84A·MeV. This experiment aimed at the study of
subthreshold neutral pions π0’s, which decay by the emis-
sion of two energetic photons, hard photons representing
a background [24]. The analysis of these first data [25]
revealed many interesting features from both the exper-
imental and theoretical point of view. Indeed, in spite
of the very low hard-photon cross-section, several (inclu-
sive) experiments followed with various projectile-target
combinations on a rather broad energy range between
10A·MeV [26] and 124A·MeV [27]. Indeed hard photons
are expected to be a good probe up to 90A·MeV, since at
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higher incident energies the contributions of the π0 decay
cannot be neglected (see fig. 5 and fig. 10).

Inclusive experiments yield information about hard-
photon cross-sections, inverse-slope parameters, angular
distributions and source velocities. From a theoretical
point of view, the question about the origin, i.e. the pro-
duction mechanisms, of hard-photon emission was also
faced and the proposed solutions can be summarized as
follows:

– nucleus-nucleus collective bremsstrahlung [28–30]
where photons are emitted as a consequence of the co-
herent deceleration of the electric field of the two col-
liding nuclei. The photon yield strongly increases with
increasing energy and the spectrum slope depends on
the deceleration time;

– incoherent bremsstrahlung as a consequence of NN ,
in particular n-p, collisions occurring in the interac-
tion region in the first stages of the reaction [31,32],
as radiation due to proton deceleration. Several pre-
scriptions have been used for the np-npγ cross-section
such as the semi-classical one [33], the neutral scalar
meson exchange model, and others [34,35]. If these pre-
scriptions are sometimes contradictory, the situation is
presently largely clarified after the results of recent ex-
periments which studied the proton-induced reactions
at 190MeV on a liquid-hydrogen target [36]. In this
experiments high p-p bremsstrahlung data have been
obtained. Moreover, studies on a deuterium target [37,
38] have allowed to investigate all the channels lead-
ing to gamma bremsstrahlung, including the coherent
bremsstrahlung contribution;

– statistical emission either from a compound-like emis-
sion [39] or from a “fireball”-like system [40], where
the spectrum slope should reflect the temperature of
the emitting source;

– cooperative effects where several nucleons group to-
gether into virtual clusters which provide the extra
energy for the hard-photon production [41].

The inclusive data systematics gave evidence of a
source velocity close to half the beam velocities and an
angular emission pattern consistent with an isotropic plus
a dipole-like emission in the source reference frame [14].
These results are consistent with the n-p bremsstrahlung
mechanism as a dominant process in the hard-photon
emission in heavy-ion collisions at intermediate energy.
The absolute yield is however much larger than expected
from free n-p collisions, and this difference strongly in-
creases with decreasing beam energy. For this reason, hard
photons are considered as “subthreshold particles” using
the same definition that applies for mesons produced at an
incident energy per nucleon lower than the energy thresh-
old for free NN collision. This feature has been success-
fully explained in terms of the Fermi boost provided by
in-medium nucleon-nucleon collisions (see fig. 5).

Alternative approaches have also been proposed. In
particular, some results have been rather well repro-
duced by a statistical approach, i.e. the experiments
92Mo + 92Mo at 19A·MeV [39] and N + (C,Zn,Pb) at 20,

30 and 40A·MeV [42]. However, it is important to mention
that hard-photon angular distributions in asymmetric sys-
tems [43,44] are consistent with a source velocity close to
half the beam velocity with the presence of a dipole com-
ponent, rather than to the compound nucleus velocity.

The unique result indicating evidences of coher-
ent bremsstrahlung [45] was not confirmed. Any-
way, the expected yield for collective nucleus-nucleus
bremsstrahlung [29] is much lower than the observed ones.
Dynamical calculations indicate that at most 10% of the
observed hard-photon (Eγ ≥ 50MeV) [31] cross-section
is consistent with nucleus-nucleus bremsstrahlung, while
the dominant part of the total yield is due to first chance
n-p collisions. It is important to note, however, that inclu-
sive data are also consistent with n-p bremsstrahlung in a
nuclear fireball.

In order to disentangle the different hypotheses con-
cerning the origin of the hard-photon emission and to get
a deeper insight on the phenomenon, exclusive measure-
ments were necessary. A first group of measurements faced
the issue of the impact parameter dependence of the hard-
photon production. The first experiments indicated that
the hard-photon multiplicity increases with increasing re-
action centrality and the slope slightly decreases with in-
creasing impact parameter [42,46–48]. These experimental
facts are, unfortunately, again well accounted for by dif-
ferent theoretical models. In the fireball model [40], the
hard-photon multiplicity scales with the volume of the in-
teraction zone, which increases with increasing central-
ity. In dynamical calculations like BUU [31], where hard
photons (Eγ ≥ 50MeV) are mostly emitted as a conse-
quence of first n-p collisions, a hard-photon multiplicity
dependence on the overlap of target and projectile nuclei
is found consistent with emission in the first stages of the
reaction [31]. Moreover, in dynamical calculations, the de-
creasing of the slope with increasing impact parameter is
interpreted as due to the fact that nucleons with softer
momentum are mostly located at the nuclear surface.

The quality of exclusive data was strongly boosted by
the high efficiency of two multidetector apparatuses for
hard photons, MEDEA, by which hard photons and light
charged particles can be detected simultaneously [1], and
TAPS [5]. In particular, the dependence of hard-photon
multiplicity Mγ on the impact parameter b was inves-
tigated quantitatively. In models based on n-p brems-
strahlung, the hard-photon multiplicity scales with the
number of n-p collisions (Nnp) and therefore with the size
of the interaction zone (Apart):

Mγ(b) = Pγ ·Nnp(b) ∝ Pγ ·Apart(b).

Here Pγ is the probability of emitting a hard photon in
a single n-p collision (p-p collisions are not considered since
they provide a much smaller contribution ≤ 10%) at a
given incident energy for a heavy-ion reaction. This prob-
ability is usually extracted from inclusive data (see [49]
for systematics) within the approximation that Pγ in nu-
clei only depends on the incident energy per nucleon. Sev-
eral experiments [50–52] were run and compared with the
results of dynamical models based on a transport equa-
tion to simulate nucleus-nucleus collisions, whereby the
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Fig. 6. Gamma-ray multiplicity for Eγ ≥ 40MeV (left top panel) and for Eγ ≥ 25MeV (right top panel) and inverse-slope
parameters (bottom panels) as a function of the centrality for the reaction Xe + Au at 44A·MeV (solid squares in the left
panels, ref. [51]) and for the reaction Ar + Gd at 44A·MeV (open symbols in the right panels, ref. [50]). In the left panels, for
comparison, BNV calculations are reported (open symbols) while the continuous line is calculated assuming Mγ proportional to
the surface of the overlap zone and the dashed line is calculated assuming Mγ proportional to the volume of the overlap zone.
In the right panels VUU simulations are reported (full lines, dashed lines are the uncertainties).

hard-photon production is treated in a perturbative way.
In fig. 6 the measured and calculated Mγ and inverse-
slope parameters as a function of the estimated impact
parameters are reported for two different reactions mea-
sured with two different apparatuses. In general, a rather
good qualitative agreement between the measured and
calculated hard-photon multiplicity for several reactions
is observed. Moreover, the γ-ray multiplicity appears to
scale with the surface of the overlap region in the reaction
129Xe + 197Au at 44A·MeV (see fig. 6 top left panel). For
the same reaction a good agreement with BNV calculation
was found [51]. These results provide a further support for
the models based on n-p bremsstrahlung. Similar informa-
tion was gathered from inclusive data varying the size of
the colliding nuclei. Eventually, these experimental data
provide a measurement of the spatial origin of the hard
photons from the interaction zone. It is important to un-
derline the fact that the hard-photon multiplicity scales
linearly with the participant region, does not necessarily
imply that a fireball is formed as an independent source,
but, especially around the Fermi energy, rather provides
a snapshot of the interaction zone in the early stage of
the reaction. For this reason the hard-photon multiplicity
can also be used as a quantitative measure of the impact
parameter in heavy-ion collisions.

This large set of data, although consistent with BUU
calculations, cannot rule out a fireball scenario espe-
cially at the higher incident energies. For this reason,
a deeper insight into hard-photon production was at-
tempted by looking at hard-photon–particle correlations
and hard two-photon correlations. In calculations in which

hard photons mainly arise from first chance n-p collisions,
if the photon and proton energies are high enough, an
anticorrelation is expected due to the kinematical limit
imposed on the total proton and gamma-ray energy in
the bremsstrahlung process. In the reaction 14N + Zn at
40A·MeV the gamma-ray proton coincident ratio was
found to be independent of proton energy for Eγ ≥
20MeV, thus suggesting that high-energy photon pro-
duction, for Eγ ≥ 20MeV, may arise in part from n-p
bremsstrahlumg in a later stage of the collision [53].
On the other hand, high-statistics data on the reaction
40Ar + 51V at 44A·MeV [54] were also analyzed. These
data show that, while hard photons with Eγ ≥ 25MeV
exhibit a slight anticorrelation constant with increasing
energy, the very energetic photons, namely with Eγ ≥
70MeV, exhibit a much stronger anticorrelation increas-
ing with increasing proton energy as expected in a first
chance n-p bremsstrahlung scenario. This result, which
confirms the expectations of dynamical models (see [14]),
provide an experimental evidence of the hypothesis that
very energetic photons are mostly produced in the early
stage of the reaction. This signature qualifies high-energy
photons (as well as protons) as probes of the momentum
and energy distributions of the nucleons in the early stages
of heavy-ion collisions. Hard two-photon correlations were
investigated in different systems, and the results reported
in refs. [55,56] also support the idea that hard photons
originate from an early stage of the reaction.

Besides the understanding of the production mecha-
nism, the study of the hard-photon emission allows to
use them as probes of the nuclear matter. In particular,
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due to the nature of the electromagnetic radiation, they
can carry unperturbed information on the nuclear matter
at the moment of their production and are not affected
by subsequent stages of the reaction. Information on nu-
clear dynamics, on the contribution of the mean field and
two-body collisions in dissipative heavy-ion reactions, and
a time scale for multifragmentation have been deduced
by detailed investigation of the hard-photon emission in
heavy-ion collisions at intermediate energy and the main
results are reviewed in the following.

In collisions around the Fermi energy, the nuclear dy-
namics is governed by the interplay between one- and two-
body dissipation, namely between the mean-field and NN
collisions. At energies around and above the Fermi en-
ergy (about 35MeV) the role of NN collisions increases
with increasing incident energy due to a reduced contri-
bution of the Pauli blocking, which inhibits NN collisions
at low energy. Two different experiments addressed the
problem of one- and two-body dissipation mechanisms at
intermediate energy via the study of hard-photon emis-
sion in peripheral and central reaction, respectively. Hard
photons were measured in coincidence with projectile-like
fragments in the reaction 36Ar + 159Tb at 44A·MeV in
the peripheral events [57]. The hard-photon multiplicity,
which scales with the number of n-p collisions, as discussed
above, and therefore represent a measure of two-body dis-
sipation, was measured as a function of the mass of the
primary projectile-like mass and was found to increase lin-
early with the transferred mass, showing the importance
of two-body collisions. Moreover, the multiplicity value de-
pends on the direction of transfer. Indeed more collisions
are needed to transfer mass from the heavier target than
viceversa; this effect is understood in terms of the action
of the mean field that favors nucleon transfer from the
lighter to the heavier partner of the collision. A comple-
mentary study for central collisions leading to incomplete-
fusion residues was reported in ref. [58]. In this case, hard
photons (Eγ ≥ 35MeV) were measured in coincidence
with heavy residues emitted in the reactions 36Ar + 90Zr
at 27A·MeV and 36Ar + 98Mo at 37A·MeV. In this inci-
dent energy regime, central and semi-central collisions lead
to incomplete fusion and this process is usually described
by the Viola systematics that shows a decrease of the mo-
mentum transfer as a function of the incident energy [59].
In the two 36Ar-induced reactions cited above, the ratio
between the residue velocity and the center-of-mass ve-
locity (vr/vcm) was measured as a function of the reduced
impact parameter (b/bmax) given by the hard-photon mul-
tiplicity. A strong correlation is found between vr/vcm and
b/bmax. Most remarkable, data coincide for both incident
energies. This indicates that the fraction of linear momen-
tum transfer for events giving rise to a residue depends
only on the impact parameter and not on the bombarding
energy. This demonstrates the role of two-body collisions
in the transfer process leading to the production of highly
excited nuclei. In conclusion, the hard-photon detection
has played an important role in elucidating the interplay
between mean-field and NN collisions around the Fermi
energy both in peripheral and central collision, leading re-

spectively to projectile-like fragments (PLFs) and heavy
residues.

High-energy photons do not only probe the first stage
of the collision. A contribution from a second, less ener-
getic, photon source emitted in a later phase of the re-
action was put in evidence in several reactions at various
incident beam energies. The feature of this so-called “ther-
malized” hard-photon component and its consistency with
statistical and dynamical model calculations are discussed
in the following.

Hard photons (Eγ ≥ 30MeV) were measured in the re-
actions induced by an 36Ar beam at 95A·MeV on 197Au
and 12C. It is important to note that in this case the inci-
dent energy per nucleon is well above the free NN thresh-
old for the production of photons with Eγ ≥ 30MeV. It
was shown [54] that while very energetic photons originate
from the first phase of the reaction, the bulk of photons
(Eγ ≥ 30MeV) is produced over a longer time span and
could probe if the phase that leads to the thermalization
of the fireball is formed in the reaction [60]. From an ex-
perimental point of view, the very good statistics hard-
photon measurements with the MEDEA [1] and TAPS [5]
detectors demonstrate that a good description of hard-
photon spectra is obtained with the superposition of two
components with different slopes and yields1. Moreover,
hard two-photon interferometry measurements in the re-
actions 86Kr + natNi at 60A·MeV and 181Ta + 197Au at
39.5A·MeV are well described within the hypothesis of
two different sources [61]. The softer component has been
associated with photon emission in a later stage of the re-
action. In BUU calculations, besides the dominant hard-
photon contribution produced by n-p bremsstrahlung dur-
ing the compression phase at the early stage of the reac-
tion (“direct” photons), “thermal” hard photons are also
emitted in a later stage from less energetic n-p collisions
inside a thermalized source during the resilience of the sys-
tem after the expansion phase. Experimentally, inclusive
and exclusive photon spectra consistent with a “thermal”
and a “direct” component were measured in the reactions
86Kr + natNi at 60A·MeV, 181Ta + 197Au at 39.5A·MeV,
208Pb + 197Au at 29.5A·MeV [62] and in the reactions
36Ar + 197Au, 107Ag, 58Ni and 12C at 60A·MeV [63]
and in the reactions 58Ni + 27Al, 58Ni and 197Au at
30A·MeV [64] and 58Ni + 197Au at 45A·MeV [65–67].

An appealing aspect of thermal photons is that their
emission signals that a big piece of nuclear matter still
exists at the end of the dynamical evolution of the colli-
sion, and their slopes can be related to the temperature
of such a system. This can be exploited to get informa-
tion on other processes using thermal photons as a probe.
For instance, the nuclear caloric curve has been investi-
gated using thermal photons as a new “thermometer” for
hot nuclear matter [68]. Moreover, thermal photons have
been used as a “clock” to deduce the time scale of in-
termediate mass fragment (IMF) emission. Studying the

1 However, we would like to notice that the change in slope
of the photon yield could be also affected by the 1/Eγ factor
which enters the elementary np-npγ bremsstrahlung probabil-
ity [15].
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Fig. 7. Experimental photon-IMF correlation factor versus the
threshold Eγ for IMFs in the velocity window near the center-
of-mass velocity. Data are shown for the Ni + Au reaction at
45A·MeV for central collisions.

thermal photon-IMF correlations, an anticorrelation sig-
nal with IMFs in the nucleus-nucleus center-of-mass veloc-
ity region has been observed in central Ni + Au collisions
at 45A·MeV (fig. 7) [66], while the same has not been
seen in the data for the same system at 30A·MeV [67].
This indicates that around 45A·MeV a transition occurs
from late to prompt IMF emission, where “prompt” has to
be interpreted as faster than the emission time associated
with thermal photons. Stochastic mean-field simulations
performed for these two reactions are consistent with the
data. At 30A·MeV for most of the events the system, after
the initial compression and expansion, recombines leading
to the formation of an heavy excited system with Z ≈ 80.
On the other hand, at 45A·MeV a dominant role of a
prompt IMF formation is observed [65,66].

The last part of the γ-yield concerns the very high-
energy part of the spectrum. Deep sub-threshold particles,
with respect to the kinematical limit expected for NN col-
lisions including the boost due to the Fermi motion, are
observed on a broad range of incident energies addressing
the question of which mechanism allows to concentrate
such a relevant fraction of the total available energy in
the production of a single energetic or massive “particle”.
Several hypotheses have been considered such as nucleon
off-shell effects, three-body collisions, dynamical fluctua-
tions or multi-step processes involving pion and Δ’s.

High-statistics data exhibit the presence of hard pho-
tons with energy well above the kinematical limit for
NN collisions. In the reactions 86Kr + natNi at 60A·MeV
and 181Ta + 197Au at 40A·MeV [69], hard-photon spectra,
with energy extending up to 5 times the beam energy per
nucleon, were measured. The data were compared with a
cascade model which takes into account several channels
(see fig. 8) including the radiative channel π+N → N+γ.
The calculations are in good agreement with the data for
the reaction 181Ta + 197Au at 40A·MeV, while undershoot
the data of the reaction 86Kr + natNi at 60A·MeV, both
concerning the highest-energy component of the photon
spectrum and slope and yield of the π0 energy spectrum.
In summary, theoretical calculations, in spite of the many

Fig. 8. Measured photon spectrum (full symbols) in the reac-
tion 86Kr + natNi at 60A·MeV (left panel) and 181Ta + 197Au
at 40A·MeV (right panel) after subtraction of the cosmic-ray
contribution (open symbols). The solid line represents calcula-
tions. In the lower part, the calculated spectrum is decom-
posed into fractions corresponding to the following mecha-
nisms: pn → pnγ, πN → Nγ, π0 → γγ, Δ → Nγ [69].

hypotheses proposed, are not satisfactory in explaining
deep subthreshold data and a more detailed comparison
between data and models is desirable. We will come back
to the problem of deep subthreshold particle production
in the next section, devoted to pions.

3 Subthreshold pion production

Pions (and nucleons), at variance with photons, after be-
ing produced, can interact with nuclear matter again and
be scattered and/or reabsorbed. These multiple interac-
tions of pions with the surrounding matter explain the
early success of statistical models [70–72]. On the other
hand, rescatterings lead to ambiguities in transport ap-
proaches where pion production is calculated perturba-
tively, similarly to hard photons. This method is in prin-
ciple not applicable because pion dynamics should be fol-
lowed microscopically. What is generally done in the lit-
erature is to correct the results with an absorption factor
expressed in terms of a pion mean free path, and in turn
obtain a value for the mean free path for each experi-
mental condition [14–16,73,74]. For this procedure to be
fully consistent, the other parameters entering the calcu-
lation should be fixed from independent observables, for
instance, photon production in the same reaction. Unfor-
tunately, this is rarely reported in the literature we are
aware of.

Keeping this problem in mind, in this section we would
like to review some of the experimental data on pion pro-
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Fig. 9. Ratio R of π− to π+ cross-section in Ne + NaF at
different incident energies as a function of the pion energy in
the projectile frame. The solid curve shows the Coulomb energy
as described in the text [75].

duction at energies ranging from the absolute kinematical
threshold to about 100A·MeV. An abundant literature on
higher energies exists, which is however outside the scope
of this work.

First data on pion production at subthreshold ener-
gies (corresponding to a beam energy per particle in the
laboratory below twice the pion mass) were obtained by
Benenson et al. at LBL above 100A·MeV [75] and sub-
sequently at much lower beam energies, 16O + Al, Ni at
25A·MeV [76]. The latter result was somehow surprising,
at that time, because one would estimate a higher thresh-
old for pion production around 50A·MeV by coupling the
relative to the Fermi motion in first-chance NN collisions.
In the work of Benenson et al. the ratio of π+/π−, reported
in fig. 9, was measured and successfully explained in terms
of a statistical model which invoked the ratios of the ab-
sorption cross-sections and a Coulomb shift (see the full
line in fig. 9) [72].

A collection of available data was analyzed in terms of
probability of elementary NN collisions folded with the
number of possible collisions in a nucleus-nucleus inter-
action. This gave a scaling approximation similar to the
one reported for photon production, which is displayed in
fig. 10 [46,49]. This scaling shows that at least the gross
features could be understood in terms of single NN colli-
sions. Below, we will show that this mechanism is however
insufficient to explain data very close to the kinematical
threshold.

To enter more in detail into the microscopic calcula-
tions, we briefly recall how pion production is simulated in
kinetic models. This is very similar to photon production
discussed above, i.e. for each elementary NN collision the
production probability is calculated perturbatively. This
means that for each elementary collision a pion of a given
charge (charge conservation enforced) and energy is pro-
duced according to an emission probability extracted from

Fig. 10. Emission probability of neutral pions for in-medium
NN collisions as a function of the incident energy per nucleon.
Vc is the Coulomb barrier [14].

a parametrization of the free NN → NNπ cross-section.
This cross-section is dominated by the excitation of a Δ-
resonance as a doorway state. The underlying hypothesis
is the neglect of the finite Δ lifetime. The emission angles
are randomly chosen and the final momenta of the nucle-
ons are calculated to conserve total energy and momentum
in the collision. The obtained probability is multiplied by
the Pauli-blocking factors (1− f) · (1− f) for each chosen
emission angles of the pion (and averaged over the dif-
ferent emission angles). This approach has been used by
many authors [14–16], but one different idea was proposed
by W. Bauer in ref. [73]. There it was assumed that pi-
ons may be produced through a Δ-resonance whose decay
would be hindered by the blocking effect of the Fermi sea.
The crucial point for this scenario is to get some informa-
tion on the mean field seen by Δ’s. In fact, if Δ’s see a
strong repulsive mean field, their formation will not be fa-
vored and the process discussed above will be unphysical.
Gathering some information about the properties of the
mean field seen by the Δ at moderate densities and tem-
peratures could be possible through a careful experimental
and theoretical analysis of pion and photon production in
the nucleus-nucleus collisions. This would call for a second
campaign of coincidence experiments with more perform-
ing detectors to study the Δ propagation in the medium
supported by a deep theoretical analysis with more recent
and refined models that are now available. Since in the
world there are many laboratories able to deliver beams
of high quality at the energies of interest and there are
very good and performing detectors that with small mod-
ifications could be suitable to study the type of physics
discussed here, there is no need for large financial efforts
and to leave the field not fully explored would be a real
pity. But in order to disentangle the main features we have
understood so far and the questions still not answered, we
will go in more detail into the results that have been ob-
tained.

In terms of microscopic models, the first ingredient
to be considered is the ground-state momentum distribu-
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tion. In the first codes this distribution was given within
a degenerate Thomas-Fermi approximation, i.e. for each
local density a Fermi momentum was calculated and the
particles (usually test particles in a Boltzmann transport
equation) randomly distributed as a step function with
the corresponding local Fermi momentum. This approach
lacks self-consistency and the high-momentum tail of the
distribution is neglected [14–16]. More recent approaches
such as Fermionic molecular dynamics (FMD) [77], anti-
symmetrized molecular dynamics (AMD) [78], constrained
molecular dynamics (CoMD) [79] and more recent Vlasov
approaches [80,81] calculate in a self-consistent way the
ground state used for the time evolution of the collisions.
However, detailed calculations for pion production within
the framework of those more refined models are not avail-
able to our knowledge.

In the old calculations a large dependence of the pion
production on the Fermi momenta was observed. We no-
tice in passing that if the nuclear ground state is not ob-
tained self-consistently, one can change the Fermi energy
by modifying slightly the surface term or the momentum-
dependent part of the potential (or some parameters of
the Gaussian or delta test particles) keeping the nuclear
binding energy unmodified. Changing the Fermi energy
will change the pion distributions by orders of magni-
tude [15]. The use of a realistic correlated ground-state
momentum distribution fitted from electron scattering ex-
periments [14] naturally allows to increase the maximal
Fermi boost, and consequently decrease the threshold en-
ergy for pions and all other subthreshold particles. It is,
however, worth mentioning that, from a numerical point of
view, the particle production rate is not entirely trustable
in this approach. Indeed, due to the semiclassical nature of
the simulation, test particles initialized in the high-energy
tails are not Pauli blocked and may lead to a spurious pro-
duction of particles already in the ground state. Because
of this ambiguity, the question whether energetic parti-
cles are produced in incoherent NN encounters or not is
not completely solved. Recent data on proton production
as a function of the number of participant nucleons [13]
clearly demonstrate that cooperative processes have to be
invoked when detecting protons whose energies are close
to the NN kinematical limit. Similar exclusive data at
the energies of interest here and for pion production are
unfortunately not available to our knowledge. This kind
of data would provide more precise information on the
type of mechanism responsible for pion and more general
particle production near the kinematical threshold. Fur-
thermore, they will give a more stringent test to the more
refined models available nowadays.

As discussed in the introduction, one of the main mo-
tivations in studying energetic particle production is the
possible sensitivity to the characteristics of the nuclear
EOS properties and in-medium cross-sections. Informa-
tion on these issues coming from pion production is dis-
cussed below. The nucleon-nucleon cross-section appears
in transport models in the collision term. Most calcula-
tions include a two-body collision term which takes into
account, in a semiclassical way, the effect of Pauli block-

ing. However, when the density and temperature of the
system increase Pauli blocking relaxes and the dilute-gas
approximation which is the basis of the Boltzmann colli-
sion term is no longer valid. Attempts have been made to
include three-body collisions [82–84] to calculate not only
particle production and collective effects [83] but also more
complex particle production [84].

It is important to notice that the 3-body collision term
is not unique and its expression depends on the adopted
approximation scheme [82–84]. In [82,84] a 3-body colli-
sion can happen if the particles did not undergo a 2-body
collision while in [83] the probabilities for two- and three-
body collisions are calculated independently. This latter
assumption leads to a decrease of the particle mean free
path while the previous one does not necessarily. The
two approaches give different values for physical observ-
ables such as collective flow under fixed conditions for the
other parameters, i.e. same elementary NN cross-section
and similar mean fields. To discriminate between differ-
ent treatments, codes should be confronted with analytical
solutions accessible in model cases [83], and independent
observables sensitive to the nucleon mean free path such
as nuclear stopping, should be systematically compared
to experimental data. In any case, when three-body col-
lisions are included energetic particles are produced with
higher probability as compared to the two-body case and
with higher energy [15].

Another important physical ingredient is the nuclear
mean field. Many calculations have shown a modest sen-
sitivity to the compressibility of the EOS for pion and
photon production. This has been explored especially for
momentum-independent interactions. Of course, it is well
known that the mean field is momentum dependent (fig. 2)
thus models should take into account this feature also for
particle production. When the momenta of two (or three)
colliding nucleons change because of the scattering, the
field changes as well because of its momentum dependence.
What one does in practical calculations is to modify the
momenta of the particles in such a way that the total en-
ergy is conserved. If this is not possible the collision is
rejected. This generally results in a reduced number of
NN collisions and possibly in a global transparency effect
as compared to calculations with momentum-independent
forces. The role of the momentum-dependent force should
be further investigated when a particle, a pion or a pho-
ton is produced. In such a case the final momenta of the
nucleons are further reduced because some energy and
momentum is carried away from the produced particles.
Thus, on top of the Pauli-blocking effect one should con-
sider the effect of the momentum-dependent mean field
which being usually repulsive will result in a need for
more energy to produce a particle and in turn to a re-
duction of its formation probability. No microscopic mod-
els with momentum-dependent forces that calculate sub-
threshold particle production are available to our knowl-
edge. Some exist at higher energies where the calculations
are non-perturbative [85] and a sensitivity to the EOS is
demonstrated. Even in the perturbative regime, calcula-
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Fig. 11. Comparison between the “indirect” channel (π0-p)
invariant-mass distribution A(minv) (upper panel), extracted
from a best-fit procedure, and Δ mass distribution (lower
panel) predicted by the BNV theoretical calculation for the
same system at the same bombarding energy [86].

tions should be feasible nowadays with the more perform-
ing computers.

For the particular case of pion production, if the pro-
cess occurs through Δ formation and if the Δ cannot de-
cay because of the Pauli principle until it is in vacuum
(or in a low-density and high-temperature region), one
could try to study the properties of the mean field seen
by the Δ. Some experimental data on Δ production in
nucleus-nucleus collisions at energy below 100A·MeV have
been discussed in [86,87] and investigated in BNV calcula-
tions (see fig. 11). Data show that the Δ width is reduced
from its free value to about 25–50MeV. Naively this would
indicate that the Δ lifetime in matter is increased to about
10 fm/c which could be a sufficient time to say that the
delta does not decay before the nuclei disassemble. On the
other hand, the width of the resonance is roughly repro-
duced in the BNV calculation as due to the folding of the
delta width in vacuum and energy conservation (or Pauli
blocking) that blocks the higher-momentum part of the
pion distribution. The model has the features discussed
above, i.e. momentum-independent mean field, Fermi-gas
approximation for the initial distribution and two-body
collisions only. A more refined approach and more data
for other systems at different energies would be needed to
study the dynamics of Δ’s in moderately excited nuclear
matter.

4 Energetic light-particle emission

Together with pions and hard photons, energetic nucleons
are a powerful probe to get information on the initially

compressed nuclear phase and on the following dynam-
ics, because their emission drives the system towards an
expanded and more thermalized stage or a fragmentation
stage. Moreover, the knowledge of the energetic particle
multiplicities and of the energy dissipated in the first re-
action phase is of particular interest for the understanding
of the role of the isospin degree of freedom in nuclear re-
actions and in the EOS for asymmetric nuclear matter.

Energy spectra of light particles (p, d, t,He) have been
measured for a large variety of reactions in a wide range
of incident energies with apparatuses covering the whole
angular range. In fig. 12 the experimental proton energy
spectra (dots) for 64Zn + 92Mo collected at different in-
cident energy and detection polar angles measured with
the NIMROD apparatus [3] are reported. A frequently
used technique to study light-particle emission mecha-
nisms is a simultaneous fit (in energy and in angle) of these
spectra assuming isotropic emission from sources with a
Maxwellian spectrum in their center of mass. Such analy-
sis performed on energy spectra, collected in inclusive [88–
93] data and in data sorted as a function of centrality, [94–
97] shows that the procedure is able to give a qualitative
characterization of the light-particle emission process.

The source velocities (vs), the inverse-slope parame-
ters (T ), the multiplicities (M) and the Coulomb emis-
sion barriers (Ec) are the fit parameters. A good repro-
duction of the experimental data, in the whole angular
range, is possible only if three sources are taken into ac-
count: a projectile-like source (PLF) (vs ≈ vbeam) that
dominates at forward angles, a target-like source (TLF)
(vs ≈ 0) localized at low energies, and an intermediate-
velocity source (IS) (vs ≈ vbeam/2) that dominates at high
energies and at larger polar angles. The relative yields of
the sources depend on the system asymmetry, on the re-
action centrality and incident energy [95,96]. The values
of the inverse-slope parameters (T ) are of the order of
4–6 MeV for TLF and PLF while, for the IS source, T is
much higher, depending on the incident energy. The pres-
ence of these three sources is clearly evidenced also in the
Lorentz-invariant differential cross-section plots for light
particles [95,98].

Light particles emitted from TLF and PLF sources
are interpreted as particles evaporated from equilibrated
systems with a statistically predicted Maxwellian spec-
trum. Such interpretation is strengthened by the analysis
at lower bombarding energy and/or excitation energies.
The exponential slope T reflects the “apparent tempera-
ture” of the emitting systems averaged over the whole de-
excitation cascade. Applying corrections using statistical
models, it is possible to estimate the initial temperatures,
that are in agreement with the values estimated with other
methods [99].

Protons and neutrons emitted from a source with half
beam velocity (IS), which accounts for the most ener-
getic part of the spectra at around 90◦ in the nucleon-
nucleon reference frame, are interpreted as emitted in a
non-equilibrated phase of the reaction as a consequence
of NN collisions. In ref. [100] mid-velocity emission is al-
ready found at 25A·MeV while the onset of hard-photon
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Fig. 12. Proton energy spectra for violent collisions in 64Zr + 92Mo reactions at different incident energies (indicated on top)
and different detection polar angles (indicated in the left column) are reported. Experimental data are shown by dots. Thick
and thin solid lines refer to AMD-V simulation results for soft and stiff EOS with different prescriptions for the in-medium
cross-section [3].

Fig. 13. Experimental slope parameters of the IS in proton
spectra for various systems as a function of the bombarding
energy above the Coulomb barrier Vc. The curve represents
the estimate for quasi-free NN scattering [101].

emission, discussed in the previous paragraph, is found at
10A·MeV [26].

Originally, the Maxwellian parameterization was in-
troduced following statistical arguments (Boltzmann gas).
The momentum distribution components are assumed to
be independent Gaussians with a mean square value σ2 =

m · T , where m is the nucleon mass, and T a tempera-
ture parameter. In the case of IS, the parameter T rather
represents the random composition of the beam velocity
with the Fermi momenta of the nucleons inside the nu-
cleus [101]. The systematics of the extracted slope param-
eters T for IS for proton spectra is reported in fig. 13 and
explained in this framework. Deviations from this picture,
especially at low incident energy, have been explained as
due to Pauli-blocking effects [101].

By analyzing the neutron energy spectra we expect
to find the same characteristics as for protons (the only
difference is the lack of Coulomb repulsion). From the
experimental point of view neutron detection, especially
at high energies, is quite difficult and poor experimental
data with respect to charged particles are available. In the
35Cl + natTa reaction at 43A·MeV [102] neutron spectra
have been measured up to 50MeV from 60◦ to 150◦ polar
angles as a function of the PLF excitation energies and
pre-equilibrium neutrons from the IS source have been
evidenced. In this work from the Maxwellian fit a IS ve-
locity lower than half the beam velocity for all the PLF
excitation energies has been extracted and reproduced by
BNV calculations. This trend has been explained as due
to the attractive mean field from the target that the emit-
ted neutrons of moderately high energy still feel. In the
scenario where pre-equilibrium neutrons are emitted as a
consequence of NN collisions, if the emitted neutron un-
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dergoes more than one collision, a velocity lower than the
NN velocity is expected. Recently, although neutron spec-
tra were measured only up to 25MeV in the 36Ar + 58Ni
reaction at 50A·MeV from 60◦ to 150◦ [103], they were an-
alyzed as a function of the centrality and the IS velocity
was extracted. The IS velocity is found closer and closer
to the NN center-of-mass velocity with increasing central-
ity. The analysis of proton spectra, presented in the same
work but in the 58Ni + 58Ni reaction at 52A·MeV, does
not show the same trend; the IS velocity is near to the NN
velocity for all the centrality bins. This trend can be ex-
plained if neutrons are emitted both from NN collisions
in the interaction zone in the first stage of the reaction
(predominant at central collisions) and/or by a delayed
emission that occurs after the neck rupture and enhanced
near the heaviest partner of the reaction thus explaining
the lower IS velocity at peripheral and semi-central colli-
sions for neutrons. This delayed emission near the quasi-
target is enhanced for neutrons with respect to protons
due to the lack of the Coulomb repulsion. To confirm this
interpretation simultaneous measurements of protons and
neutrons for the same reactions are necessary [104].

An analysis in terms of Maxwellian source emission
applied to light-cluster (d, t,He) energy spectra shows a
similar scenario. The emission of the most energetic par-
ticles from the IS has been explained with a coalescence
model where the emission of light clusters is related to
the momentum space densities of nucleons in the colli-
sion [88,92,93,105]. The coalescence radius, P0, is the sin-
gle free parameter of the model once proton and neutron
energy spectra are known. P0 is the radius of a sphere
in momentum space where coalescence occurs. Recently,
the coalescence model has been coupled with dynamical
models describing the collision [98,106,107] to explain the
energy spectra of complex light particles. The percent-
age of particles emitted promptly at intermediate velocity
(pre-equilibrium particles) decreases with increasing mass
of the cluster [98]. In ref. [106] a self-consistent coalescence
model analysis has been used to determine the size of the
system as a function of time and to follow the evolution of
density and temperature during the reaction. Recently,
the emission of light cluster (Z ≥ 3) at mid-velocities
has been interpreted as emitted from a neck-like struc-
ture, formed dynamically during the reaction, joining the
quasi-projectile and the quasi-target [108,109]. The inter-
est in these studies is focused on understanding the nature
of “neck” formation (see the contribution by Di Toro et
al., Neck dynamics, this topical issue). One of the most
relevant features of IMF emission at mid-velocities is a
neutron enrichment with respect to IMF emission from
the projectile. Four reactions 124,136Xe + 112,124Sn [110]
were studied at 55A·MeV supporting the idea that IMFs
are emitted from a multiple neck rupture from a mate-
rial that is “surface-like” thus enhancing the N/Z ratio.
These results were confirmed by the chemical analysis of
the mid-velocity component measured [100] in peripheral
and semi-central collisions induced by Xe and Sn at en-
ergies between 25 and 50A·MeV. The most neutron-rich
isotopes are favored at lower energies and in peripheral

collisions, where the emission is globally more neutron
rich than evaporative processes. Similar results have been
found in [111] where more neutron-rich He isotopes are
found in mid-peripheral emission from the neck zone with
respect to He isotopes emitted from PLF. Exclusive mea-
surements of neutron and proton emission characteristics
from intermediate-velocity sources, measured in the same
reactions with different N/Z ratio, and comparison with
dynamical calculations can add information on the mecha-
nism leading to the neutron enrichment of the neck region.

In the energy regime considered in this review this well-
established scenario, in terms of three emitting sources,
is a way to mimic the emission of particles dynamically
originating during the whole reaction time. In particu-
lar, pre-equilibrium particles are not necessarily emitted
from a source well located in time. The comparison of
experimental data with dynamical model predictions [12]
and more complex analyses, as particle-particle correla-
tions (see the contribution by Verde et al. in this topical
issue and refs. [112,113]) allow to infer a space-time char-
acterization of the emission mechanisms. However, from
the experimental point of view, the emitting source pa-
rameterization is able to give an estimate of the number
of nucleons and of the energy removed at each step in the
reaction [95] and to “isolate”, by selecting detection an-
gles and energies, energetic particles emitted from the IS
(pre-equilibrium particles) for more complex event-based
analyses [13,94].

In order to estimate the amount of pre-equilibrium
emission, besides the integration of the Maxwellian fit-
ted curves, alternative methods have been applied for the
58Ni on 58Ni reaction at 32A·MeV [114] in complete events
detected with the INDRA apparatus. In this work all the
methods applied lead to the same estimate of the mass and
the energy removed in the pre-equilibrium stage. In [115]
a balance of mass, momentum and energy has been per-
formed for several central reactions with different mass
asymmetries and energies (from 17 to 115A·MeV). These
works prove that a large fraction of the initial mass and
available energy is removed in the pre-equilibrium stage
confirming that the estimate of pre-equilibrium emis-
sion is of crucial importance for the study of “hot” sys-
tems formed in central heavy-ion collisions. In particular
in [116] the isospin content of the pre-equilibrium nucleon
emission at high transverse momentum is suggested as a
probe to explore the momentum dependence of the sym-
metry term potential in asymmetric nuclear matter.

The space characterization of pre-equilibrium emission
can also be inferred by studying the impact parameter de-
pendence of pre-equilibrium particles [94,117,118]. Ener-
getic protons at large polar angles, measured as a function
of the impact parameter for reactions with different mass
asymmetry at 44A·MeV [94], show that pre-equilibrium
proton multiplicities increase with the size of the overlap-
ping region and, from system to system, with the number
of protons in the collision zone. The trend as a function of
impact parameter b can be understood if we assume that
proton yields scale with the overlap surface of the collid-
ing system thus indicating that pre-equilibrium protons
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are emitted mainly from first NN collisions as already
reported for hard-photon emission. This surface depen-
dence had already been predicted for high-energy gamma
emission by BUU calculations [31]. In ref. [119] from light
particles (p, d, t, 3He and 4He) measured in Ar + Ni col-
lisions from 52 to 95A·MeV, the amount of matter and
energy associated with the IS are estimated. The results
indicate that the total mass is directly correlated to the
impact parameter and it does not depend on the incident
energy, while the energy carried by light particles at inter-
mediate velocity is not strongly dependent on the impact
parameter but it depends on the incident energy.

From the analysis of proton angular distributions in re-
actions with different mass asymmetry at 44A·MeV [12],
a reminiscence of the elementary NN cross-section in
the observed anisotropy in central collisions for quasi-
symmetric systems confirms the hypothesis that pre-
equilibrium protons are emitted as a consequence of first
NN collisions. These results, compared with BNV pre-
dictions, are consistent with a scenario in which particles
are emitted in the first phase of the reaction mainly from
the first NN collisions in the interaction zone. Due to the
short proton mean free path a strong screening effect is
evident, which distorts the expected angular-distribution
trends in peripheral reactions and heavy systems. A clear
signature of this scenario is provided by γ-p correlation
results [54], as described in sect. 2. These results sug-
gest that protons produced in light symmetric systems
should be good probes to gather information on the in-
medium NN cross-section. Indeed light-cluster formation
has been calculated in microscopic transport approaches
including nucleon-nucleon cross-section in-medium effects,
which depend on the density and energies deposited in the
system [120]. This study shows that the number and the
spectra of light charged particles change in a significant
manner [121,122].

High-efficiency apparatuses are capable of measuring
differential energy spectra that span several orders of mag-
nitude. Particles with energy per nucleon up to 3–4 times
the incident energy [3,12,13,123] have thus been mea-
sured. With the hypothesis that energetic protons are
emitted as a consequence of first-chance NN collisions,
and that the momentum distribution can be approxi-
mated as a degenerate Fermi gas, a kinematical limit in
proton energies is expected. The observation in the en-
ergy spectra of protons far exceeding this limit is a puz-
zle not yet resolved. The mechanism able to concentrate
in few nucleons so much energy is not yet known, but
its knowledge can be of crucial importance to shed light
on all sub-threshold particle emission in heavy-ion reac-
tion at intermediate energy. Mechanisms as cooperative
effects [15], high-momentum tail of the nucleon Fermi dis-
tribution [124], fluctuations in the momentum space [125]
or properties of the potential have been proposed. At-
tempts to reproduce the extremely high-energy tail in pro-
ton spectra with dynamical models [3,13,123,125] have
been done. In these works, different prescriptions for the
effective mean-field potential and for in-medium proper-
ties of the two-body collision cross-section have been used.

Fig. 14. Inverse-slope parameters extracted from proton spec-
tra as a function of the impact parameter for the 58Ni + 58Ni
reaction at 30A·MeV. Full squares represent the experimental
data, open triangles the BNV calculations with a local mean
field and open circles the BNV calculations with a momentum-
dependent potential [126].

The most promising mechanism responsible for the pro-
duction of extremely energetic protons seems to be a co-
operative mechanism by which more nucleons act together
to produce a high-energy nucleon. A similar production of
high-energy gamma-rays exceeding the kinematical limit
for n-p collisions has been observed in ref. [69]. Experi-
mental inclusive proton spectra measured in Ar + Ta col-
lisions at 95A·MeV at large polar angles [123] were com-
pared with QMD [125] and BNV [123] calculations that
include, besides the usual local mean-field potential and
two-body collisions, three-body collisions which succeeded
in the explanation of sub-threshold pion production (see
section on pions). The comparison with the experimen-
tal data shows good agreement in the reproduction of the
high-energy slope.

Protons up to twice the NN kinematical limit (5 times
the beam energy per nucleon) have been measured as a
function of the centrality in the 58Ni + 58Ni reaction at
30A·MeV. The slope and yield of energetic proton spec-
tra collected at different impact parameters have been ex-
tracted and the comparison with results of BNV calcu-
lations with a local Skyrme potential and Gale-Bertsh-
Das Gupta momentum-dependent potential is reported
in fig. 14 [126]. The slopes are well reproduced by a
momentum-dependent potential, while the local poten-
tial fails especially at central collisions. Since momentum-
dependent effects could be expected also from a stiff po-
tential, the dependence on the compressibility term has
also been investigated for the same reaction [127]. The
proton high-energy spectra predicted by BNV calcula-
tions with a hard and a stiff compressibility for a local
Skyrme interaction have been compared to the experimen-
tal spectra, and the results indicate that the proton spec-
tra are not sensitive to the compressibility term while they
are sensitive, both in yield and slope, to a momentum-
dependent potential.
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Fig. 15. Proton multiplicities as a function of the number of
the participant nucleons (Apart) for different proton energies in
the reaction 58Ni + 58Ni at 30A·MeV. Full squares represent
the experimental data, open triangles the BNV calculations
with a local potential and open circles the BNV calculations
with a momentum-dependent potential. In the bottom right
panel the points for 130 ≤ Ep ≤ 150 are reported, divided
by Apart. The BNV calculations are scaled by a factor 0.6 in
order to take into account the yield reduction due to complex
particle emission not predicted by the calculations.

A more detailed analysis for the same reaction has
been performed in [13]. High-energy protons were detected
in coincidence with heavy fragments in order to select
classes of events with different centralities. For each class
of events high-energy gamma-rays were measured in co-
incidence and a quantitative measure of the size of the
interaction zone (Apart) was determined. In fig. 15 high-
energy proton multiplicities as a function of Apart (i.e. im-
pact parameter) for different energy values are reported.
A linear dependence on Apart (dashed line in the top left
panel) is observed for protons between 60 and 80MeV,
thus confirming that the high-energy proton multiplicity
increases linearly with increasing Apart. With increasing
proton energy a stronger deviation from linearity is ob-
served. The dashed line in the top right panel of fig. 15
shows a quadratic dependence. A similar behavior is ob-
served for π0 and η at much higher incident energies [128]
and interpreted as due to multi-step processes. The exper-
imental data were compared with microscopic BNV cal-
culations where two different potentials were included: a
local Skyrme interaction (open triangles in fig. 15) and
a Gale-Bertsch-Das Gupta momentum-dependent inter-
action (open circles). Momentum-dependent BNV calcula-
tions reproduce well the data up to 120MeV (left panels in
fig. 15) but fail in reproducing the extremely high-energy
proton multiplicity. BNV with local potential undershoot
the data already at low energies and central collisions.
These results call for the introduction in the transport
models of ingredients that are beyond the one- and two-
body effects as cooperative effects (three- or higher-order
collisions) [15]. As quoted in the introduction, the fact that

three-body effects might be important has been advocated
also in microscopic Bruckner HF calculations [8] to repro-
duce the experimental ground-state energy and density
of nuclear matter. The information that can be extracted
from energetic proton data is that, even though coopera-
tive effects are important, their relevance compared to nu-
cleons produced from two-body collisions is negligible. In
BHF microscopic calculations instead the relevance of the
three-body force is large, in fact the ground-state density
in the calculations decreases almost of a factor two when
three-body forces are included [8,129]. We would expect
that when increasing the excitation energy of the system
three-body forces would become even more important as
compared to cold nuclear matter because of some relax-
ation of the Pauli blocking.

This aspect calls for a further and more detailed ex-
perimental and theoretical analysis of these reactions at
various beam energies to try to pin down the relevance
of two-body versus three-body forces, which could be rel-
evant for microscopic calculations of the nuclear-matter
EOS and the binding energies of light nuclei.

A detailed comparison between experimental re-
sults from several reaction at different incident energies
(64Zn + 58Ni, 92Mo and 197Au at 26, 35, 47A·MeV) with
dynamical model predictions has been presented in ref. [3].
The general aim of this work is to get information on
the reaction mechanisms by comparing the model results
with a wide set of experimental data. Direct experimen-
tal observables as velocity and energy spectra, multiplicity
and charge distribution for light particles (p, d, t, α) and
IMF (Z ≥ 3) have been compared with a modified an-
tisymmetrized molecular dynamics (AMD-V) that takes
into account different prescriptions for the in-medium NN
cross-section and a Gogny effective interaction with a
momentum-dependent mean field and two different com-
pressibility values. In fig. 12 the experimental proton en-
ergy spectra (dots) and AMD-V calculations with two dif-
ferent compressibility values and in-medium NN cross-
section description are reported. Results corresponding to
a compressibility for infinite nuclear matter K = 228MeV
and an empirical in-medium NN cross-section prescrip-
tion, where no distinction is made between n-n and
n-p cross-sections (soft EOS+NNemp) are represented as
thick lines while results corresponding to K = 360MeV
and an in-medium NN cross section with different-cross
section prescription for n-n and n-p cross-sections (stiff
EOS+NNLM) are represented as thin lines. Both calcu-
lations with different compressibilities are in qualitative
agreement with the bulk of data, but none of them is able
to reproduce the high-proton energy tails (see fig. 12) es-
pecially at around 50◦ polar angle, which corresponds to
emission near 90◦ in the center-of-mass system, where the
high-energy IS component can be clearly evidenced.

5 Conclusions and future perspectives

In this work we have reviewed the production of
hard photons, subthreshold pions and energetic nucle-
ons in nucleus-nucleus collisions at intermediate energies
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(10A·MeV ≤ E ≤ 100A·MeV). A first remark concerns
the fact that the bulk of data are qualitatively rather well
reproduced by dynamical calculations like BUU. The nu-
clear dynamics is described in terms of a mean field and
two-body collisions, thus confirming the dominant role of
NN collisions, boosted by Fermi motion of the colliding
nuclei. This result opened the possibility of carrying on a
more detailed comparison between experimental data and
calculations in order to put constraints on the in-medium
NN cross-section, as well as on the momentum depen-
dence of the nuclear mean field, and on the equation of
state of nuclear matter.

As a second general result, the general agreement be-
tween high-energy particle data and dynamical transport
models calculations qualifies these particles as probes for
the early non-equilibrated stage of the reaction. This al-
lows to extract information regarding the pre-equilibrium
phase and the following evolution towards equilibration.
Some interesting results from a detailed comparison be-
tween data and calculations have been obtained:

– a clear evidence of momentum-dependent interactions
has been gathered;

– particle production is very sensitive to the NN cross-
section, however more work should be done to draw
conclusive results on σNN modifications in the nuclear
medium taking also into account the effects on the re-
action dynamics.

A word of caution is however necessary. All these con-
clusions crucially rely on the comparison of data with
transport calculations, and one should make clear that
they do not depend on the numerical implementation of
the model. One main suggestion could be to compare the
results of several dynamical calculations with many differ-
ent experimental data, for example for both energetic nu-
cleon, pion and hard-photon production and, on the other
hand, to verify that the same prescriptions allow also a
good description of other features of the nucleus-nucleus
dynamics both in peripheral (neck, PLF fragmentation,
etc.) and central collisions (fusion, multifragmentation,
etc.). This procedure should allow to constrain the pa-
rameters of interest for the EOS. Moreover, the fact that
a probe is sensitive only to some parameters of the EOS
and not to others is important since it allows to disen-
tangle the contribution of various parameters. This is the
case of hard photons and energetic nucleon spectra that
are not particularly sensitive to the stiffness of the EOS.

It is also important to mention that, for energetic
proton production, a strong improvement in the agree-
ment between data and calculations is achieved, for cen-
tral collisions, only including a momentum dependence
of the nuclear mean-field interaction. To our knowledge,
momentum-dependent calculations have not been carried
out for the hard-photon production and, since the effect of
Pauli in the final state is much stronger in this case, this
comparison is expected to provide additional valuable in-
formation.

Hard photons, which are unperturbed probes due to
the fact that they once produced do not interact any-
more with the surrounding nuclear matter, provide a clean

chronology of the various stages of the reaction. In partic-
ular, energetic hard photons (Eγ ≥ 50MeV) gave access
to the momentum Fermi distributions of the colliding nu-
clei in the early non-equilibrated stages of the reaction,
while “thermal” hard photons provide a clock for multi-
fragmentation.

The observation of deep-subthreshold or extremely en-
ergetic “particles” addressed the question of which mecha-
nisms could allow to concentrate a relevant fraction of the
available energy in the production of a single energetic or
massive “particle”. For hard photons, pions and energetic
protons as described in this report, as far as we know,
there is a lack of theoretical models to compare with ex-
isting deep-subthreshold data. Cooperative effects, where
more nucleons or cluster of nucleons participate in the col-
lisions, seem very promising and more theoretical effort
should be devoted to this issue. One extreme case which
we would like to stress is pionic fusion where all the beam
energy is transformed into the pion mass and a compound
nucleus is formed very close to its ground state [130].

In the near future the investigation of the isospin
degree of freedom will be boosted by the new facilities
providing exotic beams and its impact on the EOS of
asymmetric nuclear matter will be the next challenge for
heavy-ion nuclear physics. In this field, n, p, pion and
hard-photon detection is expected to provide very impor-
tant pieces of information, especially due to the fact that
these probes are sensitive to the first stage of the reac-
tion where the largest asymmetry in isospin and densities
can be reached. In asymmetric matter a splitting of neu-
tron and proton effective masses is expected, but the sign
of the splitting is quite controversial giving opposite re-
sults for various Skyrme forces. The investigation of pre-
equilibrium particles, for which the high-momentum com-
ponents have a crucial role, could provide sensitive probes.
In particular, the neutron proton ratio of fast nucleon
emission as a function of centrality and the slopes and
yields of hard-photon spectra, which can provide comple-
mentary pieces of information with respect to the nucleon
emission thanks to the fact that they are not affected by
final-state interaction, should be carried out [131].

Concerning pion emission, several theoretical works
have been published, investigating the sensitivity of the
π+/π− ratio to the isospin degree of freedom at incident
energies of about 400A·MeV, and its dependence on the
neutron and proton chemical potentials and on the sym-
metry energy has been put in evidence [132,133]. However,
it is important to underline that these works deal with
equilibrated dense nuclear matter, while the possibility of
investigating the π+/π− ratio at incident nucleon energy
below the NN pion energy threshold, could give access to
the early non-equilibrated stage of the reaction.
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Abstract. Intermediate-energy heavy-ion reactions produce a mid-rapidity region or neck, mostly in the
semiperipheral collisions. Brief theory and experiment surveys are presented. General properties of the
mid-rapidity zone are reviewed and discussed in the framework of reaction dynamics. Hierarchy effect,
neutron enrichment, isospin diffusion are all new neck phenomena which are surveyed. The main neck
observables are also examined, mainly in the context of the symmetry term of the nuclear equation of
state.

PACS. 25.70.-z Low and intermediate energy heavy-ion reactions – 25.70.Lm Strongly damped collisions
– 25.70.Mn Projectile and target fragmentation

1 Neck fragmentation in semiperipheral
collisions at Fermi energies

1.1 Theory survey

The possibility of observation of new effects, beyond the
deep-inelastic binary picture, in fragment formation for
semicentral collisions with increasing energy was advanced
on the basis of the reaction dynamics studied with trans-
port models [1–3]. The presence of a time matching be-
tween the instability growth in the dilute overlap zone
and the expansion-separation time scale suggested the ob-
servation of mean-field instabilities first at the level of
anomalous widths in the mass/charge/. . . distributions of
Projectile-Like or Target-Like (PLF/TLF) residues in bi-
nary events, then through a direct formation of fragments
in the neck region [4,5]. It is clear that in the transport
simulations stochastic terms should be consistently built
in the kinetic equations in order to have a correct de-
scription of instability effects. Stochastic Mean-Field ap-
proaches have been introduced, reproducing the presently
available data and having a large predictive power [6–9].

In conclusion, at the Fermi energies, we expect an in-
terplay between binary and neck fragmentation events,
where Intermediate Mass Fragments (IMF, in the range
3 ≤ Z ≤ 10) are directly formed in the overlapping region,
roughly at mid-rapidity in semicentral reactions. The com-
petition between the two mechanisms is expected to be

a e-mail: ditoro@lns.infn.it

rather sensitive to the nuclear equation of state, in particu-
lar to its compressibility that will influence the interaction
time as well as the density oscillation in the neck region. In
the case of charge asymmetric colliding systems the poorly
known stiffness of the symmetry term will also largely in-
fluence the reaction dynamics. An observable sensitive to
the stiffness of the symmetry term can be just the rela-
tive yield of incomplete fusion vs. deep-inelastic in neck
fragmentation events [10]. Moreover, for neutron-rich sys-
tems, in the asy-soft case we expect more interaction time
available for charge equilibration. This means that even
the binary events will show a sensitivity through a larger
isospin diffusion. At variance, in the asy-stiff case the two
final fragments will keep more memory of the initial con-
ditions.

Systematic transport studies of isospin effects in the
neck dynamics have been performed so far for collisions
of Sn-Sn isotopes at 50AMeV [6,7], Sn-Ni isotopes at
35AMeV [8,9] and finally Fe-Fe and Ni-Ni, mass 58, at
30 and 47AMeV [11].

1.2 Experimental survey

It is now quite well established that a large part of the
reaction cross-section for dissipative collisions at Fermi
energies goes through the Neck Fragmentation channel,
with IMFs directly produced in the interacting zone in
semiperipheral collisions on very short time scales. Be-
fore a clear Neck Fragmentation was proposed, out-of-
equilibrium emission at mid-rapidity was observed for
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Fig. 1. Galilean-invariant perpendicular vs. parallel velocity in
the c.m. frame for Z = 3 fragments. Parallel velocities are along
the beam axis ((a),(c),(e)) and the main axis of the momentum
tensor ((b),(d),(f)). Cuts on Θflow < 30◦ ((a),(b)), Θflow >
75◦; ((c),(d)), and on E⊥ > 135MeV which is the top 10% of
the E⊥ distribution: ((e),(f)) are made. The count yield is in
a logarithmic scale. (From [24].)

IMFs and light charged particles [12–15]. From ternary
fission, a non-statistical angular emission pattern was also
observed for the IMFs [16–18]. We can expect different
isospin effects for this new fragment formation mechanism
since clusters are formed still in a dilute asymmetric mat-
ter but always in contact with the regions of the projectile-
like and target-like remnants almost at normal densities.

A first evidence of this new dissipative mechanism was
suggested at quite low energies, around 19AMeV, in semi-
central 100Mo + 100Mo, 120Sn + 120Sn reactions [19,20]. A
transition from binary, deep-inelastic, to ternary events
was observed, with a dynamically formed fragment that
influences the fission-like decay of the primary projectile-
like PLF and target-like TLF partners. From the in-plane
fragment angular distribution a decrease of scission-to-
scission lifetimes with the mass asymmetry of the PLF or
TLF “fission-fragments” down to 200 fm/c has been de-
duced. Similar conclusions were reached in [21,22]. Consis-
tent with the dynamical scenario was the anisotropic az-
imuthal distribution of IMFs. In fact the IMF alignment

with respect to the (PLF∗) velocity direction has been
one clear property of the “neck fragments” first noticed
by Montoya et al. [23] for 129Xe + 63,65Cu at 50AMeV.
As an example in the same context, fig. 1, from [24], dis-
plays an important neck component for Z = 3 particles in
a much lighter system, 35Cl + 12C at 43AMeV. The flow
angle and the total transverse energy are the observable
used for impact parameter selection.

In peripheral collisions around 30AMeV, the IMF pro-
duction cross-section presents a maximum at mid-rapidity,
but their experimental emission pattern cannot be repro-
duced without a sizable contribution of fragments emitted
on a rather short time scale (< 300 fm/c) and almost at
rest in the PLF or TLF reference frame [25]. Light charged
particles also show a short time scale at mid-rapidity [26,
27]. With increasing bombarding energy, the mid-rapidity
region of peripheral collisions becomes progressively de-
pleted, while the IMFs are increasingly concentrated on
Coulomb-like rings around the projectile and target ra-
pidities [28]. However, their distribution on these rings is
anisotropic, with a strong preference for emissions toward
mid-rapidity. This behavior is particularly evident in the
197Au + 197Au data of ref. [29].

The velocity of the projectile remnants and the dis-
tribution of mid-rapidity particles indicate that the mid-
rapidity or neck emission mechanism represents an im-
portant effect in the excitation energy deposition [30].
Indeed, a recent comparison of the emissions from mid-
rapidity with the evaporative emissions from the excited
PLF shows that this mechanism has an important role in
the overall balance of the reaction (both in terms of emit-
ted mass or charge and energy) and that an important part
of the dissipated energy is localized at mid-rapidity [31].
This suggests that a rather large energy density is stored
in the contact region of the colliding nuclei and may also
explain the well-established feature of an enhanced emis-
sion of mid-rapidity IMFs.

A rise and fall of the neck mechanism for mid-rapidity
fragments with the centrality, with a maximum for inter-
mediate impact parameters b � 1

2bmax, as observed in [32,
33], suggests the special physical conditions required. The
size of the participant zone is of course important but
it also appears that a good time matching between the
time scales of the reaction and the neck instabilities is
also needed, as suggested in refs. [1,4]. In fact a simulta-
neous presence, in non-central collisions, of different IMF
production mechanisms at mid-rapidity was inferred in
several experiments [34–44].

An accurate analysis of charge, parallel velocity, and
angular distributions has been extended to high fragment
multiplicities by Colin et al. [43]. They have noticed a
“hierarchy effect”: the ranking in charge induces on aver-
age a ranking in the velocity component along the beam,
vpar, and in the angular distribution. This means that
the heaviest IMF formed in the mid-rapidity region is the
fastest and the most forward peaked, consistent with the
formation and breakup of a neck structure or a strongly
deformed quasiprojectile. A very precise and stimulating
study of the time scales in neck fragmentation can be car-



M. Di Toro et al.: Neck dynamics 67

ried out using the new 4π detectors with improved per-
formances on mass resolution and thresholds for fragment
measurements. Such kind of data are now appearing from
the Chimera Collaboration [44].

We can immediately expect an important isospin de-
pendence of the neck dynamics, from the presence of large
density gradients and from the possibility of selecting var-
ious time scales for the fragment formation. The first ev-
idences of isospin effects in neck fragmentation were sug-
gested by Dempsey et al. [45] from semiperipheral col-
lisions of the systems 124,136Xe + 112,124Sn at 55AMeV,
where correlations between the average number of IMFs,
NIMF , and neutron and charged-particle multiplicities
were measured. The variation of the relative yields of
6He/3,4He, 6He/Li with vpar for several ZPLF gates shows
that the fragments produced in the mid-rapidity region
are more neutron rich than are the fragments emitted by
the PLF. Enhanced triton production at mid-rapidity was
considered in ref. [33], and more recently in [46], as an in-
dication of a neutron neck enrichment.

Milazzo et al. [47–49] analyzed the IMF parallel ve-
locity distribution for 58Ni + 58Ni semiperipheral colli-
sions at 30AMeV. The two-bump structure for IMFs with
5 ≤ Z ≤ 12, located around the center-of-mass veloc-
ity and close to the projectile (PLF∗) source, respectively,
was explained assuming the simultaneous presence of two
production mechanisms: the statistical disassembly of an
equilibrated PLF∗ and the dynamical fragmentation of the
participant region. The separation of the two contribu-
tions allows for several interesting conclusions. The aver-
age elemental event multiplicity N(Z) exhibits a differ-
ent trend for the two processes: in particular, the frag-
ments with 5 ≤ Z ≤ 11 are more copiously produced at
the mid-rapidity region. This experiment has a particular
importance since isospin effects were clearly observed, in
spite of the very low initial asymmetry. The measured iso-
topic content of the fragments is clearly different in the
two mechanisms. The experimental heavy-isotope/light-
isotope yield ratios, 14C/12C, 12B/10B, 10Be/7Be, 8Li/6Li,
show a systematic decreasing trend as a function of par-
allel velocity from c.m. to PLF values.

All these results indicate a neutron enrichment of the
neck region, even when initially the system N/Z is close
to unity. The same reactions have been recently studied at
the Cyclotron Institute of Texas A&M at various beam en-
ergies with measurements of the correlations of fragment
charge/mass vs. dynamical observables (emission angles
and velocities) [50,51].

Plagnol et al. [52] have examined, for the system
Xe + Sn between 25 and 50AMeV, the competition be-
tween mid-rapidity dynamical emission and equilibrium
evaporation as well as its evolution with incident en-
ergy. The onset of the neck emission takes place around
25AMeV and rises with the energy while the evapora-
tive part remains quite invariant for a selected centrality.
Neck matter is found to be more charge asymmetric: more
neutron-rich isotopes are favored at mid-rapidity in com-
parison to evaporation. Evidence of a neck-like structure
and its neutron enrichment has been seen even in collisions

Fig. 2. Average isospin ratios (N/Z) for well-identified IMFs
with Z = 3 or 4 as a function of the emission angle in the
center-of-mass reference frame (left) and the center-of-mass
particle velocity parallel to the beam axis (right) for the re-
action 58Ni + 12C at 34.5AMeV (full dots). Cuts are made
on Θflow < 30◦ (top), 30◦ < Θflow < 60◦ (middle), and
Θflow > 60◦ (bottom). Open boxes represent filtered GEMINI
simulations and stars are results from filtered SMM simula-
tions. Error bars are the statistical errors for a given angle or
velocity bin. When no error bar is present, the error is smaller
than the size of the symbol. The dotted lines show the isospin
ratio for 58Ni (1.07) and the full line for 12C (1.00). The arrow
shows the velocity of the 58Ni projectile in the center-of-mass
frame for the 58Ni + 12C reaction. (From [53].)

with a rather light symmetric target, 58Ni + 12C, 24Mg, at
34.5AMeV [53]. The average N/Z ratio for isotopes with
Z = 3, 4 exhibits a clear increase from the PLF to the mid-
rapidity zone. Figure 2 from [53] shows part of those mea-
surements. Also, a combined analysis of the 58Ni + 58Ni
and 36Ar + 58Ni systems around 50AMeV has evidenced
an asymmetric migration of neutrons and protons between
the quasiprojectile and the mid-rapidity region [54]. Time
sequence emission is another way to probe the neck rup-
ture processes and to characterize the fragments [55].

That indicates the need of new, possibly more exclu-
sive, data. The reasons for a preponderance of neutron-
rich isotopes emitted from the neck region are a matter
of debate. Possible explanations being, apart the density
dependence of symmetry energy [56], also a fast light clus-
ter production, especially of α-particles, which promptly
leads to an amplification of neutron excess in the par-
ticipant matter [57]. For completeness, we have to men-
tion that different analyses even give conflicting results on
the neutron enrichment of the clusters produced at mid-
rapidity [58,59]. This shows that the reaction dynamics
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is in general very complicated, and there could even be
different isospin effects in competition.

2 Isospin diffusion

The isospin equilibration appears of large interest also for
more peripheral collisions, where we have shorter interac-
tion times, less overlap and a competition between binary
and neck fragmentation processes. The specific feature at
Fermi energies is that the interaction times are close to
the specific time scales for isospin transport allowing a
more detailed investigation of isospin diffusion and equi-
libration in reactions between nuclei with different N/Z
asymmetries. The low-density neck formation and the pre-
equilibrium emission are adding essential differences with
respect to what is happening in the lower-energy regime.
Tsang et al. [60] have probed the isospin diffusion mecha-
nism for the systems 124Sn + 112Sn at E = 50AMeV in a
peripheral impact parameter range b/bmax > 0.8, observ-
ing the isoscaling features of the light isotopes Z = 3–8
emitted around the projectile rapidity. An incomplete
equilibration has been deduced. The value of the isoscal-
ing parameter α = 0.42 ± 0.02 for 124Sn + 112Sn differs
substantially from α = 0.16± 0.02 for 112Sn + 124Sn. The
isospin imbalance ratio [61], defined as

Ri(x) =
2x− x124+124 − x112+112

x124+124 − x112+112
(1)

(i = P, T refers to the projectile/target rapidity mea-
surement, and x is an isospin-dependent observable, here
the isoscaling α parameter) was estimated to be around
RP (α) = 0.5 (vs. RP (α) = 0.0 in full equilibration). This
quantity can be sensitive to the density dependence of
symmetry energy term since the isospin transfer takes
place through the lower-density neck region.

3 Neck observables

– Properties of neck fragments, mid-rapidity IMF pro-
duced in semicentral collisions: correlations between
N/Z, alignment and size.
The alignment between PLF-IMF and PLF-TLF di-
rections represents a very convincing evidence of the
dynamical origin of the mid-rapidity fragments pro-
duced on short time scales [8]. The form of the Φplane

distributions (centroid and width) can give a direct
information on the fragmentation mechanism [19,20,
62]. Recent calculations confirm a general feature, pre-
dicted for that rupture mechanism: the light fragments
are emitted first, as displayed in fig. 3.

– Time scale measurements.
The estimation of time scales for fragment formation
from velocity correlations appears to be a very excit-
ing possibility [25,44,63]. With a good event-by-event
detection of the projectile(target) residues we can mea-
sure the violations of the Viola systematics for the
TLF-IMF and PLF-IMF systems which tell us how

Fig. 3. Average IMF mass as a function of the distance from
the PLF-TLF axis at the freeze-out time for 47AMeV, for colli-
sions at a reduced impact parameter of 0.5. Left panel: Fe + Fe.
Right panel: Ni + Ni. Empty squares: asy-soft symmetry term.
Full squares: asy-stiff. (From [11].)

Fig. 4. Ratio of the IMF yields, with N/Z larger and smaller
than the value α obtained just after pre-equilibrium emission,
as a function of the distance from the PLF-TLF axis at the
freeze-out time for 47AMeV, for collisions at a reduced impact
parameter of 0.5. Left panel: Fe + Fe. Right panel: Ni + Ni.
Empty squares: asy-stiff symmetry term. Full squares: asy-soft.
(From [11].)

much the IMFs are uncorrelated to the spectator rem-
nants [64].
With appropriate cuts in the velocity correlation plots
we can follow the properties of clusters produced from
sources with a “controlled” different degree of equi-
libration. We can figure out a continuous transition
from fast-produced fragments via neck instabilities to
clusters formed in a dynamical fission of the projec-
tile(target) residues up to the evaporated ones (statis-
tical fission). Along this line it would be even possible
to disentangle the effects of volume and shape insta-
bilities. The isospin dynamics will look different in the
various scenarios and rather dependent on the symme-
try term of the EOS.

– Isospin dynamics.
Isospin effects on the reaction dynamics and Isospin
Migration: an interesting neutron enrichment of the
overlap (“neck”) region is expected, due to the neu-
tron migration from higher (spectator) to lower (neck)
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density regions. This effect is also nicely connected
to the slope of the symmetry energy. Neutron and/or
light isobar measurements in different rapidity regions
appear important. Moreover, in moving from mid- to
“spectator” rapidities, an increasing hierarchy in the
mass and N/Z of the fragments is expected [11]. Some
experimental evidences are in ref. [43]. An interesting
related observable is the corresponding angular corre-
lation due to the driving force of the projectile(target)-
like partners [11].

– Isospin diffusion.
With measurements of charge equilibration in the
“spectator” region in semicentral collisions, we can get
the Imbalance Ratios for different isospin properties.
It is a test of the interplay between concentration and
density gradients in the isospin dynamics [9,65,66]. For
the reasons noted before we expect to see a clear dif-
ference in the isospin diffusion between binary (deep-
inelastic like) and neck fragmentation events. More-
over, in the mid-rapidity emission, there is a clear
neutron enrichment predicted [11] for neutron-rich and
neutron-poor systems (see fig. 4, from [11]).

– “Pre-equilibrium” emissions.
As already noted, the isospin content of the fast par-
ticle emission can largely influence the subsequent re-
action dynamics, in particular, the isospin transport
properties (charge equilibration, isospin diffusion). We
can reach the paradox of a detection of isospin dynam-
ics effects in charge symmetric systems.
Finally, the simultaneous measurements of properties
of fast nucleon emissions and of the neck dynamics can
even shed light on the very controversial problem of the
isospin momentum dependence [9,66].

We stress the richness of the phenomenology and nice
opportunities of getting several cross-checks from com-
pletely different experiments. Apart from the interest of
this new dissipative mechanism and the amazing possi-
bility of studying properties of fragments produced on an
almost continuous range of time scales, we remark the ex-
pected dependence on the isovector part of the nuclear
EOS. From transport simulations we presently get some
indications of “asy-stiff” behaviors, i.e. increasing repul-
sive density dependence of the symmetry term, but not
more fundamental details. Moreover, all the available data
are obtained with stable beams, i.e. within low asymme-
tries.
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LNS-INFN, Catania. In fact this correlation represents also

a chronometer of the fragment formation mechanism. In
this sense it is the nice Fermi energy complement of the fa-
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Abstract. Multifragmentation is observed in many reaction types: light-ion–induced reactions at large
incident energies (in the GeV region), central heavy-ion collisions from 30 to 100MeV/u, and peripheral
heavy-ion collisions between 30 and 1000MeV/u or above. When nucleus-nucleus collisions are considered,
another entrance channel parameter is the corresponding mass asymmetry. The first question which is
addressed in this contribution is: do we observe similar reactions in each case? Multifragmentation may
be related to a phase transition of nuclear matter. Some others features indicate that dynamical features
are dominant. It is a priori possible that the underlying mechanisms are different in proton- and nucleus-
induced reactions, in central and in peripheral collisions, at limited and at large bombarding energies. In
order to see to what extent they can reflect similar behaviour, it is useful to compare the results of various
reactions. The observables can be the fragment multiplicity, the mass distributions or the kinematical
properties. In this contribution, we are looking for such general features. We will limit the discussion to
the observations themselves, rather than the interpretation, which is the subject of numerous entries in
this volume. The experimental results indicate that multifragmentation exhibits at the same time universal
and entrance-channel–dependent properties.

PACS. 24.10.Pa Thermal and statistical models – 25.70.Pq Multifragment emission and correlations –
68.35.Rh Phase transitions and critical phenomena

1 The necessity and the difficulty of the
sorting

A first difficulty in comparing nucleus-nucleus collision
data lies in the fact that they can differ significantly ac-
cording to the impact parameter. Now, the impact param-
eter cannot be directly measured: it can be only estimated
from other more direct observables. Depending on the
experiment, various sorting parameters have been used:
neutron or light charged particle (LCP) or total charged
particle multiplicity [1–4], or LCP (or total) transverse
energy [5], or flow angle [6], or specific quantities like
Erat (ratio between the total perpendicular and paral-
lel kinetic energy) [7] or Zbound (the total charge bound
in fragments) [8,9]. One may also use more sophisticated
methods as the principal component analysis method [10]
or calorimetry [11,12] (see also the contribution V.3 in
this topical issue [13]).

The sorting aims either at following the evolution of
the mechanism when the violence of the collision is in-
creased (from peripheral to central collisions for nucleus-
nucleus collisions), or at selecting something which is gen-
erally labelled “a source”. An example is the selection of
central collisions in nucleus-nucleus collisions. In the pre-
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vious sentences, we have two concepts: “the collision vio-
lence” and “the source”.

The violence is linked with the proportion of the initial
aligned energy (the kinetic energy of the beam) that is
shared among other degrees of freedom. It may be linked
with a thermal energy if the available phase space is fully
explored for the ensemble of selected events. A “source”
is a piece of nuclear matter that is localized in momentum
space. It is not necessarily equilibrated.

An important question is the quality of the sorting:
to what extent is the selection efficient? The sorting can-
not be precise for several reasons: finite-size effects; detec-
tion inefficiency (dead areas and thresholds); fluctuations
in the energy sharing in multi-source processes (for in-
stance, in binary processes). One may have an idea of this
precision by looking at the correlation between various
sorting variables. Data have been obtained for instance
at MSU [1] in which particle multiplicities and transverse
energies have been correlated. Another example has been
obtained by the INDRA-ALADIN Collaboration [14]: in
this case, binary symmetrical collisions have been studied
and transverse energy correlations have been obtained be-
tween the projectile-like (PLS) and the target-like (TLS)
sources. The correspondences are not better than about 20
percent. This means that for a selected value of a selected
sorting variable, the variation range of a second sorting
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Fig. 1. Correlation between (MIMF − 1)/Zsource (ordinate)
and the dissipated energy (abscissa). The excitation (dissi-
pated) energy has been corrected for pre-equilibrium and for
expansion (if any: it is especially the case for the EOS data [4]).
In that sense, the dissipated energy is mainly thermal. Several
systems have been “summarized” in a single data set when the
results were very close: it is the case for the Laval and ALADIN
data [11] and for the INDRA@GSI data [15]. Other data are
extracted from refs. [2,10,16,17]. This figure has been prepared
with the help of R. Bougault.

variable covers about 20 percent of its mean value: sorting
is efficient but not very precise. In any case, the detection
has to be as complete as possible. It is possible to study
the continuous evolution of the sorting variable keeping in
mind that some mixing cannot be avoided. It is difficult
to isolate a definite class of events without encountering
one or another drawback: either a mixing with other event
classes; or a cut in the available phase space for the se-
lected event class. This difficulty is very well understood
in simulations. Sorting from a mixing of various variables
(principal component analysis) can slightly improve the
quality of the selection [10,18,19].

2 Fragment observables

The raw multifragmentation observables are multiplicities,
mass or charge distributions, isotopic distributions, ki-
netic energy and angular distributions. They can have var-
ious meanings depending on the collision nature: nucleus-
nucleus collision versus light-projectile (p, d, α, p̄, π) in-
duced reactions; peripheral versus central collisions.

Various observables can also magnify different colli-
sion features. This can be illustrated from what is well
known at low bombarding energies, below 10MeV/u. In
this case, deep inelastic reactions are dominant and it is
well known that, depending on the observable, one is fo-
cussing on various aspects of the collision: fragment an-
gular and kinetic energy distributions (Wilczynski plots)

Fig. 2. This figure is similar to the previous one but the EOS
data have been removed. It turns out that the coherence be-
tween various reactions is very good in spite of the fact that
one has included in the figure peripheral and central collisions,
light- and heavy-nucleus–induced rections.

reflect the dynamics of the process: complete damping
and isotropy is not observed for most of the events. On
the other hand, mass transfer is described with Fokker-
Planck equations for which some degrees of freedom (the
fast ones) are thermally treated (heat bath) whereas some
others (mass transfer) are slowly evolving and do not reach
necessarily equilibrium.

3 Fragment production: a hierarchy

At low bombarding energy, it is well known that the de-
cay of an excited nucleus ends with residue production.
This decay product has a specific role among all the dis-
entegration products. This feature is clear at low energy.
A recent compilation [20] and the results of figs. 1 and 2
indicate that this specific role of the largest fragment is
often evidenced. It is the reason why, in the next sections,
one will distinguish the largest fragment from the others.

4 Fragment production: multiplicities

We label “fragments” as the detected products with an
atomic number Z of at least 3, which are generally named
intermediate mass fragments (IMF). The lighter products
(Z smaller than 3) are labelled light charged particles
(LCP). The fragment multiplicity is MIMF .

To what extent is MIMF correlated with energy dis-
sipation? At low bombarding energies, it is established
that MIMF − 1 is close to zero since no IMFs are emitted
other than the residue: only LPCs remove the deposited
energy. The situation is more complicated for larger en-
ergy deposition for which the pre-equilibrium energy con-
tribution is significant and not uniquely defined. It has
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Table 1. This table is a non-exhaustive compilation of many experiments in which the IMF multiplicities have been measured
as a function of the excitation (dissipated) energy. The systems involved are indicated in the first column. The projectiles can be
light (pions) or heavy (up to gold nuclei); the selected collisions can be central (one single source), or peripheral (projectile-like
source). The references are also indicated in the first column. The second column indicates the method that has been used to
determine the excitation energy given in the fourth column. Two excitation energies have been selected: around 4MeV and
aroud 8MeV/u, corresponding to close to and above the multifragmentation threshold. The fragment multiplicities (except for
the heaviest fragment) normalized to the source size are given in the last column.

System Method Zsource E∗/u (MeV) (MIMF − 1)/Zsource

π + Au 8GeV/c; [11] cal 67 4 0.022

Cl + Au 43MeV/u; peripheral; [21] cal 17 4 0.035

Ge + Ti 35MeV/u; peripheral; [21] cal 32 4 0.035

Nb + Mg 30MeV/u; central; [16] cal 45 3.4–3.8 0.014

Au + Au 35MeV/u; peripheral; [2] cal ≈ 75 4 0.030

Au + Au 600MeV/u; peripheral; [9] cal ≈ 75 4 0.035

System Method Zsource E∗/u (MeV) (MIMF − 1)/Zsource

π + Au 8GeV/c; [11] cal 59 7–8 0.068

Cl + Au 43MeV/u; peripheral; [21] cal 17 8 0.071

Ge + Ti 35MeV/u; peripheral; [21] cal 32 8 0.071

Ni + Au 90MeV/u; central; [10] cal/SMM 86 7.5 0.070

Xe + Sn 50MeV/u; central; [10] cal/SMM 85 7–8 0.074

Xe + Sn 80MeV/u; peripheral; [15] cal 48 8 0.077

Au + Au 80MeV/u; peripheral; [15] cal 70 7 0.069

Au + Au 600MeV/u; peripheral; [9] cal 55 8 0.073

Au + C 1000MeV/u; semi-peripheral; [4] cal 53–40 7.5 0.10

La + C 1000MeV/u; semi-peripheral; [4] cal 40–34 7.5 0.077

Kr + C 1000MeV/u; semi-peripheral; [4] cal 26–23 7.5 0.07

to be subtracted. After this subtraction, excitation en-
ergy is usually measured by calorimetry. It can be also
obtained from the comparison with a model (for instance,
SMM [22]) in which equilibrium is assumed. When the
bombarding energy is large, some compression effect may
also be present and the corresponding expansion energy
can be taken away. All these procedures can be disputed.
Nevertheless, we have compared many data obtained in
various ways to try to evidence some general behaviours.
In table 1, such a compilation is shown for two values of
the “measured” excitation energy: 4MeV/u and 8MeV/u.
The list is not exhaustive. Since the expansion energy
has been subtracted, the word “thermal” energy could be
more appropriate but its use can be considered as too pre-
cise. For this reason, we will use the word “dissipated” for
which the consensus may be better obtained. Very differ-
ent reaction types are considered in table 1: pion-induced
reactions, central or peripheral heavy-ion reactions, inter-
mediate (35MeV/u) or large (1000MeV/u) bombarding
energies. The method used to estimate the excitation en-
ergy can be calorimetry or comparison with SMM (indi-
cated in the second column). The source size Zsource is also
estimated in various ways [23]. Nevertheless, it appears
that the ratio (MIMF − 1)/Zsource seems to be about the
same for a defined excitation energy. This result is a first
indication that multiframent production could be corre-
lated with the dissipated energy.

This tendency is confirmed from figs. 1 and 2 which
show the correlation between (MIMF −1)/Zsource and the
measured excitation (dissipated) energy. All the systems
considered in table 1 have been used. In order to clarify the
figure, several systems are sometimes “summarized” by a
single result. This is the case for the INDRA@GSI data or
for the Laval + ALADIN data [21]. The general tendency
is again the same for any system whatever the entrance
channel is: light or heavy projectile; low or large incident
energy; central or peripheral collisions (see also ref. [24]).
The coherence is especially good for high excitation (dis-
sipation) energy and in fig. 2 in which the EOS data have
not been included. The fact that the EOS data do not fit
so well with others can be understood since in this case,
the non-thermal contributions which are subtracted are
huge and difficult to estimate with a good precision.

The results plotted in figs. 1 and 2 indicate a con-
tinuous increase of the ordinate. One knows also that at
larger dissipations, the fragment multiplicities decrease:
i.e. the rise and fall of multifragment emission [4,8] for
which a universal behaviour is also established (see figs. 3
and 4). Altogether, there is a continuous evolution from
low-energy collisions with a large released residue to com-
plete vaporization with only LCPs. The specific role of the
largest fragment is evident at low exitation and disappears
when complete vaporization sets in; in between, the mean-
ing of the fragment hierarchy is still open to debate and
is interpreted either as a dynamical effect reflecting the
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Fig. 3. Rise and fall of the fragment multiplicity as a function
of the total detected bound charge which is expected to be
related to the dissipated energy. Different symbols correspond
to PLS sources produced in Au collisions on different targets
ranging from C to Pb. Extracted from ref. [8].

collision geometry, or in terms of liquid-gas coexistence.
Further experimental and calculation results are needed
in order to progress on this point.

Fragment multiplicities are in any case correlated with
the energy dissipated in the collision. This property has
sometimes been described in terms of reducibility [5,25]
in the sense that the probability for emitting several frag-
ments can be reduced to the probability for emitting a sin-
gle fragment and to the corresponding energy cost. Such a
result is quite coherent with the above discussion of figs. 1
and 2.

Thus it seems that multifragment production is to a
large extent defined by the energy dissipated during the
collision. Of course, the correlation obtained from the data
cannot be perfect for two reasons. First of all, it is impos-
sible to measure properly the “dissipated” energy because
it is not possible to separate clearly in the data the relative
contributions of pre-equilibrium, compression or thermal
parts. A second feature is that many aspects of the col-
lisions reflect an important role of the dynamics which is
observed in mid-rapidity and in forward-backward emis-
sions. These contributions are to a large extent responsible
for the deviations observed between the data at low dis-
sipations in figs. 1 and 2. They are discussed in the next
section.

5 Pre-equilibrium emissions

5.1 General observations

Pre-equilibrium emissions correspond to particles or frag-
ments that are not randomly emitted from identified

Fig. 4. Rise and fall of the fragment multiplicity as a function
of the total particle multiplicity which is correlated with the
energy dissipated in the PLS released in several nucleus-nucleus
collisions for various systems. Extracted from ref. [4]

sources (no isotropic emission in the plane perpendicu-
lar to the angular momentum). Besides the key quantities
such as energy and angular momentum, they have kept
some memory of the entrance channel, i.e. of the beam
direction and/or velocity. From the time scale point of
view, pre-equilibrium particles are emitted early. Their
center-of-mass kinetic energies are generally larger than
expected after full equilibrium, reflecting the fact that the
incident beam energy has not been shared among all the
available degrees of freedom. The energy relaxation step
brings energy in various degrees of freedom: the stored en-
ergy can be thermal if the whole available phase space has
been occupied. The energy can also partially be stored as
compression energy of nuclear matter, thus leading to an
additional expansion contribution. A fraction of the avail-
able energy can also be stored as deformation energy of
the hot source. The distinction between pre-equilibrium,
expansion and thermal contributions is not trivial since
the mean thermal decay time becomes very short for large
excitations.
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Fig. 5. Correlation between the charges and the velocities of
products emitted in semi-peripheral nucleus-nucleus collisions.
Mid-rapidity is evidenced for light IMFs. Similar results are
published in ref. [26].

5.2 Angular distributions as signatures of
pre-equilibrium

Two kinds of pre-equilibrium emissions are recognized in
the data. In particle-nucleus or in central nucleus-nucleus
collisions, pre-equilibrium LCP angular distributions are
mostly forward or backward peaked relative to the beam
direction.

In semi-peripheral reactions, mid-rapidity neck emis-
sion occurs both for LCP and IMF. Pre-equilibrium LCPs
result mainly from direct nucleon-nucleon collisions in
the overlap zone (see sect. 5.3). Concerning fragments,
a general observation is that the largest decay fragment
from a projectile-like source (PLS) is mostly faster than
the lighter IMFs that are detected forward in the c.m.
frame [26–28]: these lighter IMFs are accumulated close to
the backward part of the Coulomb ring associated to the
PLS whatever the bombarding energy is [29]. If the inci-
dent energy is limited (40 MeV/u or below), this backward
part of the Coulomb ring is close to the c.m. velocity (mid-
rapidity). The data of fig. 5 correspond to this situation.
Neck emission is clearly an entrance dynamical effect that
leads to ambiguities in the measurement of the dissipated
energy in a projectile-like source. It affects the projectile-
like source velocity if it is reconstructed from the detected
fragments. It affects also the excitation energy calculated
from calorimetry. This ambiguity is larger when neck con-
tribution is a sizeable fraction of the whole total yield.
This is especially true for limited excitations and for sym-
metric heavy-ion collisions [30]. This can explain partially
the relative dispersion of data in figs. 1 and 2 at limited
dissipations.

Depending on the observable, one may focus more or
less on dynamical features. Neck emission is used in this
context. On the contrary, one may subtract identified pre-
equilibrium particles to try to isolate sources and try to
get their excitation energies. Finally, one may select events
for which the pre-equilibrium energy is small and can be
neglected [2,23]. This procedure is never perfect especially
for symmetric collisions in the entrance channel. Neverthe-
less, it is possible to isolate events for which most of the
available energy has been shared among many degrees of
freedom. The deviations from full exploration of the avail-
able phase space can be to some extent “summarized”
in collective variables such as deformation or expansion,
which can be associated to Lagrange parameters [31].

The fact that the results of figs. 1 and 2 are coher-
ent indicate that extracting dissipated energies from the
data is a meaningful procedure. Similarly, we will see in
sect. 6 that the released IMF observables indicate that the
process reflects to a large extent the available phase space.

5.3 Kinetic energies as signatures of pre-equilibrium

Another indication of pre-equilibrium can be found in the
measured kinetic energies of the emitted LCP and IMF.
In semi-peripheral collisions, entrance channel effects are
clearly evidenced [32,33]. For instance, in ref. [32], it is
shown that the transverse LCP energy at mid-rapidity
does not depend on the violence of the collision at variance
with the energy of LCP emitted from the PLS (fig. 6).
LCPs emitted at mid-rapidity reflect the incident energy
per nucleon and the Fermi motion of the projectile and
target nucleons whereas LCPs emitted at velocity closer
to the PLS one reflect the dissipated energy. Depending

Fig. 6. Abscissa: rapidity of selected LCPs in beam rapidity
units; ordinate: double ratio parameter (p, d, He thermome-
ter) corresponding to the abscissa rapidity. Various curves cor-
respond to various energy dissipations (the excitation energy
per nucleon has been measured by calorimetry in assuming a
binary reaction: see ref. [32] for details). The dissipated energy
has no influence on the results obtained at mid-rapidity.
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Fig. 7. Non-exhaustive compilation for the collective radial
velocity as a function of the beam energy for medium- and
heavy-mass systems in central collisions. Lines correspond to
the predictions of transport models; for BUU calculations, the
collective motion is found to be anisotropic so that both vpar

and vperp are shown. From ref. [34] and references therein.

on the location in the velocity plane, we observe entrance
channel or dissipation effects.

In central collisions, the LCP kinetic energy spectra
exhibit non-Maxwellian shapes especially along the beam
direction. Many data have been interpreted in unfolding
the measured spectra in order to separate two compo-
nents: pre-equilibrium on the one side and an equilibrated
part on the other side. Their relative contributions depend
strongly on the emission angle which is a help to succeed
in the unfolding. For the equilibrated part, the mean c.m.
kinetic energy 〈ε〉 depends on the mass of emitted LCP
or IMF. This result indicates that a non-thermal compo-
nent is present. It is generally attributed to an expansion
energy reflecting nuclear-matter compression properties.
Figure 7 is a non-exhaustive compilation showing that ex-
pansion energy (or radial velocity) is small for incident
energies lower than 30MeV/u [34]. Conversely, fig. 8 indi-
cates that expansion is significant for measured excitation
(deposited) energies exceeding 5 to 6MeV/u [35].

6 Charge or mass distributions

We have already noticed in sect. 3 that the heaviest frag-
ment emitted from a selected source plays a significant
role among all the outgoing fragments. This is the case at
excitation energies below the multifragmentation thresh-
old since, in this case, the largest fragment is an evapora-
tion residue. When multifragmentation occurs, the largest
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Fig. 8. Systematics of the collective expansion energy as a
function of the available center-of-mass energy per nucleon in
central collisions [35].

fragment has no longer this specific role and its mass be-
comes much lower. It is observed in the experiments that
this change from evaporation-like events to multifragmen-
tation is rather abrupt when the dissipation is increased.
In some cases, the coexistence of evaporation-like and mul-
tifragmentation events has been observed for comparable
dissipations: it is the bimodality signal that is a possible
signature of a phase transition of the system (see O. Lopez
and M.F. Rivet, this topical issue). It is only stressed here
that bimodality can be a first indication of a statistical be-
haviour for defining the masses or charges of the products
released in nucleus-nucleus collisions.

More generally speaking, many data indicate that the
overall charge and mass distributions can be described by
statistical models, i.e. in models in which the main in-
gredient is the available phase space. This is true for the
total charge distribution [2,23] and for the distributions
associated with the largest or the second and third largest
fragment [18,17]. This is true for limited excitations [2]
for which few fragments are released up to very large ones
leading to vaporization [36]. In this last case, only LCP are
detected but their relative abundances are also understood
in a statistical approach [37]. An interesting compilation is
shown in fig. 9. It concerns several experiments with quite
different entrance channels and for which the measured
mass distributions seem to reflect mainly the deposited
energy in MeV/u. Similarly, it has been shown in ref. [2]
that similar results are found in peripheral and central col-
lisions, indicating that the dissipated energy seems again
to be the main ingredient which defines the splitting of
the system.
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Fig. 9. Mass distribution for various excitation energy
ranges obtained in several experiments involving very differ-
ent entrance channels: stars: Au + Au central collisions from
MULTICS data [2]; crosses: peripheral collisions with MUL-
TICS [17]; hexagons: FASA data [38]; squares: 32MeV/u
Xe + Sn INDRA data [10]; triangles: ISIS data [11]. This figure
has been prepared by M. D’Agostino [39,40].

Many results are reproduced by models like SMM [22]
or MMMC [41] in which full statistical equilibrium is as-
sumed. Of course, one may argue that such agreements
can be obtained only by adjusting parameters such as the
density at freeze-out. The total mass and the excitation
energy of the initial source are also adjusted to reproduce
the data, but their values are in agreement with calorimet-
ric measurements when they are available. The excitation
energies and source masses are smaller than the available
energy and mass simply because of pre-equilibrium emis-
sion. More direct data are also available in which several
systems are compared independently of a model. For in-
stance, in ref. [42] it is shown that the systems Xe + Sn
and Gd + U exhibit similar mass distributions at similar
measured excitation energies in MeV/nucleon. Similarly,
in ref. [10], central Xe + Sn and Ni + Au collisions (same
fusion-like source mass at similar excitation energies) ex-
hibit similar mass distributions. This dominance of phase
space is also evidenced by the fact that the observed multi-
fragmentation mass distributions can be reproduced sim-
ply in cutting at random a rope in a number of elements
equal to the observed multiplicity [43]. The multifragmen-
tation mass distribution would hence be constrained only
by the mass conservation for a given fragment multiplicity.

One of the most spectacular results indicating a sta-
tistical behaviour is the reducibility property [25] which
indicates that fragment production probabilities can be
put together in Arrhenius plots and the very beautiful fits
obtained in the so-called scaling analysis. Figure 10 is the
most famous one but similar fits have been obtained with

Fig. 10. Analysis of the ISIS data showing that the probability
for emitting a given fragment can be fitted in the Fisher for-
malism in which the emission is mainly governed by statistical
properties of nuclei [44].

other data [2,45]. Even if such an analysis relies on sev-
eral adjusted parameters (which are consistent with the-
oretical expectations) and in spite of the blurring effects
of secondary decay, this property is a further evidence of
statistical behaviour.

An isospin analysis of the released products is also in
agreement with this statement [18,46,47]: isoscaling is the
observation that the probability ratio for producing a de-
fined isotope in two different reactions may be expressed
as:

R1,2 = exp(αN + βZ), (1)

where N and Z are the neutron and proton numbers of the
isotope. Even if the physics is not transparent for the val-
ues of the parameters α and β [28], the validity of eq. (1)
indicates that statistical features are present everywhere.
Figure 11 is an illustration showing that this description is
valid over a wide range of incident energies and reactions.
In this figure, R1,2 has been multiplied by exp(βZ) in or-
der to express the results only as a function of N . Scaling is
observed for deep inelastic collisions, for evaporation and
for multifragmentation as well. It is consistent with the
fact that all these processes are governed by the available
final states [48]. It does not seem that the sequential de-
cay affects significantly the results [49]. Nevertheless, such
observations do not mean that full equilibrium is achieved
and some FOPI data [7] indicate that the full mixing be-



78 The European Physical Journal A

Fig. 11. Production ratio for various isotopes and several reac-
tion pairs. The isoscaling as a function of the neutron number
is observed for very different reaction types, from evaporation
and deep inelastic collisions to multifragmentation. See text for
details. Extracted from ref. [46].

tween the projectile and the target is not achieved even
in the most central collisions. Hence, the available phase
space is widely opened but is still constrained by some
entrance channel memory.

7 Conclusion

From many data, fragment production exhibits both dy-
namical and statistical aspects. The multiplicity is mainly
governed by the dissipated energy. It increases from a sin-
gle residue (or two fission fragments) for limited excita-
tions up to large values in the multifragmentation regime,
the rise and fall leading to a vanishing multiplicity when
the dissipated energy is sufficient to allow vaporization.
In the multifragmentation case, some fragments can be
released in dynamical processes such as neck emission
observed in semi-peripheral collisions. In any case, frag-
ments are accompagnied by multiple light particles, some
of which show dynamical features.

The size distributions of the detected fragments are
also mainly governed by the available phase space; the
heaviest fragment has specific properties at least for lim-
ited excitations, below 3–5MeV/u, i.e. below the thresh-
old energy for which the multifragmentation channel sets
in significantly. Above this threshold, the specificity of the
heaviest fragment is weaker.

However, many kinematical properties of the frag-
ments reflect dynamics in the sense that they have re-
tained some memory of the entrance channel. This is
clearly the case for their angular distributions and also
for their kinetic energies which are not purely thermal
for nucleus-nucleus collisions at bombarding energies ex-
ceeding 50MeV/u even if central collisions are selected.
This deviation from a thermal behaviour can sometimes
be interpreted as a collective deformation [50] or compres-

sion effect initiated by the early compression phase in the
collision. In such a case, a statistical description can be
used provided that one introduces in the description a
constraint summarizing the dynamical behaviour.
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Abstract. Dynamical and thermal characterizations of excited nuclear systems produced during the col-
lisions between two heavy ions at intermediate incident energies are presented by means of a review of
experimental and theoretical work performed in the last two decades. Intensity interferometry, applied
to both charged particles (light particles and intermediate mass fragments) and to uncharged radiation
(gamma rays and neutrons) has provided relevant information about the space-time properties of nuclear
reactions. The volume, lifetime, density and relative chronology of particle emission from decaying nu-
clear sources have been extensively explored and have provided valuable information about the dynamics
of heavy-ion collisions. Similar correlation techniques applied to coincidences between light particles and
complex fragments are also presented as a tool to determine the internal excitation energy of excited
primary fragments as it appears in secondary-decay phenomena.

PACS. 24.10.-i Nuclear reaction models and methods – 25.70.-z Low and intermediate energy heavy-ion
reactions – 25.70.Pq Multifragment emission and correlations – 25.75.Gz Particle correlations

1 Introduction

Heavy-ion collisions are the only terrestrial means to ex-
plore the properties of nuclear matter under extreme con-
ditions. In order to extract such nuclear-matter properties,
a clear understanding of the complex dynamics of heavy-
ion collisions is required [1–10]. The detected particles are
indeed produced by different emission mechanisms and at
different stages whose experimental identification is chal-
lenging. Researchers have therefore intensively focused on
obtaining a well-defined dynamical and thermal charac-
terization of particle- and fragment-emitting sources.

Where and when are fragments produced? What are
their thermal properties, i.e. excitation energy, internal
temperature, or spin? At what density do nuclear multi-
fragmentation phenomena occur? Can we learn something
about their link to a liquid-gas phase transition in nuclear
matter [11–15]?

In this paper we will present a review of those re-
search activities that have been devoted to finding answers
to these questions. We will first focus on the space-time
characterization of particle-emitting sources, namely the
estimation of their sizes, shapes, densities, lifetimes and
emission chronology. This task has been extensively ad-
dressed with intensity interferometry studies by explor-
ing light-particle–light-particle and IMF-IMF (Intermedi-
ate Mass Fragment) correlation functions. The last section

a e-mail: verde@ct.infn.it; verde@ganil.fr

will be devoted to the thermal characterization of emitting
sources by means of light-particle–IMF correlation func-
tion techniques, providing information about fragment in-
ternal excitation energies and the relative proportion of
the thermal component. We will finally conclude with
some remarks and perspectives for future research in this
field.

2 Intensity interferometry and light-particle
emission

The space-time properties of heavy-ion collisions can be
accessed by intensity interferometry [16–18]. This tech-
nique was originally introduced in astronomy by Hanbury-
Brown and Twiss to measure astronomical distances,
such as the radii of stars and galaxies [19,20]. The tech-
nique was later extended to subatomic physics by Gold-
haber et al. who studied distributions of K mesons in
proton-antiproton annihilation processes [21]. Due to their
bosonic nature, two-pion correlation functions show an en-
hancement at zero relative momentum. The width of this
enhancement provided information about the volume of
the region emitting pions in the studied processes. Pion-
pion interferometry plays still today a key role in the study
of heavy-ion collisions at ultra-relativistic energies where
it is an important observable to investigate the production
of the Quark Gluon Plasma [22].
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The use of intensity interferometry in heavy-ion colli-
sions at intermediate energies is generally characterized by
a more complicated scenario, as compared to the case of
astronomical applications. During a nuclear reaction not
only photons but several particle species can be emitted:
neutrons, protons, complex particles or fragments. These
emitted radiations can be either bosons or fermions, inter-
acting with one another by means of repulsive Coulomb
and attractive nuclear forces. Another important compli-
cation inherent to heavy-ion collisions is represented by
the fact that the produced nuclear systems live for a very
short time ranging between 10−22 and 10−15 seconds. This
situation is very different from the case of astronomical
objects, where the geometry of a static object is stud-
ied. Moreover, in nuclear reactions different particles can
be produced at different times and by different sources.
Therefore, only a full space-time characterization of all
these multiple emitting sources can improve our under-
standing of heavy-ion collision dynamics.

2.1 Measuring two-particle correlation functions

Given two particles with momenta p1 and p2, total mo-
mentum P = p1 + p2 and momentum of relative motion
q = μ(p1/m1−p2/m2), the two-particle correlation func-
tion, 1+R(q,P) is defined experimentally by the following
equation:∑

Y12(p1,p2) = C12 · [1 + R(q,P)] ·
∑

Y1(p1) · Y2(p2).
(1)

In this equation, Y12(p1,p2) is the two-particle coinci-
dence yield while Y1(p1) and Y2(p2) are the single-particle
yields. The normalization constant C12 is commonly de-
termined by the requirement R(q) = 0 at large relative
momentum values, q. In order to obtain sufficient statis-
tics, the sums in eq. (1) are performed over all detec-
tor and particle energy combinations satisfying a specific
gating condition. Experimental studies have therefore fo-
cused on two types of observables: directionally gated and
angle-averaged correlation functions. Directionally gated
correlation functions are constructed by selecting parti-
cle pairs with specific conditions on the relative direction
between the relative momentum, q, and the total momen-
tum, P [23,24]. For instance, correlation functions with
the vector q either parallel or perpendicular to the vector
P have been extensively constructed [25,26]. Studies with
such directional gates generally require high statistics. Di-
rectional effects might indeed be small and difficult to ana-
lyze [25]. Alternatively, one can study angle-averaged cor-
relation functions by integrating over the relative angle
between the vectors q and P. The resulting correlation
function depends only on the magnitude of the relative
momentum, q:∑

Y12(p1,p2) = C12 · [1+R(q)] ·
∑

Y1(p1) ·Y2(p2). (2)

Experimentally, the product of the single yields, Y1(p1) ·
Y2(p2) in eqs. (1) and (2), has often been approximated
with the uncorrelated two-particle yields, Y unco

12 (p1,p2),

Fig. 1. Two-proton correlation function measured in
14N + 197Au collisions at E/A = 75MeV (from refs. [27,28]).

Fig. 2. Deuteron-alpha correlation function measured in
Sn + Sn collisions at E/A = 50MeV with the LASSA detector
array [29].

constructed via the so-called event-mixing technique: par-
ticles 1 and 2 are taken from two different events and
the correlation function is calculated as 1 + R(q) = C12 ·
Y12/Y

unco
12 .

Figures 1 and 2 show examples of angle-averaged
proton-proton and deuteron-alpha correlation functions,
respectively, represented as a function of the relative mo-
mentum q between the particle pairs [29–31]. If the two
emitted particles were totally uncorrelated, the probabil-
ity of detecting them in coincidence would be equal to the



G. Verde et al.: Correlations and characterization of emitting sources 83

product of the probabilities of detecting the singles, i.e.
Y12(p1,p2) ≈ Y1(p1) · Y2(p2), resulting in a flat correla-
tion function, R(q) = 0, at all q-values. Experimentally,
it is easily observed that this is not the case. As one de-
tects pairs at small relative momentum, strong deviations
from unity are observed. These deviations are due to quan-
tum statistics and to the so-called final-state interactions
(FSI) [23]. In the case of identical fermions (bosons), the
relative wave function must respect anti-symmetrization
(symmetrization) rules that induce measurable effects in
the correlation function at small relative momenta [19–
21,23]. Furthermore, the coincident particles can interact
with their mutual Coulomb and nuclear interaction. The
Coulomb repulsion is responsible for the anti-correlation
at small q-values. The nuclear attractive force is responsi-
ble for the observed prominent peaks both in p-p and d-α
correlation functions.

At large relative momenta, q ≈ ∞, the correlation
functions shown in figs. 1 and 2 appear as flat, R(q) ≈ 0,
indicating the absence of correlations between the coinci-
dent particles. However, the presence of collective motion
can generate correlation effects even at large relative
momenta where the correlation function may significantly
deviate from the limit, R(q) ≈ 0. If collective motion
exists, the uncorrelated relative momentum distribution,
constructed by mixing particles from different events,
can contain additional collective components that do not
exist in the coincidence spectrum. These additional con-
tributions may affect the correlation function constructed
from the ratio of the coincidence and the uncorrelated
spectra [32,33].

In general, the shape of the correlation function is
sensitive to the space-time properties of particle-emitting
sources produced during the reaction [23]. In order to
properly access information about these emitting sources,
the use of detector arrays with a high angular and en-
ergy resolution is required. Especially, the angular reso-
lution plays an important role in determining the exact
location and the shape of the resonance peaks and in ac-
cessing the correlation function at very low relative mo-
mentum. In this respect, position-sensitive detectors and
silicon strips have been quite successful thanks to their ca-
pability of providing relative angle measurements as small
as 0.1◦–0.3◦.

3 Space-time properties from two-proton
correlation functions

Intensity interferometry has extensively been used with
protons, these particles being abundantly produced at all
incident energies and easily detected with high resolu-
tion. Theoretically, the proton-proton correlation function
is calculated by the so-called Koonin-Pratt equation (KP
equation) [24]:

1 + R(q) = 1 +
∫

dr S(r) ·K(r,q). (3)

The goal of intensity interferometry consists of solv-
ing eq. (3): from the measured correlation function on the

Fig. 3. Two-proton correlation functions calculated by means
of eq. (3) assuming a Gaussian spherically symmetric source
function, S(r) ∝ exp(−r2/r2

0), with source size r0 = 2.5
(top panel) and 5 fm (bottom panel). The different lines cor-
respond to calculations performed by considering the anti-
symmetrization and all the final-state interactions (solid line),
only the Coulomb interaction (dashed line), and the Coulomb
interaction and the anti-symmetrization of the wave function
(dotted line).

l.h.s of eq. (3) one needs to extract the unknown source
function, S(r). This source function is defined as the prob-
ability of emitting two particles at relative distance r,
calculated at the time when the last of the two parti-
cles is emitted. The so-called kernel function, K(r,q), can
be calculated as K(r,q) = |Ψq(r)| − 1, where Ψq(r) is
the proton-proton scattering wave function [19,20,24,30].
The kernel contains all the information about the anti-
symmetrization of the proton-proton wave function, due
to their Fermionic nature, and the mutual Coulomb and
nuclear final-state interactions (FSI).

Figure 3 shows correlation functions calculated with
eq. (3) by using a Gaussian-shaped source function,
S(r) ∝ exp(−r2/r2

0), with width parameter values of
r0 = 2.5 fm (small source, top panel) and r0 = 5 fm (large
source, bottom panel) [16]. Gaussian sources have exten-
sively been used in the literature due to their simplicity.
The dashed lines in fig. 3 correspond to the correlation
functions obtained for protons interacting only with the
mutual Coulomb force. This repulsive interaction between
protons is responsible for the anti-correlation at small rel-
ative momentum, q < 15MeV/c. The dotted line is ob-
tained by adding the two-fermion anti-symmetrization in
the two-proton wave function, inducing a further anti-
correlation in the region q = 15–60MeV/c, due to the
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Fig. 4. Effects of finite emission lifetimes on two-proton source functions (left side) and directionally gated correlation functions
(see text for details).

Pauli principle that prevents protons from occupying rel-
ative momentum states over an interval of Δpx = h/Δx,
where Δx is the spread of the proton spatial distribution
in a certain direction x. Finally, when also the final-state
mutual nuclear interaction is included, the p-p correlation
functions displays a prominent peak at 20MeV/c. This
peak is due to the s-partial wave of the proton-proton
scattering problem and strongly depends on the volume of
the emitting source. Indeed, when a large emitting source
is used (bottom panel in fig. 3), the peak height reduces
significantly.

The correlation functions displayed in fig. 3 have been
determined assuming that the two protons are simultane-
ously emitted by a source with zero lifetime. However, pro-
ton emission is known to occur over finite timescales (rang-
ing from few tens of fm/c in the case of pre-equilibrium
emission to thousands of fm/c in secondary-decay pro-
cesses). If the particle pairs are not emitted simultane-
ously, the source function is affected by a space-time am-
biguity and will appear deformed, as it is schematically
shown in fig. 4 (left panel) [23,25]. If r0 is the actual geo-
metrical source size, the source function appears elongated
and with a larger size in the direction defined by the to-
tal momentum vector P. The elongation is approximately
given by V τ , with V and τ being, respectively, the av-
erage pair velocity and the emission lifetime. Due to this
deformation of the source function, the Pauli suppression
effect, described in fig. 3 (dotted lines), plays a key role
in determining the shape of the correlation function. As
it is schematically shown in the right panel of fig. 4, the
transverse correlation function, constructed with the rela-
tive momentum, q, perpendicular to the total momentum,
P, will undergo a larger Pauli suppression as compared to
the correlation function constructed by selecting a rela-
tive momentum, q, parallel to the total momentum, P.
This simple qualitative argument shows that directionally
gated correlation functions allow one to disentangle the
space and time information hidden in the source function,
providing quantitative estimates of both source size and
lifetime [25,26].

3.1 Volumes and lifetimes from directionally gated
correlation functions

The sensitivity of directional correlation functions to finite
lifetimes and emission volumes has stimulated an exten-
sive research activity in the field of heavy-ion collisions.

Fig. 5. Data points: directional two-proton correlation func-
tions measured in Ar + Sc collisions at E/A = 80MeV (from
ref. [25]). The solid and dashed lines correspond, respectively,
to longitudinal and transversal calculated correlation func-
tions.

Figure 5 shows two-proton correlation functions
measured in central Ar + Sc collisions at E/A =
80MeV and for proton pairs with total momenta P =
400–600MeV/c [25]. The filled and open circles corre-
spond, respectively, to longitudinal and transverse cor-
relation functions. A stronger Pauli suppression in the
transverse direction is observed, as compared to the lon-
gitudinal direction. These results are one of the first ex-
perimental evidences of the predicted lifetime effects in
two-proton correlation functions. In the same reaction,
protons at higher total momenta showed no directional
dependence [31], consistent with negligible lifetime effects.
Indeed, these fast protons are dominated by rapidly decay-
ing pre-equilibrium sources. The directional correlations in
fig. 5 were analyzed by using the Koonin-Pratt equation,
eq. (2), assuming a source function composed by a Gaus-
sian spatial distribution and an exponentially decaying
time profile, S(r, t) ∝ exp(−r2/2r2

0) · exp(−t/τ). The si-
multaneous best fit of longitudinal and transverse correla-
tions provided source radii and lifetimes of r0 = 4.5–4.8 fm
and τ = 10–30 fm/c, respectively. The obtained geometri-
cal size, r0 = 4.5–4.8 fm, is comparable to the size of the
overlapping region in central Ar + Sc collisions. The ex-
tracted short lifetime was interpreted as consistent with
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proton sources dominated by the early pre-equilibrium
stage of the reaction. These results were also predicted by
BUU transport models that are expected to well describe
the dynamical early stages of the reaction [31].

Directional correlation functions have also been used
to characterize proton evaporation from long-lived nu-
clear systems at relatively low excitation energies [34,
35]. In the study of quasi-compound projectiles produced
in 129Xe + 27Al reactions at E/A = 31MeV [34], a life-
time of the order of τ ≈ 1300 fm/c and a source size
of r0 ≈ 2.2 fm were obtained. However, this source size
appeared small as compared to the size of the evaporat-
ing compound system. The difficulty in explaining the re-
sults was attributed by the authors to possible model de-
pendences in the source parametrization. Similar difficul-
ties have been encountered in the study of 32S + natAg
reactions at E/A = 22.3MeV/u [30]. Directional two-
proton correlation functions were used to explore both
pre-equilibrium emission (fast sources) and proton evap-
oration (slow source) from the produced compound nu-
clei. In both cases no significant difference between trans-
verse and longitudinal correlation functions was observed.
While this observation can be expected in the case of pre-
equilibrium emission, the absence of any directional effects
for low energy protons evaporated from compound nuclei
appeared controversial.

The space-time properties of heavy-ion collisions at
relativistic incident energies were explored by the FOPI
and the ALADiN Collaborations [26,32,33,36–38] to ac-
cess information about nuclear densities and to study
the temporal evolution of excited nuclear systems. Fig-
ure 6 shows directional two-proton correlation functions
measured in central 96Zr(96Ru) + 96Zr(96Ru) collisions at
E/A = 400MeV [26]. A very small Pauli suppression
in the transverse correlation function (solid point) as
compared to the longitudinal correlation function (open
points) is observed. This suppression is consistent with
a slightly deformed Gaussian source characterized by a
negligible lifetime and a geometrical size of about r0 ≈
5.4 fm [26]. The obtained negligible lifetime can be at-
tributed to the presence of a strong collective motion and
the consequent decrease of emission timescales in partici-
pant matter. Longer emission lifetimes can be expected in
the decay of spectator matter produced in peripheral colli-
sions [11]. The left panels in fig. 7 show transverse (closed
symbols) and longitudinal (open symbols) two-proton cor-
relation functions measured in the decay of target specta-
tors produced in Au + Au collisions at E/A = 1GeV [37].
The data from the top to the bottom are obtained by im-
posing different gates on the Zbound observable, defined
as the sum of the charges of all fragments with Z ≥ 2
and emitted by projectile spectators [11]. Zbound increases
with increasing impact parameter and decreasing specta-
tor excitation energy. These directional correlation func-
tions provided lifetimes τ ≤ 20 fm/c and source radii
r0 ≈ 8 fm, independently of Zbound. From an estimate of
the amount of nucleons in the decaying spectator it was
possible to deduce densities ranging between ρ/ρ0 ≈ 0.15
and ρ/ρ0 ≈ 0.4. Even in the case of spectator decay, the

Fig. 6. Longitudinal (open dots and solid line) and transver-
sal (close dots and dotted line) two-proton correlation func-
tions measured in 96Zr(96Ru) + 96Zr(96Ru) central collisions
at E/A = 400MeV with the FOPI detector [26].

obtained lifetimes appear to be rather short. High proton
identification thresholds [32,37] could result in correlation
functions that are dominated by fast particles emerging
from the short-lived pre-equilibrium emission stages of the
reaction. On the other hand, other authors have investi-
gated the intrinsic small sensitivity of directional correla-
tion functions to those long lifetimes typical of evaporation
processes and secondary decays. Can one probe the time
structure of proton emissions when lifetimes of the order
of τ > 103–104 fm/c exist? In ref. [30] it was observed
that, if the emission lifetime is very long, longitudinal and
transverse correlation functions become undistinguishable
and, as a result, a quantitative extraction of the lifetime
itself becomes difficult.

3.2 Space-time source extents from angle-averaged
two-proton correlations

Angle-averaged correlation functions are constructed ex-
perimentally by removing any conditions on the angle be-
tween the relative and the total momentum of the emitted
proton pairs. From this point of view, these observables
do not require as high statistics as in the case of direc-
tionally gated correlation functions. In order to extract
physics information, one needs to use the angle-averaged
Koonin-Pratt equation [17,23,27,28,39]:

R(q) = 4π
∫

dr · r2 S(r) ·K(r, q), (4)

where K(r, q) is the angle-averaged kernel. The resulting
spherically symmetric source function, S(r), contains in-
formation about its spatial extent and its finite lifetimes
folded together in the value of the relative distance, r.
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Fig. 7. Left panel: transverse (closed symbols) and longitudinal (open symbols) two-proton correlation functions measured by
the ALADiN collaboration in the decay of target spectators formed in Au + Au collisions at E/A = 1GeV [37]. The data from
the top to the bottom panel correspond to increasing impact parameter, selected by means of the Zbound observable [11,37].
Right panel: ratio between longitudinal and transverse correlation functions.

Therefore, it is not easy to disentangle the space-time am-
biguity contained in the emitting source. However, even
under these limited conditions, angle-averaged correla-
tion functions have provided space-time information about
particle emission mechanisms.

In order to solve the angle-averaged Koonin-Pratt
equation, eq. (4), and extract information about the
emitting-source function, S(r), different approaches have
been proposed. In the following subsections we will present
the main results obtained with Gaussian source ap-
proaches and imaging techniques.

3.2.1 Gaussian source approaches

In fig. 8 angle-averaged two-proton correlation functions
measured in 14N + 197Au reactions at E/A = 75MeV
are shown for three different gates on the total momen-
tum of detected proton pairs, P = 270–390, 450–780 and
840–1230MeV/c [27,28]. The dashed lines correspond to
best fits of the experimental data with eq. (4), where
the source function is assumed to be characterized by a
Gaussian shape, SP(r) ∝ exp(−r2/2r2

0). Gaussian source
sizes, r0 = 5.9, 4.2 and 3.4 were obtained, respectively, for
P = 270–390, 450–780 and 840–1230MeV/c.

The total momentum dependence of two-proton cor-
relation functions, shown in fig. 8, has been extensively
explored in the literature. Figure 9 shows a collection of
Gaussian source sizes measured in reactions induced by
different projectiles (3He, 14N, 16O and 40Ar) impinging
on Au and Ag targets [16,17,40]. Source sizes are repre-
sented as a function of the average velocity of the coinci-
dent proton pairs, vp = 1/2(p1+p2)/Mp, normalized to the

Fig. 8. Data points: two-proton angle-averaged correlation
functions measured in 14N + 197Au at E/A = 75MeV [27,28].
The different symbols correspond to different gates in the to-
tal momentum of proton pairs, as indicated on the figure. The
dashed lines are calculated assuming Gaussian-shaped source
functions and correspond to best fits of the height of the peaks
at 20MeV/c.

beam velocity, vbeam. The observed decrease of the size of
the emitting source with increasing proton velocities has
been interpreted as a consequence of the cooling dynamics
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Fig. 9. Gaussian source sizes obtained from the study of re-
actions induced by 14N and 16O projectiles (open symbols),
3He projectiles (closed circles) and 40Ar projectiles (closed di-
amonds) on 197Au targets (adapted from refs. [16,17]).

of the produced nuclear systems [16,17,28]. Energetic pro-
tons are associated with small sources as one would expect
in the case of emissions at the early stages of the reaction.
For less energetic protons, however, the extracted source
radii increase as one would expect at the later stage when
the system is cooled and expanded. The systematics of
two-proton radii with the size of the interacting projectile
and target nuclei is more involved. The data points corre-
sponding to reactions induced by 14N and 16O projectiles
overlap and are interpolated by a dashed line. The other
two dashed lines are obtained by multiplying and dividing
the 14N/16O line by a factor proportional to (AP /14)1/3,
where AP is the mass number of the projectile nuclei. It is
clear that for high-energy protons, vp/vbeam > 0.5, where
fast pre-equilibrium emission plays an important role, the
two-proton source radius scales approximately with the
radius of the projectile. This scaling with the radius of
projectile nuclei is not observed in the case of low-energy
protons that are known to be predominantly emitted by
evaporation and secondary-decay processes. The presence
of such long-lifetime emissions makes two-proton correla-
tion functions more difficult to be interpreted. This is con-
firmed by the difficulty in reproducing the shape of the ex-
perimental data for pairs at low total momenta (see fig. 8).

The Gaussian radii r0 shown in fig. 9 must be consid-
ered as upper bounds for the actual source sizes. Indeed,
since angle-averaged source function fold space and time
extents together, a small size could correspond both to a
small emitting volume or to short proton emission times.
On the other hand, the use of gates on total momentum
or, alternatively, on proton velocities is expected to re-
duce the space-time ambiguities contained in the angle-
averaged correlation function. Indeed, these gates should
help to isolate, to some extent, more localized emitting
sources. Stimulated by these ideas, the CHIC Collabo-
ration has used statistical event generators to simulate

total-momentum–gated correlation functions and estimate
emission lifetime and spatial extents in Ni + Al reactions
at E/A = 45MeV [41]. The authors explored also the
existence of a possible overlap of multiple sources with
different lifetimes (corresponding to pre-equilibrium and
evaporative emissions). Due to the selectivity of the to-
tal momentum gate, it was still possible to estimate both
a spatial Gaussian source size, RG = 2.7 ± 0.3, and an
emission lifetime, τp ≈ 400 ± 200 fm/c.

Systematic studies of source sizes in central Ca + Ca
and Au + Au collisions with varying incident energies have
been recently performed by the FOPI Collaboration [36].
The size of the two-proton source is observed to decrease
as the incident energy is increased from E/A = 400MeV
to E/A = 1500MeV. In the case of Au + Au reactions,
the source size decreases from 5.0 fm to 4.1 fm. A smaller
source size change is observed in the case of Ca + Ca col-
lisions. This result is consistent with participant matter
which is compressed to higher and higher densities as
one increases the incident energy. This indication is quite
attractive and further work on the details of these two-
proton correlation functions can provide useful tools to
investigate the nuclear equation of state.

3.2.2 Imaging analyses

The importance of studying the detailed shape of two-
proton correlation functions was recently addressed by in-
troducing an imaging approach to intensity interferome-
try [42–45]. This imaging technique consists of extracting
the source profile, S(r), by a numerical inversion of the
Koonin-Pratt equation, eq. (4). No a priori assumptions
about the source shape are made, thus considerably reduc-
ing model dependences. Figure 10 shows an application of
the imaging technique to two-proton correlation functions
measured in 14N + 197Au collisions at E/A = 75MeV [28,
42]. The thick lines on the left panel of the figure rep-
resent the imaged measured correlation functions. The
imaging technique reproduces in details the entire shape
of the correlation functions. On the right panel of fig. 10
the extracted imaging profiles are also shown. Contrary
to the case of Gaussian source analyses shown in fig. 8,
the source size does not decrease with increasing proton
pair total momentum, remaining constant at about 3 fm.
This result is very different from the systematics shown
in fig. 9, where the source size was mostly extracted from
the height of the peak at 20MeV/c. This constancy of the
source size with increasing total momentum of the protons
shows that the height of the peak at 20MeV/c does not
provide unambiguous information about the size of the
source [42]. These results have been explained within a
simple scenario where protons are emitted by the overlap
of a fast source, corresponding to pre-equilibrium emis-
sions, and a slow source representing the last stages dom-
inated by secondary decays of excited fragments [42,46].
In this schematic model, fast emissions provide a frac-
tion f of the total proton yields, Yfast = f · Y , while
the slow secondary decay sources provide the remainder,
Yslow = (1 − f) · Y . In this limit, the profiles extracted
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Fig. 10. Imaging analysis of data points already shown in fig. 8 and corresponding to two-proton correlation functions measured
in 14N + 197Au reactions at E/A = 75MeV [28]. The left panel shows imaged correlation functions by thick bands. The right
panel displays the extracted source function profiles [42].

from the imaging analysis of the experimental R(q) at
q > 10MeV/c and shown on the right panel of fig. 10
are strongly dominated by the dynamical source. The size
of this source is determined by the width or, even bet-
ter, by the shape of the peak at 20MeV/c. The detailed
study of the shape provides also a measure of the rela-
tive contributions of the fast source, f , and of the slow
source, 1 − f . This fast/slow contributions represent new
physics information contained in proton-proton correla-
tion functions, opening the opportunity to constrain the
importance of secondary decays. The detailed shape of
the long-lived portion of the emitting source contributes
to the source function S(r) at large relative distance val-
ues, r > 10 fm, where the kernel K(q, r) is dominated by
the Coulomb interaction. These large distances influence
the correlation function only at very small relative mo-
menta, q < 10MeV/c, where measurements are difficult
because of the finite angular resolution typical of the used
experimental setups [42]. Therefore, the details of these
slow emitting sources r > 10 fm are hard to access. In
fig. 10, the observed quasi-Gaussian shapes refer only to
the fast source. This is demonstrated by the fact that their
integral over relative distances r is less than unity. If the
slowly emitting sources could be experimentally accessed
by measuring very low relative momentum particle pairs,
it would be possible to image even the tails of the source
profiles at large relative distances. In that case, one would
clearly observe how the emitting source can deviate sig-
nificantly from the simplified Gaussian shapes assumed in
most works on two-proton correlation functions. Such de-
tailed studies on the shape of two-proton correlation func-

tions require high-resolution experiments that represent a
challenge for the future.

With the introduction of imaging analyses, the sys-
tematics of proton-proton source sizes shown in fig. 9 is
expected to change. On the other hand, such high-order
shape analyses require high-resolution measurements that
certainly represent a challenging perspective for the fu-
ture.

4 Space-time characterization from
uncharged radiations

Considerable experimental efforts have also been devoted
to the measurement of correlation functions involving non-
charged radiations (neutrons and photons).

Figure 11 shows two-neutron correlation functions
measured in Ni + Al, Ni, Au reactions at E/A =
45MeV [41,46,47]. These measurements are very compli-
cated because of cross-talk problems: the interaction and
registration of the same neutron in two different detec-
tors can substantially affect neutron coincidence measure-
ments [48,49].

The neutron-neutron correlation function is dominated
by the Fermionic nature of the neutrons and by their
mutual nuclear final-state interaction. Unlike the case
of proton-proton correlation functions, no Coulomb anti-
correlation at small relative momenta exists. The strong
maximum at zero relative momentum is caused by the
same resonance that brings about the maximum in the
p-p correlation function and has been used to investigate
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Fig. 11. Two-neutron correlation functions measured in
Ni + Ni, Ni + Au and Ni + Al collisions at E/A = 45MeV by
the CHIC Collaboration [47].

the timescale of the emission and to study the interplay
between dynamical and statistical effects [41]. Similarly
to what was observed in the case of protons, the height of
this maximum increases with increasing two-neutron to-
tal momentum [41,46,47], indicating reduced timescales
for the emission of more energetic particles emerging
from the pre-equilibrium stage. The simultaneous study of
p-p and n-n correlation functions in Ni + Al reactions at
E/A = 45MeV by means of the Csorgo-Helgesson statis-
tical model (ref. [41] and references therein) has provided
comparable source radii of RG = 2.7 ± 0.3 fm for both
protons and neutrons. However, slightly larger timescales,
with lifetimes of the order of τn ≈ 600 ± 200 fm/c, ap-
peared to be associated with neutron emission, if com-
pared to protons emitted with lifetimes of about τp ≈
400 ± 200 fm/c [41].

The enhancement at small relative momenta observed
in the n-n correlation function in fig. 11 is due to the short-
range nuclear final-state interaction. However, if neutrons
are emitted from a long-lived decaying system, the in-
creased average spatial separation between successive nu-
cleons will reduce the significance of the final-state strong
interaction. The correlation function is then expected to
be dominated by quantum statistics effects. An attempt
to observe such an effect was successfully performed by
the authors of ref. [50] in the study of compound nuclei
formed in 18O + 26Mg reactions at E = 60 and 71MeV.
The n-n correlation function was constructed with the
evaporated neutrons and a dip at small relative energies
was observed. This anti-correlation is generated by the
anti-symmetrization of the n-n wave function and repre-
sents the first experimental evidence of a pure Fermionic
HBT effect. The n-n correlation length is longer than the
nuclear interaction length and final-interaction effects are
negligible.

Fig. 12. Data points: two-photon correlation function mea-
sured in Ar + Al reactions at E/A = 95MeV with the MEDEA
array [52]. The solid lines show calculations of the different ef-
fects contributing to the overall shape of the correlation func-
tion.

Two-photon correlation functions have been measured
with the TAPS and MEDEA arrays [51,52] to extract
space-time information about γ-emitting sources. Fig-
ure 12 shows a two-photon correlation function measured
in 36Ar + 27Al reactions at E/A = 95MeV [52]. The
pure intensity interferometry effect is observed only at
small relative momentum (q < 45MeV/c). The peak at
140MeV/c is due to the neutral pion decay into two pho-
tons while the bump at intermediate q-values is produced
by badly detected pion decays [52]. Because of these com-
plications, two-photon correlation functions were studied
with sophisticated analysis techniques yielding Gaussian
source sizes of the order of r0 ≈ 2 fm and emission lifetimes
of the order τ ≈ 4 fm/c. These results seem to indicate
that γ-γ correlation functions probe mostly the dynam-
ical stage of the reaction. Similar conclusions were also
presented in ref. [53] where anti-correlations between en-
ergetic γ-rays and protons were studied with the MEDEA
array in Ar + V collisions at E/A = 44MeV. Energetic
gamma rays can be considered very good probes of the
spatial and temporal properties of the geometric overlap
region developed in the very early stages of the collision
process when nucleon-nucleon collisions are more impor-
tant.

5 Space-time characterization from light
complex particles

During heavy-ion collisions at intermediate energies a
large variety of particles and fragments are produced.
A complete space-time characterization of the reaction
therefore requires multiple intensity interferometry studies
extended to several nuclear species. Correlation functions
between light charged particles other than protons have
indeed been investigated by different authors (ref. [17] and
references therein).

Figure 13 shows a d-α correlation function measured in
the reaction 16O + 197Au at E/A = 94MeV [54]. The large
minimum at small relative momentum is due to the mu-
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Fig. 13. Data points: deuteron-alpha correlation functions
measured in 16O + 197Au reactions at E/A = 94MeV [54] for
different gates on the total kinetic energy of the particle pairs.
The solid and dashed lines correspond to Gaussian analyses
of the first peak after taking into account the finite angular
resolution of the used experimental setup.

tual Coulomb repulsion and the peaks at relative momen-
tum q > 30MeV/c are due to the nuclear interaction. In
particular, the sharp peak around 42MeV/c corresponds
to the first excited state of 6Li at E∗ = 2.186MeV and the
broad peak around 84MeV/c stems mainly from the res-
onance at E∗ = 4.31MeV with small contributions from
the resonance at E∗ = 5.65MeV. The solid and dashed
lines in fig. 13 show d-α correlation functions calculated
from eq. (4) with the kernel function, K(q, r), constructed
from the d-α relative scattering wave function [55]. The
best fit of the integral of the first peak at 42MeV/c pro-
vides Gaussian source radii r0 = 4.5 and 3.5 fm for d-α
pairs with total energies Eα +Ed = 55–120MeV and 120–
200MeV, respectively. As already observed in the case of
two-proton correlation functions, the height of the peaks
increases with increasing velocity of selected d-α pairs.
A closer look at fig. 13 clearly shows that the whole
shape of the d-α correlation function is not reproduced.
Equation (4) does not fit simultanously the first peak at
42MeV/c and the second peak at 84MeV/c. The broad
peak at 84MeV/c is better described by using a source
radius larger by about 1 fm as compared to the radius ex-
tracted from the best fit of the sharp peak at 42MeV/c.
These difficulties have not been resolved yet and require
further research.

Attempts to perform systematic size measurements by
using the first sharp peak at q = 42MeV/c can be found in

Fig. 14. Comparison between proton-proton (left side) and
deuteron-alpha (right side) Gaussian source sizes measured in
the same reaction systems and gated on the total kinetic energy
of the particle pairs [17].

the literature [17]. For instance, fig. 14 shows the compar-
ison between source sizes extracted from p-p correlation
functions (left side) and source sizes extracted from the
best fit of the first peak at 42MeV/c in d-α correlation
functions (right side) measured in the same reaction sys-
tems, i.e. 16O + 197Au at E/A = 94MeV, 40Ar + 197Au
at E/A = 60MeV and 14N + 197Au at E/A = 35MeV
(ref. [17] and references therein). Both p-p and d-α source
radii decrease with increasing energy of the detected pairs.
Furthermore, d-α radii appear to be smaller than p-p
source radii. Even if this result seems to be intriguing and
requires further research, the difficulties in reproducing
the overall shape of the d-α correlation function described
in fig. 13 indicate that these comparisons between d-α and
p-p source radii must be taken very cautiously.

Examples of deuteron-deuteron correlation functions
measured in Ar + Au at E/A = 60MeV are shown in
fig. 15 [56,57] for different gates in the total energy
of the deuteron pairs (see different symbols). The anti-
correlation at small relative momentum, due to the re-
pulsive Coulomb interaction is the main visible feature
of these observables. These correlation functions have
been analyzed with final-state interaction models that in-
clude both the Coulomb and the nuclear interaction [56,
58–63]. Source radii from d-d correlation functions have
been found to be generally larger than both p-p and d-α
radii [17,56,59–61].

More recently d-d correlation functions from projectile-
like sources produced in Xe + Sn reactions at E/A =
50MeV [63] have been measured with the INDRA 4π
array [64–66]. By means of a quantum model including
both Coulomb and nuclear final-state interactions [67],
deuteron emission times from the decay of the projectile-
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Fig. 15. Deuteron-deuteron correlation functions measured in
40Ar + 197Au collisions at E/A = 60MeV [56,57]. The differ-
ent symbols correspond to different gates on the total kinetic
energy of the detected deuteron pairs. The lines show calcu-
lated correlation functions constructed by considering both the
Coulomb and the nuclear final-state interactions.

like fragment at different impact parameters were esti-
mated. As the impact parameter decreases from periph-
eral to more central collisions, the emission times were
observed to decrease from 200 fm/c up to 25 fm/c. This
result was interpreted as an increasingly important con-
tribution of out-of-equilibrium emission as one moves to-
wards more and more central events where more excited
projectile-like fragment are produced. A better angular
resolution to measure the d-d correlation function at very
low relative momentum [63] and an improved knowledge
of the d-d final-state interaction [58] could improve our
understanding of deuteron emission mechanisms.

Triton-triton correlation functions have been also stud-
ied by some authors with models including both Coulomb
and nuclear final-state interactions or with simplified
prescriptions using only the Coulomb repulsion between
the coincident tritons [56,59,61,62]. The extracted source
radii are comparable to those extracted from d-d correla-
tion functions, even if uncertainties in the knowledge of
the triton-triton nuclear interaction still exist [17].

In this section we have not discussed the possibility
that the correlation function might be distorted by the
Coulomb field of the residual system. Only the mutual
two-body final-state interactions are indeed often used in
the literature. This approximation is reasonable only in

Fig. 16. Proton-alpha correlation functions measured in
40Ar + 197Au collisions at E/A = 60MeV [58,68]. The closed
and open circles are obtained by choosing particle pairs in
which the proton is, respectively, faster or slower than the al-
pha particle.

the case of correlations between particles with identical
charge-to-mass ratios causing them to experience a similar
acceleration in the Coulomb field of the residual system.
Figure 16 shows proton-alpha correlation functions mea-
sured in 40Ar + 197Au reactions at E/A = 60MeV [58,
68]. The open (solid) points refer to particle pairs with
the proton being faster (slower) than the alpha, vp > vα

(vp < vα). The correlation function displays two peaks
at about 15 and 50MeV/c. The first peak is due to the
sequential decay of 9B, i.e. 9B → p + 8Be → p + (α + α)
with detection of a proton and an α-particle only. The sec-
ond peak at 50MeV/c is related to the unbound ground
state of 5Li, which has a lifetime of about 130 fm/c.

While the location of the peak at 15MeV/c is not al-
tered by the gate on the proton and alpha-particle veloc-
ities, the second peak is observed at slightly higher rel-
ative momenta if pairs with vp > vα are selected. Since
the charge-to-mass ratio of protons is greater than that
of the alpha particles, the proton will experience a larger
acceleration in the Coulomb field of the residual nuclear
system. As a consequence, the relative velocity of the pair
will be decreased if vp < vα and increased if vp > vα, re-
sulting in a shift of the peak position. After taking these
distortions into account, p-α correlation functions have
been analyzed in 14N + 197Au at E/A = 35MeV [56,58]
and the extracted source radii appear to be comparable to
the radii obtained from d-d and t-t correlations and larger
than those extracted from d-α correlation functions.

The existing systematics [17] shows that two-particle
source sizes change when different nuclear species are se-
lected. The obtained differences need further investiga-
tions but they all point to the fact that different particles
originate from different emitting stages and sources pro-
duced during the reaction. The complex scenario emerging
from these studies calls for higher-resolution detectors and
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improved theoretical descriptions of final-state interaction
models for two-body correlations in heavy-ion collisions.
In the next sections we will discuss the work that has been
done to try to understand time ordering in the emission of
light particles. The study of emission chronology is indeed
very important in order to improve our understanding of
particle production mechanisms in heavy-ion collisions.

6 Particle emission time and chronology

Particles originating from one specific source are emitted
during a certain time interval. Normally, the rate of emit-
ted particles changes during this time interval, leading to a
specific time distribution for the source. If a two-particle
correlation function of identical particles could be con-
structed from particles emitted from a single source (i.e.
if the particle source could be isolated), and if the spatial
distribution were known, then the shape of the correlation
function would yield information on the shape of the time
distribution. Normally, neither the spatial nor the tempo-
ral distributions are known. In this case it is not straight-
forward to extract the spatial and time distributions from
the shape of the correlation function. To interpret the ex-
perimental results, source models are often used. These
source models contain some pre-assumption on the spatial
and temporal distributions. The shape of these distribu-
tions can, to some extent, be varied by varying parameters
of the model (such as radius and temporal width param-
eters). Such parameters then represent average emission
point and average emission time, though it should be re-
membered that such average values are model dependent.
In experimental data the situation is much more complex,
since it is never possible to completely isolate one source
from all the other sources present during the reaction. The
contribution from several sources leads to a total time dis-
tribution with a complex shape, where the effective aver-
age emission time will depend on different factors.

What one is usually referring to with emission chronol-
ogy is a difference in the average emission times between
two particle types. Though, it is worth noticing that the
emission times of the two particles may overlap to a
large extent, and the difference in their respective aver-
age emission times can be small compared with the width
of the emission time distributions. Furthermore, if differ-
ent sources contribute, like in peripheral reactions, they
contribute to a complex time distribution of the emitted
particles. As an example, we can consider two particle
types emitted from two sources. Different origins for dif-
ferent average emission times can be recognized: one origin
could be a simple shift of two similar time distributions.
Another origin could be that the width of the time dis-
tributions are different, while their shape is quite similar.
Finally, it is also possible to think that, if more than one
source is contributing, the relative weight of the sources
is different for the two particle types, leading to different
average emission times. In a real reaction, all of the above
reasons contribute, with a different weight depending for
example on applied gatesor selected angular ranges.

Even though the extraction of the emission times and
sequences is quite involved, there is a wealth of experi-
mental information that is available. A great advantage is
to perform simultaneous measurements of both like- and
unlike-particle correlation functions. By applying different
gates, such as polar angle gates, total momentum gates,
directional gates, or velocity gates for unlike particles, cer-
tain sources are enhanced relative to others. For instance,
non-equilibrium emission can be enhanced by high and
intermediate total momentum gates, while particles from
evaporation and excited fragments can be suppressed by
shape analyses disregarding the very low relative momen-
tum region. Furthermore, single-particle information, such
as energy spectra at different angles, should be used in the
analysis. A systematic study can, therefore, to a large ex-
tent disentangle the space-time characteristics of the con-
tributing sources, thereby putting strong constraints on
theoretical models.

6.1 Emission chronology from like-particle correlations

The emission chronology between two particle types can,
under certain conditions, be determined from like-particle
correlation functions. If it is valid to assume that both
particle types are emitted from the same spatial region, a
fit with a calculated correlation function, based on some
source function, to the experimental correlation function,
will yield an average emission time for each particle type.
By comparing these average emission times, an emission
chronology can be inferred. For a review, see ref. [69] and
references therein. The same method can also be used
to determine differences in emission times for the same
particle type emitted from different systems but with the
same spatial region, for instance, different neutron emis-
sion times from systems similar in size and energy content,
but with different isospin content (see next section).

The drawback of this method is that the results are
sensitive to the assumption of emission from the same
spatial region. Furthermore, the extracted average emis-
sion times are model dependent, since the average emis-
sion times depend on the pre-assumption of the shape of
the (spatial and) temporal distributions assumed by the
specific source model.

6.2 Emission chronology from unlike-particle
correlations

Model independent information on the emission chronol-
ogy of two particle types can instead be obtained from
unlike-particle correlation functions. If there is a differ-
ence in the average emission times, it is possible, by suit-
able gates, to divide the particle pairs into two classes with
different average distances when the two particles “start to
interact”. Since the strength of the final-state interaction
depends on the distance between the particles, this will
lead to a different strength of the correlation function for
the two classes. By comparing these correlation functions,
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the emission chronology can then be inferred without any
model assumptions.

Below we present the details of this technique. An im-
portant assumption for this method to be valid is that the
particles are emitted independently. Furthermore, certain
assumptions (which depends on the used gates) must be
made on the spatial region from which the particles are
emitted.

6.2.1 Velocity-gated correlation functions

A technique to probe the emission sequence and time de-
lay of ejectiles in nuclear reactions was first suggested
for charged-particle pairs, based on the idea that mu-
tual Coulomb repulsion would be experienced by pairs of
charged particles emitted with a short time delay. Com-
parison of the velocity difference spectra with trajectory
calculations would thus give a measure of the average par-
ticle emission sequence [70,71,57].

The technique was extended to any kind of interact-
ing, non-identical particle pairs in the theoretical study of
ref. [72]. There it was demonstrated that the sensitivity of
the correlation function to the asymmetry of the distribu-
tion of the relative space-time coordinates of the particle
emission points can be used to determine the differences
in the mean emission times by applying energy or velocity
gates. This effect has been proposed for particle pairs such
as pd and np [72], pπ [73], K+K− [74].

Velocity-gated correlation functions of non-identical
particles is a very powerful tool to investigate emission
sequences in nuclear collisions [75]. The basic idea is that,
if there is an average time difference in the emission times
of two particles types, there will also be a difference in
the average distance for particle pairs selected with the
condition v1 > v2 as compared to the pairs selected with
the complementary condition v1 < v2. This is because
the particle emitted first will, on average, travel a dif-
ferent distance in the two complementary classes (due to
the different velocities) before the second particle is emit-
ted. In particular, the interaction is enhanced for those
pairs for which the average distance is smaller. This can
be easily seen if one compares the correlation function
C1(q), gated on pairs v1 > v2, with the correlation func-
tion C2(q), gated on pairs v1 < v2. If particle 2 is emitted
earlier (later) than particle 1, than the condition v1 > v2

will sample smaller distances (larger correlations) than the
complementary condition v1 < v2. Therefore, the ratio
C1/C2 will show a peak (dip) in the region of relative mo-
mentum q where there is a correlation and a dip (peak)
where there is an anti-correlation. Furthermore, the ra-
tio C1/C2 will approach unity both for q → 0 (since the
velocity difference of the two emitted particles is negligi-
ble) and q → ∞ (since modifications of the two-particle
phase-space density arising from final-state interactions
are negligible). The exact location of the peak and dip in
the ratio depends on the source, and in particular on the
origin of the difference in the average emission times.

6.2.2 Experimental results

At low energies, the analysis of two-particle correlations
and velocity difference spectra has allowed to find re-
sults consistent with the statistical compound nucleus
decay for the light products emitted from the reactions
16O + 10B (Elab = 62.5MeV), and 16O + 12C (64MeV).
The method could also be used for the determination of
fission timescales [76].

At intermediate energies, the time sequence of p and
d has been deduced for the E/A = 50MeV Xe + Sn re-
action studied by the INDRA Collaboration. An average
emission of deuterons ≈ 250 fm/c earlier than protons has
been explained as the result of averaging over a long time
sequence between pre-equilibrium and thermal emission
for protons, whereas deuteron emission, resulting mainly
from hard nucleon-nucleon collisions, is concentrated at a
few tens of fm/c [63].

First experimental evidence of the emission chronology
of neutrons and protons deduced from the np correlation
function, was reported in ref. [75] for the E/A = 45MeV
58Ni + 27Al reaction measured by the CHIC Collabora-
tion at LNS, Catania. The experimental results from dif-
ferently gated correlation functions were in qualitative
agreement with the Koonin-Pratt formalism [23,24]. It
was claimed that for events selected for high parallel ve-
locity and high total momentum which enhance projectile
residue and/or intermediate velocity sources the proton is,
on average, emitted earlier than the neutron.

In ref. [77] the emission time chronology of neutrons,
protons, and deuterons was presented for the E/A =
61MeV 36Ar + 27Al reaction measured at KVI, Gronin-
gen. The experimental results showed that the angular
and total-momentum dependences of the pp and np corre-
lation functions support a dissipative binary reaction sce-
nario, where early dynamical emission is followed by sta-
tistical evaporation. The reverse kinematics utilized in the
experiment, and fairly high-energy thresholds, enhanced
the early dynamical emission component in the backward
measurement. The analysis of velocity-gated correlations
of non-identical particle pairs yielded detailed informa-
tion about the particle emission time sequence. The results
from the np backward measurement are shown in fig. 1,
right column (from ref. [77]). The dip in the Cn/Cp ratio
indicates that neutrons are, on the average, emitted earlier
than protons. For the forward measurement (fig. 17, left
column), the shape of the correlation function exhibits a
correlation at q < 40MeV/c and a small anti-correlation
at 40 < q < 100MeV/c, and the pairs with vn > vp con-
tributing to Cn interact more strongly. This indicates that
protons are, on the average, emitted earlier than neutrons,
a result in agreement with that obtained for the θlab ≈ 45◦
E/A = 45MeV 58Ni + 27Al reaction [75]. The complete
sequence of average emission times, τ , extracted from the
E/A = 61MeV 36Ar + 27Al reaction was the following:
for the dynamical emission source, τn < τd < τp; for the
projectile residue emission, τd < τp < τn. The interpreta-
tion of these results, presented in ref. [77], highlights the
importance of the contribution from the different emission
sources.
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Fig. 17. From the E/A = 61MeV 36Ar + Al reaction measured at KVI, velocity-gated np correlation functions (Cn, filled circles,
and Cp, open circles) and their ratio (Cn/Cp). Left column: forward measurement. Right column: backward measurement. The
lines are results from model calculations. From ref. [77].

The technique of ref. [72] has also been applied to pairs
of non-identical light charged particles produced in cen-
tral collisions of heavy ions in the A = 100 mass region
at a beam energy of 400MeV/nucleon, measured with the
FOPI detector system at GSI [78]. The difference between
longitudinal correlation functions with the relative veloc-
ity parallel and anti-parallel to the center-of-mass velocity
of the pair in the central source has allowed the extrac-
tion of apparent space-time differences of the emission of
the charged particles. Comparing the correlations with re-
sults of a final-state interaction model delivered quantita-
tive estimates of these asymmetries. Time delays as short
as 1 fm/c or —alternatively— source radius differences of
a few tenth fm were resolved. The strong collective ex-
pansion of the participant zone introduces not only an
apparent reduction of the source radius but also a mod-
ification of the emission times. After correcting for both
effects a complete sequence of the space-time emission of
p, d, t, 3He, α particles was extracted.

At even higher-energy regimes, the above method has
been used to tackle the problem of the possible observa-
tion of strangelets in the frame of the distillation process
following the creation of a quark gluon plasma. In this
case, strange and anti-strange particles may not be pro-

duced at the same time in a baryon-rich system under low
bag constant scenarios. Such a prediction has been tested
using K+K− correlations in ref. [79].

The knowledge of the emission times and chronology
is very important in order to extract information on the
nuclear interaction from complex nuclear collisions. It is,
however, not straightforward to obtain emission times and
chronology from a nuclear reaction, and different methods
need to be combined. Using velocity gates is a relative-
ley new and promising method to, model independently,
extract the emission chronology. Examples of first exper-
imental results using velocity gates have been presented,
together with their interpretations. To exclude other ex-
planations, the method needs to be combined with other
probes and methods to draw the correct conclusions. This
is a field where further developments can be made.

7 Isospin effects and perspectives for the
asy-EOS

The isospin dependence of the nuclear equation of state
is probably the most uncertain property of neutron-rich
matter. This property is essential for the understanding
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Fig. 18. For 36Ar + 112Sn (filled circles) and 36Ar + 124Sn (open circles) collisions, pp correlation functions. Left: pp, high Ptot,
30◦ ≤ θ ≤ 42◦. Middle: pp, intermediate Ptot, 30◦ ≤ θ ≤ 42◦. Right: pp, low Ptot, 54◦ ≤ θ ≤ 114◦. From ref. [85].

of extremely asymmetric nuclei and nuclear matter as it
may occur in the r-process of nucleosynthesis or in neutron
stars. In order to study the isospin-dependent EOS, heavy-
ion collisions with isotope-separated beam and/or target
nuclei can be utilized. In these collisions, excited systems
are created with varying degree of proton-neutron asym-
metry and a noticeable isospin dependence of the decay
mechanism is expected [80]. By selecting semi-peripheral
collisions, the symmetry term of the EOS is expected to
be probed at low densities, while central collisions are ex-
pected to be sensitive to the high-density dependence.

7.1 Theoretical predictions

Recently, the two-nucleon correlation function has been
considered as a probe for the density dependence of the nu-
clear symmetry energy [81–83]. In these theoretical studies
with an isospin-dependent IBUU transport model, it was
shown that the density dependence of the symmetry term
of the EOS affects the temporal and spatial structure of
reaction dynamics by affecting the average emission times
of neutrons and protons as well as their relative emission
sequence. For central collisions, a stiff EOS causes high-
momentum neutrons and protons to be emitted almost
simultaneously, thereby leading to strong correlations. A
soft EOS delays proton emission, which weakens the np
correlation [81,82]. It was found that the symmetry energy
effect becomes weaker with increasing impact parameter
and incident energy. Also, the strength of the nucleon-
nucleon correlation function is reduced in collisions of
heavier reaction systems as a result of larger nucleon emis-
sion source [82]. It was further found that the momentum
dependence of both isoscalar nuclear potential and the
symmetry potential influences significantly the space-time
properties of the nucleon emission source. Specifically, the
momentum dependence of the nuclear potential reduces
the sensitivity of two-nucleon correlation functions to the
stiffness of the nuclear symmetry energy [83].

In spite of the large uncertainties in the symmetry
potential, and in particular in the momentum-dependent
part, the exploratory studies in [81–83] are very encourag-
ing for using two-particle correlations to study the sym-

metry potential. It is also important to remember that the
symmetry interaction does not only influence the dynam-
ical emission of particles from the overlap and neck-like
regions, but also the formation of the residues. Therefore
also the particles emitted from the residues contain infor-
mation on the symmetry energy. To make improvements
in the future on the understanding of the symmetry po-
tential, it is necessary to have models that consistently can
describe both the dynamical emission of particles and the
formation of residues and their subsequent pre-equilibrium
and equilibrium emission of particles. By applying the ex-
perimental conditions and systematically comparing cal-
culated and experimental energy spectra and gated cor-
relation functions for like and unlike particles, it will be
possible to obtain hard constraints on the symmetry po-
tential.

7.2 Experimental results

First experimental results have been obtained on two-
particle correlation functions from systems similar in size,
but with different isospin content [84]. Small-angle two-
particle correlation functions with neutrons and protons
have been obtained from semi-peripheral E/A = 61MeV
Ar + 112,124Sn collisions measured at the AGOR cyclotron
of KVI.

The emission from the different sources was enhanced
or suppressed by introducing angular cuts (intermediate
velocity source emission is enhanced at forward, and target
residue emission at backward angles) and cuts in the total
momentum (Ptot) of the particle pair, calculated in the
relevant emission source frame. Figure 18 (from ref. [85])
presents the pp correlation function for particle pairs se-
lected within the three different gates.

1. Particles emitted by the intermediate velocity source
at prompt dynamical emission stage, (e.g., first-chance
nucleon-nucleon collisions), are enhanced by select-
ing high-Ptot pairs in the intermediate velocity source
frame. For the sample of pp pairs, the angular range
30◦ ≤ θ ≤ 42◦ is used for this gate.
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Fig. 19. For 36Ar + 112Sn (filled circles) and 36Ar + 124Sn (open circles) collisions, np correlation functions. Left: np, high Ptot,
30◦ ≤ θ ≤ 120◦. Middle: np, intermediate Ptot, 30◦ ≤ θ ≤ 120◦. Right: np, low Ptot, 54◦ ≤ θ ≤ 120◦. From ref. [85].

2. Particles emitted by the intermediate velocity source
at a later dynamical emission stage (e.g., neck emis-
sion), are enhanced by selecting intermediate-Ptot pairs
in the intermediate velocity source frame. Again, the
angular range 30◦ ≤ θ ≤ 42◦ is utilized for pp pairs.

3. Particles emitted by the target residue are enhanced
by selecting low-Ptot pairs in the target residue frame.
The angular range 54◦ ≤ θ ≤ 120◦ is applied to both
pp and np pairs. The neutron energy threshold is set
to 8MeV for this gate.

One can notice that the height of the peak at q ≈
20MeV/c is progressively reduced going from gate 1 to
gate 3, indicating an increase in the particle emission time.
Figure 19 presents the corresponding results for the np
correlation function. By comparing the results for the two
Sn targets, one can see an isospin effect, particularly in
gate 1 for pp and in gates 2 and 3 for np, where the height
of the correlation function is larger for the more neutron-
rich target. This indicates a shorter average emission time
for this system.

For the interpretation of the correlation data, it is im-
portant to note that the correlation function depends on
the space-time extent of the emitting source. From the
size of the source, a stronger correlation is expected for
the smaller 36Ar + 112Sn system, an effect expected also
because of the larger excitation energy per particle avail-
able for this system (yielding a shorter emission time).
On the other hand, the change in neutron number im-
plies a different symmetry energy which also affects the
n (and p) emission times. Neutrons are expected to be
emitted faster in the neutron-rich system, which would
lead to an enhancement of the correlation strength for
36Ar + 124Sn. Thus, the net influence on the correlation
function is not easily predictable, both due to the uncer-
tainty in the symmetry energy and to the presence of more
than one source of emission. The stronger np correlation
observed for the larger Ar + 124Sn system in the low total
momentum gate may indicate that the more asymmetric
system generates a more asymmetric and excited target
residue that, consequently, decays on a faster timescale.

More insight into these results has been gained by per-
forming an analysis of the particle emission time sequence

in ref. [86]. In all studied angle and total-momentum
gates, it was found that neutrons are, on average, emit-
ted earlier than protons. Furthermore, the shorter np
emission timescale for the Ar + 124Sn system results from
a faster emission of the neutrons, as compared to the
Ar + 112Sn system. This is particularly true for the par-
ticles emitted from the target residue, indicating that the
residues in the two reactions were formed differently due
to the symmetry interaction. Further experimental results
of particle emission sequence involving deuterons indi-
cate that for the Ar + 124Sn system neutrons are emitted
slightly earlier than deuterons, again a result pointing to
a faster neutron emission for the more neutron-rich sys-
tem. Deuterons, being formed mainly by coalescence, ap-
pear to have emission times that fall in-between that of
neutrons and protons. No sizeable isospin effects in the
emission sequence of deuterons and protons were found
for the above-mentioned systems.

8 Accessing the space-time properties at
freeze-out

IMF-IMF correlation functions are expected to provide
the space-time properties of nuclear systems produced in
nuclear reactions at the time when they approach the
freeze-out stage. This can offer a unique opportunity to
better understand the mechanisms of multifragmentation
phenomena and their possible links to a liquid-gas phase
transition in nuclear matter.

IMF-IMF correlation functions are usually constructed
by combining together fragments with different charges
and masses into a single correlation function. This is ac-
complished by sorting all IMF-IMF pairs with respect
to the so-called reduced velocity, vred = vrel/

√
Z1 + Z2,

where Z1 and Z2 are the charges of the two IMFs [87–
94]. Typical measured correlation functions are shown in
figs. 20-24 and 26.

Theoretically, final-state interaction models including
only the Coulomb repulsion have often been used to ana-
lyze IMF-IMF correlation functions. Indeed, fragment spa-
tial separations are on average expected to be larger than
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Fig. 20. IMF-IMF correlation functions calculated for differ-
ent emitting-source lifetimes [87]. The lines and dots corre-
spond, respectively, to classical and quantum calculations.

Fig. 21. Two-body (lines) and three-body (dots) trajectory
calculations for IMF pairs with total momenta per nucleon,
P/A ≤ 110MeV/c (top panel) and P/A ≥ 110MeV/c (bottom
panel). The calculations are performed for different values of
the IMF emission lifetimes.

the range of the nuclear force. This approximation needs
certainly to be verified within the context of more quan-
titative models. However, the most prominent feature ob-
served in IMF-IMF correlation functions is represented
by the strong Coulomb anti-correlation at small relative
velocities (see figs. 20-24, 26). Possible resonances corre-
sponding to the decay of heavier fragments either occur
at higher relative velocities not easily accessed experimen-
tally or require higher energy and angular resolution in
order to be clearly resolved. Such limitations limit the
study of IMF-IMF correlation functions by means of sim-
plified Coulomb interaction models. The IMF-IMF Ker-
nel function in eq. (4) has been calculated either from

the relative Coulomb wave function or by using a classi-
cal Coulomb treatment leading to the simple expression,
K(r, q) = (1 − r/rc)1/2 − 1, with rc = 2μZ1Z2e

2/q2 and
Z1 and Z2 being the charges of the two coincident frag-
ments [87]. The emitting-source function is commonly as-
sumed to have a spherical shape with radius RS and it is
assumed to be characterized by a temperature T . Frag-
ments are then emitted according to an exponential time
profile, P (t) ∝ exp(−t/τ). The radius, RS , and the life-
time, τ , are deduced as free parameters from the best fit of
the experimental correlation functions, thus providing the
space-time characterization of IMF emission. Figure 20
shows correlation functions calculated with sources having
emission lifetimes between 50 and 500 fm/c. It can be ob-
served that the shape of the correlation function at small
reduced velocities (Vred < 30 · 10−3 c) is strongly affected
by fragment emission times. The calculations in fig. 20 are
performed by using both the classical (lines) and the quan-
tum (dots) two-body kernel function in eq. (4), providing
virtually identical results [87]. The width of the Coulomb
anti-correlation at small reduced velocities is used to ex-
tract IMF emission times.

Alternative 3-body approaches to IMF-IMF correla-
tion functions are based on trajectory calculations where
two IMFs are emitted sequentially with some average time
delay, and their motion is propagated to the detectors un-
der the influence of both their mutual final-state Coulomb
interaction and the repulsion induced by the Coulomb
field of the residual system [88–90]. The correlation func-
tion is then deduced from eq. (2) applied to the sim-
ulated coincidence and single-particle yields [88,89,91].
Figure 21 is taken from ref. [87] and shows the compar-
ison between two-body classical calculations (lines) and
three-body Coulomb trajectories calculations (points) for
a source having charge ZS = 93, radius RS = 12 fm, tem-
perature T = 15MeV and emission lifetimes varying be-
tween τ = 50 fm/c and τ = 500 fm/c. The upper and lower
panels show the results for carbon pairs emitted with to-
tal momenta, P/A ≤ 110MeV/c and P/A ≥ 110MeV/c,
respectively. The use of a very large mass number for
the source (AS = 10000) ensures that recoil effects are
not taken into account and only the effects of the resid-
ual Coulomb field are explored. For low-momentum gates,
fragments are emitted with small initial velocities and dis-
tortions in the Coulomb field of the source are large. In-
deed, significant differences between three- and two-body
calculations exist up to τ = 200 fm/c. For longer emission
lifetimes, the two-body approach still remains valid. As
it can be easily expected, in the case of fragment pairs
at high total momentum (lower panel), fragments move
so quickly that the effects induced by the Coulomb field
of the residual system acting as a third body can be ne-
glected. The two-body approach is found to be still rea-
sonable if the emission times are longer (τ > 200 fm/c).
For shorter emission times, the disagreement is substan-
tial and three-body correlations seem to be important,
even if the effect is less pronounced than in the case of low-
momentum fragments (upper panel in fig. 21). Three-body
trajectories and even more realistic N -body Coulomb tra-
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Fig. 22. Bottom panel: the data points show the IMF-IMF cor-
relation function measured in 18O + natAg reactions at E/A =
84MeV [88] in events where at least two IMS fragments are
detected. The lines correspond to calculations performed with
three-body Coulomb trajectories assuming different IMF emis-
sion lifetimes. The top panel refers to events where only one
IMF and one heavy residue (HR) are observed and shows their
correlation function.

jectory calculations have extensively been used in the lit-
erature [88,92–94].

More recently, IMF-IMF correlation functions have
also been compared to predictions of microscopic models
where both the Coulomb and the nuclear interactions are
taken into account [95,96]. Microscopic models provide a
more realistic approach and represent certainly a promis-
ing opportunity for the future in order to have a clear
and unambiguous space-time characterization of complex
fragment emission mechanisms.

9 Characterizing multifragmentation
phenomena

Understanding whether multifragmentation results from a
sequence of binary splittings or rather from a simultaneous
break-up of an excited nuclear system has certainly rep-
resented one of the main questions raised in the last two
decades. A sequential binary splitting would correspond
to cluster emission from the surface of an excited source
(similar to fission). This process is associated with long
emission times of the order of 10−20–10−21 s, necessary
for shape deformation. In contrast, if multifragmentation
corresponds to a simultaneous breakup of nuclear matter,
the system is expected to fall apart over shorter times
(10−22–10−23 s), comparable to the timescales involved in
the growth of density fluctuations in the spinodal instabil-
ity region of the nuclear phase diagram. In the following
part of this section we will present some of the main re-

Fig. 23. Data points: beryllium-beryllium (top panel), boron-
boron (middle panel) and carbon-carbon (bottom panel) cor-
relation functions measured in Au + Au central collisions at
E/A = 35MeV [89]. Lines: calculations performed with eq. (4)
using a classical approzimation to the kernel function and as-
suming different emission lifetimes and a spherical source size
of 12 fm.

sults that can be found in the literature on the study of
fragment emission times in heavy-ion collisions.

One of the earliest studies of fragment-fragment cor-
relation functions was presented in ref. [88] where the au-
thors have studied 18O + 197Au and 18O + natAg reactions
at E/A = 84MeV. The IMF-IMF correlation function in
events where two or more IMFs were observed (fig. 22,
bottom panel), was compared to the correlation function
IMF-HR (IMF-Heavy Residue, fig. 22 top panel) in events
where only one IMF and one heavy fragment were ob-
served. The lines in the bottom panel of fig. 22 show the re-
sults of three-body Coulomb trajectory calculations. IMF
emission times of the order of τ = 1000 fm/c were ob-
tained in both classes of events selected by the authors.
These results suggest that the production of more than
two IMFs in the studied reactions is characterized by a
mechanism similar to the evaporation of one IMF by a
heavy fragment. This result supports a sequential binary
evaporation mechanism as responsible for IMF emission.

A similar analysis was performed also in ref. [90] where
incomplete-fusion reactions with the production of two or
three heavy (Z ≥ 10) fragments in 22Ne + 197Au collisions
at 60MeV/u were investigated. The analysis of relative
velocities and angles in the center of mass of the coincident
fragments was found to favour a sequential emission of
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Fig. 24. Data points: IMF-IMF correlation functions measured in central collisions 86Kr + 93Nb at E/A = 50MeV at polar
angles 5◦ ≤ θ ≤ 25◦ (left panel) and 25◦ ≤ θ ≤ 50◦ [93]. N -Coulomb trajectory calculations are shown by lines and correspond
to different emission lifetimes for the detected fragments.

fragments with short time steps between two consecutive
binary decays [90].

The data points in fig. 23 show Be-Be, B-B and C-C
correlation functions measured in central Ar + Au colli-
sions at E/A = 35MeV at polar angles 12◦ < θ < 35◦ [89].
This angular region allowed the authors to select IMFs
produced from incomplete-fusion mechanisms (ref. [89]
and references therein). The curves in fig. 23 represent cal-
culations performed with eq. (4) using a classical approxi-
mation for the two-fragment Coulomb kernel function [89].
IMFs were assumed to be emitted from a spherical source
of radius RS = 12 fm and with emission times distributed
according to an exponential law, P (t) ∝ exp(−t/τ). The
comparison to experimental data suggests that fragments
are emitted with timescales of about τ ≈ 100–200 fm/c.
Comparable emission times were obtained with three-
body Coulomb trajectory calculations where the IMFs
move towards the detectors under the influence of both
their mutual final-state Coulomb interaction and the re-
pulsion induced by the Coulomb field of the residual sys-
tem [89]. The obtained emission times are shorter than
the timescales characteristic of evaporation processes from
compound nuclei. An analysis of total-momentum–gated
IMF-IMF correlation functions in the same set of data
showed that high-energy IMFs are produced with even
shorter emission times, of the order of 50 fm/c, thus indi-
cating that fragment emission in central collisions begins
in early stages of the reaction and continues throughout
the later equilibrium stages [89,90].

The reaction system 36Ar + 197Au has also been stud-
ied at incident energies, E/A = 50MeV, using an N -
body Coulomb approach [92]. Angle-averaged correlation
functions contain space-time ambiguities that are difficult
to resolve: the wide minimum of the correlation function
at small reduced velocities cannot be associated with a
unique combination of source size, RS , and emission time,
τ . A long-lifetime emission produces emitting sources elon-
gated in the longitudinal direction defined by the total
momentum vector, P. Similarly to the case of p-p cor-
relation functions already discussed previously, IMF-IMF

directional correlation functions were used to extract emis-
sion times, τ = 50 fm/c, from the surface of a dilute source
having a density of about ρ/ρ0 ≈ 0.4 [92].

Central collisions between nearly symmetric systems,
86Kr + 93Nb, at E/A = 50MeV were studied in ref. [93]
with the goal of disentangling instantaneous from se-
quential multifragmentation break-up scenarios. Figure 24
shows correlation functions constructed with IMF frag-
ments having charges 4 ≤ ZIMF ≤ 9 detected at polar
angles 5◦ ≤ θlab ≤ 25◦ (left panel) and 25◦ ≤ θlab ≤ 50◦
(right panel). N -body Coulomb trajectory calculations
(lines in fig. 24) indicated that the data are consistent
with very short emission times, τ < 100 fm/c. The authors
of ref. [93] have also observed that the study of kinetic-
energy–gated IMF-IMF correlation functions is sensitive
to the details of the fragment emission topology (sur-
face/volume emission processes) in the initial state. How-
ever, no definitive quantitative results could be deduced
because of the unknown sensitivity to other correlations
and conservation laws in the initial state [93].

The perspective of extracting emission times from
IMF-IMF correlation functions seems to be quite attrac-
tive in order to better understand even the evolution of
emission mechanisms with the excitation energy deposited
into the excited system undergoing the multifragment de-
cay. The study of such evolution with the excitation energy
has been performed both in central collisions at interme-
diate energies and in peripheral collisions at relativistic
energies. In the next section we will present the results
obtained from IMF emission time measurements in cen-
tral collisions where the excitation energy is controlled
by the incident beam energy. In the following section we
will show similar emission time studies extended to the
decay of excited target spectators after bombardment by
relativistic-energy light probes. In this case, the decay of
the system is mostly governed by the deposited excita-
tion energy, without strong contributions from collective
motion that represent a relevant phenomenon in the case
of central collisions. These two sections will allow us to
have an idea about how the emission times of IMFs are
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correlated with the degree of excitation of the decaying
system.

9.1 Emission timescales in central collisions: sensitivity
to the incident energy

Mean emission lifetimes for multifragment final states pro-
duced in Kr + Nb reactions at incident energies E/A = 35,
45, 55, 65 and 75MeV/nucleon were studied in ref. [97].
The width of the Coulomb dip in the IMF-IMF correlation
function at small reduced velocities was observed to in-
crease as the bombarding energy increases from E/A = 35
to E/A = 55MeV. This result is consistent with a reduc-
tion of IMF emission times as the violence of the collision
is increased. The measured IMF-IMF correlation functions
were compared to classical three-body Coulomb trajectory
calculations performed with the code MENEKA [98] and
the extracted emission times are represented in fig. 25 as
a function of the incident energy. Long emission times,
τ ≈ 400 fm/c, are observed at lower incident energies,
E/A = 35MeV. As the incident energy is increased,
the emission of IMFs is observed to occur over shorter
timescales, until a saturation at a value of τ ≈ 100 fm/c
is observed at E/A = 55MeV [98]. This result is con-
sistent with an evolution of the fragment emission mech-
anism from long-lived sequential processes, at lower in-
cident energies, to an almost simultaneous scenario, at
higher incident energies. The extracted minimum lifetime,
τ ≈ 100 fm/c, is comparable to the timescales of growing
density fluctuations for nuclear matter in the low-density
instability regions of the nuclear phase diagram.

The results shown in fig. 25 are based on the assump-
tion that the fragments are emitted from a system with a
single freeze-out condition well localized in time. This sce-
nario might be too simplified. Figure 26 shows IMF-IMF
correlation functions measured in Kr + Au reactions at
E/A = 55MeV for three different values of vmin, de-
fined as the minimum velocity of the less energetic frag-
ment of each pair. It is clearly seen that faster IMFs ex-
hibit a wider Coulomb hole, indicating shorter emission
timescales. Similar results were observed also at E/A = 35
and 70MeV [99]. The dependence of the emission lifetime
on the velocity of the emitted fragments can be consid-
ered as an indication that a single freeze-out condition
for fragment emission might not exist. This indication
was confirmed by the calculations performed with the Ex-
panding Evaporating Source model [100] that predicted
decreasing emission times for fragments with higher ve-
locities [99]. Models based on a simultaneous multifrag-
mentation scenario were not capable of reproducing such
evolutionary emission pattern. A similar evolutionary sce-
nario in multifragment emission is also supported by the
extraction of different emission times for different nuclear
species [101]. For instance, in the study of Kr + Au colli-
sions at E/A = 70MeV, emission times of about 50 fm/c
and 100 fm/c were found, respectively, for carbon and
beryllium isotopes [101].

The described results obtained in the study of central
collisions have provided evidence for short emission times

Fig. 25. IMF emission lifetimes extracted in the study of cen-
tral Kr + Nb collisions at incident energies between E/A = 35
and 75MeV [97].

Fig. 26. IMF-IMF correlation functions measured in Kr + Au
central collisions at E/A = 55MeV and corresponding to dif-
ferent gates on the velocity of the slower of the two coincident
fragments [99].

at higher energies. While this finding suggests a simultane-
ous scenario for multifragmentation, velocity-gated and Z-
gated correlation studies suggest that evolutionary decay
processes cannot be excluded [99–101]. The definition of a
freeze-out stage might be considered more involved than
expected, requiring further experimental and theoretical
investigations. In this respect, it would be important to
compare experimental correlation functions to predictions
of microscopic models that describe the whole dynami-
cal evolution of multifragmenting nuclear systems. Simi-
lar studies have recently been performed [96,102] by com-
paring IMF-IMF correlation functions for central Xe + Sn
and Gd + U collisions at E/A = 32MeV, measured with
the INDRA detector, to simulations performed with the
BOB model (Brownian One-Body dynamics) based on
the BNV (Boltzmann-Nordheim-Vlasov) approach [95,
103,104]. The authors have studied higher-order correla-
tions by selecting different decay channels based on frag-
ment charges and specific event topologies [96,102]. The
conclusions of these studies seems to support freeze-out
times of the order of 200–240 fm/c and fragment spatial
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Fig. 27. IMF emission lifetimes as a function of the deposited
excitation energy measured in target spectators decay induced
by the bombardment π− and p beams at incident momentum
of 8.0 and 10.2GeV/c [94].

distributions of the order of 3–4 V0 in Xe + Sn and 8 V0 in
Gd + U reactions, with V0 being the volume of the source
at normal density, V0 = (4π/3)(1.2)3Atot fm3.

The study of central collisions is generally complicated
by the presence of collective motion. The explosive nature
of such systems can decrease the effective IMF emission
times. It is, therefore, not easy to correlate the IMF emis-
sion times shown in fig. 25 with the deposited excitation
energy.

In the next subsection we will present measurements of
IMF emission times in target spectators where estimates
of the actual thermal deposited excitation energy were
made. Such studies are less dependent on the dynamical
effects induced by collective motion and can provide better
links to the occurrence of a liquid-gas phase transition in
nuclear matter driven by thermal effects.

9.2 Evolution of emission times with excitation energy
in target spectators

Fragmentation phenomena of target-spectator fragmenta-
tion induced by light probes at relativistic energies are
one of the best tools to investigate thermally driven phase
transitions. In the study of π−, p + Au at 8.0, 8.2, 9.2
and 10.2GeV/c, IMF-IMF correlation functions from the
decay of Au target spectators were studied [94]. The evo-
lution of IMF emission times with the excitation energy
per nucleon is represented in fig. 27. As the deposited ex-
citation energy increases, emission lifetimes decrease from
τ ≈ 500 fm/c at excitation energies E∗/A 2.5MeV to a
saturating value of about τ ≈ 20–50 fm/c for excitation
energies above 5MeV/nucleon. These results indicate a
transition from a surface evaporation-like emission at low
excitation energies towards a bulk simultaneous multifrag-
mentation scenario above excitation energies of the or-
der of E∗/A = 5MeV [94]. Furthermore, the extracted
emission times seem to be comparable with timescales of
thermodynamical fluctuations leading to liquid-gas phase

transitions in nuclear matter. The decreasing emission
times should be related to the increasing thermal exci-
tation energy deposited into the system. Contrary to the
case of central collisions presented in the previous subsec-
tion, only a small collective-motion component caused by
the thermal expansion of the system should exist and the
dynamics of the decay is mostly dominated by thermody-
namical aspects.

10 Internal excitation energy of complex
fragments

Light-particle–fragment correlation functions have been
used to perform a thermal characterization of the emit-
ting source by providing experimental information on the
size and the internal excitation energy of the primary frag-
ments [105–109].

Several statistical and dynamical models predict very
different internal excitation energies of the primary frag-
ments. The quantum molecular dynamic (QMD) model [4,
110–112] and the microcanonical metropolis Monte Carlo
(MMMC) model [113] predict a rather low excitation en-
ergy for primary fragments. Anti-symmetrized molecular
dynamics [114–116] (AMD), stochastic mean-field simu-
lations [95,103,104,117], the statistical multifragmenta-
tion model [118,119] (SMM) and microcanonical multi-
fragmentation models [120–122] predict moderately hot
primary fragments. Moreover, the mechanism responsible
for the formation of fragments differs from a model to
another. In dynamical models, the formation of the frag-
ments and their excitation energy depend not only on the
collision dynamics but also on the procedure employed for
performing the cluster recognition [123–125]. On the other
hand, in the case of statistical models, the excitation en-
ergy of the fragments is an assumption of the model itself
used to calculate the statistical weights of the partitions.
Therefore, experimental estimates of the importance of
secondary decays and of the size of the primary fragments
can provide very significant constraints and crucial tests
for the theoretical models. A direct measurement of these
quantities would be also interesting for various aspects:
the extraction of certain physical information, such as the
rate of statistically to dynamically emitted particles or the
caloric heat capacity [14,15], would be less dependent on
model assumptions.

Previous studies have shown that it is possible to ex-
tract the intrinsic properties of the fragments indepen-
dently of the mechanism of their formation. These studies
are based on the measurement of relative-velocity correla-
tion functions between fragments and light charged parti-
cles (LCP). The aim of this section is to give a review of
the work dedicated to the determination of the sizes and
excitation energies of primary fragments. An excitation
function of these quantities will be given for Xe + Sn sys-
tem for the incident energy range E/A = 30–50MeV [105,
107–109]. We will present results on the study of central
Kr + Nb collisions at E/A = 45MeV [106] and of quasi-
projectiles produced in peripheral Xe + Sn collisions at
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E/A = 100MeV [126]. These studies were conducted by
using either the Washington University Dwarf Ball/Wall
array [127] or the 4π INDRA multidetector [64–66]. It is
important to note that the same data can provide informa-
tion on the space-time extent of the outgoing fragments,
but in this section we will concentrate only in the mea-
surement of their excitation energy.

10.1 Reconstruction of the primary fragments

At intermediate energies, there are at least two extreme
mechanisms for the production of light particles, i) in
nucleon-nucleon collisions and ii) by statistical evapo-
ration from excited sources. The former occurs during
the first stage of the collision when the dynamics play
an important role. This process is called direct or pre-
equilibrium emission. The second process is supposed to
occur at later stages of the reaction as a secondary emis-
sion from excited primary fragments. Between these two
stages, continuous emission may occur from other sources
that are difficult to define. In multifragmentation events,
it is possible to isolate the secondary statistical compo-
nent if the fragments formed are not too excited, so that
the timescale associated with their decay is much larger
than the timescale of their production.

In this context the primary fragment excitation en-
ergy can be deduced from the multiplicity of its associated
evaporated LCPs. Figure 28, taken from ref. [106], shows
the projection of the relative velocity between the heavi-
est fragment and the protons detected in coincidence and
in the case of Kr + Nb collisions at E/A = 45MeV. The
components V|| and V⊥ are the projections of the relative
velocity onto the axis representing the fragment direction
in the center-of-mass frame and into a plane perpendicular
to that axis. The top panel corresponds to raw coincidence
data, the middle panel corresponds to the background dis-
tribution and the bottom panel displays the result of a
subtraction of this background from the total LCP emis-
sion. This bottom panel clearly shows a ring surround-
ing the IMF location in velocity space (V|| = V⊥ = 0).
This feature may correspond to the Coulomb ring asso-
ciated with the proton emission from the heaviest frag-
ment. In order to estimate quantitatively the amount of
evaporated protons from secondary-decay processes, one
needs to estimate the contributions induced by other back-
ground effects that have to be properly subtracted. Few
methods have been employed to perform such background
estimation and subtraction [105–109] and they are all
based on a scenario deduced from Boltzmann-Nordheim-
Vlasov [128] calculations. Multifragmentation is described
as a two-step process. The first step is the cooling of the
initial fused system through a sequence of light-particle-
emission processes. The second step is the fragmentation
of the smaller remaining source where the remaining exci-
tation energy is shared between a fixed number of primary
fragments. These fragments then decay sequentially while
moving apart under the influence of the Coulomb force.
An initial radial velocity can be added to the Coulomb
motion in order to mimic a possible expansion of the

Fig. 28. Reaction system: Kr + Nb at E/A = 45MeV. Par-
allel velocity-transverse velocity invariant diagram for protons
in the center of mass of the heaviest fragment detected in co-
incidence in each event. Top panel: correlated events; middle
panel: uncorrelated events; bottom panel: difference between
correlated and uncorrelated events [106].

source. Based on such a scenario and on model predic-
tions, two approaches have been suggested to estimate
the background of the correlation function, differing in
the way one compares calculations to experimental data.
In one case, the shape of the background is deduced, nor-
malized to the data and then subtracted [105,107–109].
In the other case, the input parameters of the calculations
are adjusted until the data points are reproduced (kind of
back-tracing) [106]. After the background is subtracted,
one can access the amount of evaporated particles from
the primary fragments. In the following subsection we will
describe how the technique is applied to experimental data
and what physical information has been extracted.

10.2 Application to data and experimental results

Figure 29 shows the experimental relative velocity corre-
lation function (a) and the difference function (b) of the
phosphorus-alpha pairs measured in the central collisions
Xe + Sn at E/A = 32MeV. To build the correlation func-
tion shown in this figure, eq. (2) has been used by replac-
ing the momenta p1 and p2 with the velocities v1 and v2

of a given fragment (here is a phosphorus) and the LCP
(here an α-particle). The uncorrelated events have been
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Fig. 29. (a) Phosphorus-alpha correlation measured in cen-
tral collisions of Xe + Sn at E/A = 32MeV. (b) Difference
function. (c) Velocity spectrum of α-particles in the center of
mass of the phosphorus fragments, obtained by subtracting the
background (dashed line in (b)) from the the difference func-
tion (data points in (b)), from ref. [109].

constructed by the event-mixing technique: For a given
fragment in an event i having n LCP, we take randomly
n LCP from n different events, then the relative velocity
of this fake event is calculated. The dotted lines represent
the background [105–109]. This background should con-
tain any other contribution, which is not evaporated from
parents of phosphorus. The relative velocity distribution
presented in fig. 29c, obtained by subtracting the back-
ground from the difference function, can be considered
as the deduced contribution of α-particles evaporated by
parents of phosphorus.

This procedure was applied to all fragment-LCP pairs
produced in the central collisions Xe + Sn at E/A = 32,
39, 45 and 50MeV. Thus, for each detected fragment, the
average multiplicities of the light particles evaporated by
the primary fragment was determined. These multiplici-
ties increase slightly with the size of the fragment. How-
ever they remain weak, not exceeding the value of 1.5 at
all incident energies, implying that the excitation energy
of the primary fragments is particularly moderate. An ex-
ample of the extracted multiplicity is given in fig. 30 for
central collision of Xe + Sn at E/A = 50MeV. The multi-
plicity of a given LCP does not change much with incident
energy. From the spectra of the evaporated light charged
particles, the average kinetic energy has been extracted.

Both observables (average multiplicity and kinetic en-
ergy) have been used in order to deduce the average charge
of the primary fragments, 〈Zpr〉, their average mass, 〈Apr〉
and their excitation energy, E∗. The average charge of the
primary fragment is calculated as the sum of the charge
of the detected fragment, Z, and the charge of all light
charged particles correlated to that fragment, 〈ZLCP 〉.
This last quantity is defined by 〈ZLCP 〉 =

∑
i zi · 〈Mi〉,

Fig. 30. Average secondary multiplicities per fragment of the
evaporated hydrogen and helium isotopes as a function of the
atomic number of the detected fragments for Xe + Sn central
collisions at E/A = 50MeV [105].

where zi and 〈Mi〉 are the charge and the average multi-
plicity of the evaporated particles, i = p, d, t, 3He, α. Since
the isotopes of the detected fragments are not resolved and
the neutrons are not detected, two extreme assumptions
were necessary in order to determine the primary mass of
the fragment. The first assumption consists of assuming
that the detected fragment is produced in the valley of
stability. The second assumption considers two cases: i)
the primary fragments are produced in the valley of sta-
bility; ii) the primary fragments keep the same ratio N/Z
as the initial system. The obtained charge of the primary
fragments varies between 1 and 5 units of charge in ad-
dition to the charge of the detected fragment. The mass
of the primary fragments depends also on the considered
assumptions. The average multiplicity of the neutrons is
deduced by the mass conservation, knowing the mass of
the primary fragment, of the detected fragment and that
of the secondary light particles. Multiplicities of about 7
are reached, but depend strongly on the assumption made
on the mass of the primary fragment.

Finally, with the help of all these variables, it was pos-
sible to apply a calorimetry method to determine the ex-
citation energy of the primary fragments E∗

pr. Figure 31
shows the average excitation energy per nucleon E∗

pr/A of
the primary fragment as a function of its detected charge,
and this for four incident energies and the two assump-
tions on the mass of the primary fragment. The horizontal
line in fig. 31 represents the average value 〈e∗pr〉 within the
range of all studied primary fragments. Besides nuclei with
low charges, all the experimental points lie on this straight
horizontal line within error bars. In other words, whatever
the incident energy and the mass assumption considered,
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Fig. 31. Average excitation energy per nucleon of the primary
fragments as a function of their charge for central Xe + Sn col-
lisions at E/A = 32, 39, 45 and 50MeV. The horizontal lines
represent a fit to the average excitation energies with a Z-
independent value for each bombarding energy. Left panels:
the primary fragments have the same N/Z as the combined
system. Right panels: the fragments are produced in the valley
of stability. The masses of detected fragments are assumed to
follow the valley of stability except for the data points repre-
sented by open circles where the EAL assumption is used [109].

the excitation energies per nucleon of the primary frag-
ments are constant. Figure 32 shows the evolution of the
average value with the bombardment energy. The verti-
cal bars represent the standard deviations from the mean
values. They are small and do not exceed 1 AMeV, con-
solidating the constancy of the value 〈e∗pr〉. In the case of
the N/Z conservation assumption, the excitation energy
per nucleon increases from 2.2AMeV at E/A = 32MeV
up to a saturation value of 3AMeV at E/A ≥ 39MeV. In
the case of the other assumption, where the primary frag-
ments are produced on the valley of stability, the values
saturate also but at lower energy. The constancy observed
in fig. 32 of the excitation energy per nucleon for the vari-
ous primary fragments can suggest that thermodynamical
equilibrium was reached during the disintegration of the
system. On the other hand, the saturation of 〈e∗pr〉 can
indicate that the fragments have reached their limiting
excitation energy per nucleon (or their limiting tempera-
ture) [129,130].

How to choose between the two assumptions of mass
on the primary fragments? This choice was dictated by
calculations with a statistical code GEMINI [131]. This
code is very well suited at low excitation energies not ex-
ceeding 3–4AMeV. The procedure consists in using the
deduced primary-fragment characteristics, Zpr, Apr and
E∗

pr as input parameter, letting them decay and compar-

Fig. 32. Average excitation energy per nucleon of primary
fragments produced in central collisions of the Xe + Sn sys-
tem as a function of incident energy. The black and open sym-
bols correspond to two hypotheses of the fragment masses. The
vertical lines represent the standard deviation from the mean
values [109].

ing the resulting multiplicities of the evaporated particles
to the experimental values. It was shown in ref. [105] that
the assumption of the N/Z conservation was reasonable.

The average multiplicities of secondary light charged
particles allowed an intrinsic characterization of the pri-
mary fragments, but it can also be used to give valuable
information on multifragmentation events. Indeed, the ra-
tio of the secondary evaporated LCP multiplicities to the
total detected LCP multiplicities gives the fraction of ther-
mally produced particles. It has been shown in refs. [108,
109] that the maximum proportion of evaporated parti-
cles does not exceed, on average, 35% of the total number
of produced light charged particles. For incident energies
between E/A = 32 and 39MeV, the proportion of evapo-
rated particles increases, thus reflecting the increase of the
excitation energy of the fragments observed in fig. 32. Be-
yond E/A = 39MeV, this proportion decreases to reach
23% at E/A = 50MeV while the excitation energy of the
primary fragments remains constant. It should be noted
that the extracted proportion of secondarily evaporated
particles constitutes a lower limit, because it does not con-
tain the contributions which can come from the disintegra-
tion of the unstable nuclei like the 8Be, 5Li etc. and the
decay of the short-lived excited states [132]. Similar re-
sults have been extracted also from the study of Kr + Nb
reactions at E/A = 45MeV [106]. It has been shown that
i) the excitation energy of the primary fragments does not
exceed 2.5AMeV, ii) about 80% of the detected LCPs do
not originate from the secondary statistical decay of the
primary fragments.

10.3 Comparison to models

The described techniques have been applied to the quasi-
projectile (QP) nuclei formed in Xe + Sn collisions at
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Fig. 33. Atomic number of the heaviest fragment in the event
as a function of center-of-mass parallel velocity, for Xe + Sn at
E/A = 100MeV reaction.

E/A = 100MeV in order to extract their thermal char-
acteristics [126]. Figure 33 gives an overview of the col-
lision. It shows the atomic number of the heaviest frag-
ments in the event as a function of its velocity parallel
to the beam direction. One can observe clearly two main
components, one centered at the projectile velocity and
the other one centered at the target velocity (the heavy
quasi-target fragments are not detected since their veloc-
ity do not exceed the energy threshold of the used detec-
tors). Between the two components one can also observe
an emission of fragments at mid-rapidity and character-
ized by a low charge and a high cross-section.

This preliminary result is surprising since the excita-
tion energies of the spectator at E/A = 100MeV and par-
ticipant fragments at E/A = 50MeV are almost the same.
Is it an indication of thermal energy saturation? Or are we
dealing with the same fragment production mechanism?
The question is open.

The correlation function method has been applied to
extract the secondary evaporated light charged particles
from each QP. Figure 34 shows results for two systems
having different isospin: 129Xe + 124Sn, 124Xe + 124Sn.
The figure represents the extracted proton multiplicity as
a function of the charge of the QP emitter. The data points
obtained above for central collisions and same system but
at a lower beam energy E/A = 50MeV are superimposed
on the same figure. All data points follow the same sys-
tematic: the evaporated proton multiplicity increases with
the charge of the quasi-projectile or with the charge of the
fragment (in the case of central collisions). The proton
multiplicity values do not exceed 1.5 and are compatible
with an excitation energy of 2–3AMeV.

The experimental estimate of the secondary-decay
component can be compared with the predictions of sta-
tistical multifragmentation models such as the SMM [118,
119] or the micro-canonical model of Raduta et al. [120–
122] which explicitly consider fragment excitation. The
comparison of the extracted quantities with the calcula-
tions can indeed constitute a crucial test of the basic as-
sumptions of these models. In the MMMC [113] approach,

Fig. 34. Evaporated proton multiplicity as function of the
atomic number of the emitter: quasi-projectile or fragments
formed in central collisions. The systems presented here are
indicated in the figure.

the excitation of primary fragments is implicitly included
in the neutron production at freeze-out, and a direct com-
parison is not possible.

Statistical Multifragmentation Model (SMM) calcu-
lations have been performed in order to reproduce the
thermal component. The version of SMM used in [108,
109] gives access to the freeze-out configuration, i.e., to
primary-fragment characteristics before secondary decay.
Figure 35 shows the results of this calculation. The left
panel in this figure represents the excitation energy in
MeV of the primary fragments as a function of their
atomic number (same data points as in fig. 31 with the
only difference being the use of MeV/nucleon as units of
excitation energies). The right panel represents the to-
tal charge contributions of secondary evaporated particles,
ZLCP . The data indicate that a maximum LCP evapora-
tion is obtained for E/A = 39MeV and a decrease of ther-
mal contribution takes place above this energy. Although
the internal excitation energy of the primary fragments is
well reproduced at each incident energy, the trend of the
total charge of secondary LCPs, ZLCP , with the beam
energy is not reproduced. This discrepancy can be under-
stood if we consider the increasingly important effects of
the collision dynamics as the beam energy increases. Di-
rect emissions of LCP increase with increasing incident
energy, while the proportion of the thermal contribution
decreases.

The obtained results have also been compared to dy-
namical calculations. In order to understand the mecha-
nism responsible for the saturation of the excitation en-
ergy of the primary fragments observed in fig. 33, AMD
calculations [114–116] for central collisions of Xe + Sn at
E/A = 50MeV have been performed. A reasonably good
agreement for the charge distribution, the charge of the
heaviest fragment in the event and average kinetic en-
ergy of the fragments has been obtained [108,126,133].
The comparison of such calculations to the experimental
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Fig. 35. Comparison between SMM calculations (curves) and data (symbols) are presented. Left panel: average excitation
energy of the primary fragments as a function of their atomic number for central Xe + Sn collisions at E/A = 32–50MeV.
Right panel: total charge contributions of secondary evaporated particles ZLCP . The dotted histogram represents the calculated
freeze-out contribution [109].

Fig. 36. Proton and alpha energy spectra produced in central
collisions of Xe + Sn at E/A = 50MeV. The symbols are the
data and curves represent AMD calculations. The dots (contin-
uous histogram) represent the total energy spectra, the trian-
gles (dashed histogram) represent the secondary evaporation
contribution and the open symbols (dotted histogram) repre-
sent the direct early emission.

data is shown in fig. 36. It represents the energy spectra
of proton and alpha particles produced as free particles
in AMD (direct emission) and secondary particles evap-
orated from the calculated decay of the excited primary
fragments. The two contributions are compared to exper-
imentally deduced secondary particles with the method
described above. AMD predicts reasonably well the total

energy spectra of protons (78% of total emission), but it
fails to reproduce the thermal contribution (22%).

11 Conclusions

The study of heavy-ion collisions at intermediate ener-
gies has provided important information about the mech-
anisms of multifragmentation and their links to a possible
nuclear liquid-gas phase transition. Our capability of fully
understanding these phenomena depends strongly on how
well one can identify and characterize the thermal and
dynamical properties of fragment and particle emitting
sources. In this paper we have presented a review of the
most significant results that different research groups have
achieved in the last decades by using two-particle correla-
tion techniques.

Intensity interferometry techniques have demonstrated
that we have space-time probes capable of measuring sizes
as small as 10−15 m and time intervals as short as sev-
eral 10−23 s. This can be viewed as an important advance
in the field of heavy-ion physics. These space-time char-
acterization techniques have provided valuable informa-
tion about the size/volume, the density of decaying nu-
clear systems, as well as quantitative estimates of emis-
sion lifetimes and particle chronology. The extracted re-
sults demonstrate that the emitting sources produced in
heavy-ion collisions form a quite complex system: differ-
ent particles are emitted at different times and by dif-
ferent mechanisms. In this respect, it seems clear that a
complete space-time characterization of nuclear reactions
requires a study of multiple correlations extended to all
particle species and including neutrons. Proton-neutron
chronology is also indicated as an important candidate to
explore the density dependence of the symmetry energy
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which represents one of the most challenging perspectives
for the future.

The recent introduction of imaging techniques has cer-
tainly changed our interpretation of correlation observ-
ables. The source sizes extracted with this technique can
differ significantly from those extracted from other ap-
proaches. This difference suggests that a detailed shape
analysis of correlation observables is necessary in order
to obtain a correct determination of nuclear densities
and lifetimes. In this chapter we have also shown how
techniques were found to quantify the strength of sec-
ondary decays. Light-particle–fragment correlations have
been used to extract information about the excitation en-
ergy of primary unstable fragments. The possibility of con-
straining secondary decays represents an important per-
spective: several observables are indeed affected by the
unknown contributions to the experimental spectra from
different emission mechanisms dominating different stages
of the reaction.

Despite the large amount of information that the scien-
tific community has been able to extract, certain aspects
have not been fully explored and require further research.
For instance, from an experimental point of view, higher
isotopic resolution could provide an important opportu-
nity to investigate isotopically resolved fragment-fragment
correlation functions. This perspective is very important
in view of clarifying the indications of evolutionary freeze-
out conditions in heavy-ion collisions and their possible
links to the equation of state of asymmetric nuclear mat-
ter, relevant to astrophysical environments like neutron
stars and supernova explosions. Higher angular resolution
and a large solid-angle coverage are important require-
ments in order to increase the quality of measured correla-
tion observables and to explore their features while having
a complete characterization of the collision event (impact
parameter, reaction plane, exact determination of velocity
vectors, etc.). Higher-resolution devices will be the key to
the perspective of extending imaging techniques to several
particle species, improving complex particle correlation
analyses that provide information about the space-time
properties at freeze-out and about the excitation energies
of primary fragments. Other fields of nuclear-physics re-
search will certainly profit from the existence of detec-
tor setups that are characterized by outstanding corre-
lation capabilities. This is particularly the case for the
nuclear structure groups working on spectroscopic prop-
erties of exotic nuclear systems explored with the future
radioactive-ion-beam accelerator facilities.

The close interaction between the theoretical and ex-
perimental communities will certainly contribute signifi-
cantly in improving our capability of characterizing emit-
ting sources. The use of more powerful experimental se-
tups and the implementation of full quantum multi-body
approaches to correlation functions promise to provide un-
ambiguous information about the thermal and dynamical
scenarios characterizing multifragmention phenomena and
their links to the equation of state of nuclear matter.
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Abstract. The various dynamical models for fragment formation in nuclear collisions are discussed in
order to bring out their relative advantages and shortcomings. After discussing the general requirements
for dynamical models that aim to describe fragment formation, we consider the various mean-field models
that incorporate fluctuations and then turn to models based on molecular dynamics.

PACS. 24.10.-i Nuclear reaction models and methods – 05.60.Gg Quantum transport – 24.60.Ky Fluctu-
ation phenomena – 25.70.Pq Multifragment emission and correlations

1 Introduction

Nuclear collisions in the medium-energy regime (from
several tens to several hundreds MeV/nucleon) typically
yield several intermediate-mass fragments (IMFs) (see
Tamain [1]). Thus, at relatively low energies dissipative
binary reactions may create IMFs at midrapidity, while
higher-energy central collisions create expanding systems
that produce clusters copiously; and peripheral collisions
produce excited projectile-like fragments that multifrag-
ment. The IMFs typically carry a major part (∼ 50%) of
the nucleons involved.

Since the fragments are formed in dynamical reactions
where equilibrium is not guaranteed a priori, there is a
need for developing microscopic dynamical descriptions
for fragment formation. This poses a significant theoretical
challenge because of the basic quantal nature of the many-
body nuclear system. Although it is possible to derive such
models by truncating a hierarchy of quantum many-body
equations, it is difficult to ensure that the error would
remain small throughout the rather long duration of frag-
mentation reactions. Therefore, most of the currently em-
ployed models have been developed by performing certain
drastic simplifications while seeking to retain a quantita-
tively useful description for those aspects that are deemed
to be of most interest. Consequently, models with different
characteristics have been developed and applied to frag-
mentation reactions with reasonable successes in specific
cases.

The purpose of this paper is to summarize the main
requirements for models that aim to describe fragment
formation and to elucidate their relative merits and short-

a e-mail: ono@nucl.phys.tohoku.ac.jp

comings. First, sect. 2 discusses those model features that
are of largest importance. Then, within that framework,
we discuss in sect. 3 models that have been developed on
the basis of mean-field theory, while sect. 4 covers those
that involve molecular dynamics.

Since this paper focuses on fragment formation, we
do not intend to evaluate the overall utility of individual
models. Indeed, treatments that do not seek to describe
fragment formation, such as the nuclear Boltzmann equa-
tion (see Fuchs and Wolter [2]) are not addressed here,
even if they may have proven to be very important gener-
ally for the study of heavy-ion reactions. (An early guide
to microscopic models for intermediate-energy nuclear col-
lisions was given in ref. [3].) Neither does this paper cover
the statistical models for fragment formation (see Botvina
and Mishustin [4]) which provide us with a powerful tool
for understanding fragmentation.

2 General requirements

We discuss here the general features that are required by
any dynamical model aiming to describe nuclear fragmen-
tation.

2.1 General framework for the time evolution

Ideally, any such model should be derivable from the un-
derlying quantum many-body description by means of
well-defined approximations. Most of the models for nu-
clear dynamics are based on the mean-field picture, ex-
emplified by the time-dependent Hartree-Fock (TDHF)
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Fig. 1. A schematic picture of a fragmentation reaction in
which a given initial channel may develop into many different
fragmentation channels during the dynamical evolution.

treatment or its semiclassical analogue, the Vlasov equa-
tion. However, the direct two-nucleon collisions grow in-
creasingly important when the collision energy reaches
and surpasses the Fermi energy, as the Pauli exclusion
principle becomes ever less effective in blocking the two-
nucleon collisions. Therefore, the models should incorpo-
rate both single-particle motion in a mean field and Pauli-
suppressed two-nucleon collisions. This is indeed the case
for most of the models discussed here.

2.2 Dynamical bifurcations

The most important special challenge associated with
fragmentation is the occurrence of dynamical bifurcations,
the feature that a given initial configuration may lead
to many different fragmentations, as illustrated in fig. 1.
Since the number of final channels is huge, even if only the
most important fragmentations are considered, a standard
coupled-channel treatment would be practically impossi-
ble. On the other hand, this very feature makes it natural
to employ concepts and methods from transport theory.
Consequently, most models involve some stochastic agent
as a simple way to produce spontaneous fluctuations and
the associated trajectory branchings.

2.3 Basic quantum statistics

Any quantitatively useful model of nuclear systems must
take account of the basic quantum-statistical feature that
causes Pauli blocking and endows the nucleons with Fermi
motion. Therefore, the initial nucleon momenta are usu-
ally sampled from a Fermi distribution, even if the spe-
cific model does not inherently contain such a feature.
This ensures that the one-body phase-space density is rea-
sonably consistent with the corresponding single-nucleon
wave functions. Furthermore, the final states of the di-
rect two-body collisions are usually suppressed by suitable

Pauli-blocking factors, thus helping to prevent the nucle-
ons to revert to the Maxwell-Boltzmann form character-
istic of classical systems. Even though the various models
tend to include these basic features, the specific manner in
which this is actually done varies greatly from one model
to another.

2.4 Macroscopic nuclear properties

The dynamical models should have stationary solutions
that reproduce the most important macroscopic nuclear
properties, such as density distributions and binding ener-
gies, whereas shell and pairing effects are not very impor-
tant because the produced fragments are usually excited
by several MeV/nucleon. This requirement can be met if
the model yields proper values of the nuclear saturation
density and the associated binding energy (including its
isospin dependence), together with especially the nuclear
surface tension. It is thus important that these key quan-
tities be known for the various models.

2.5 Thermal nuclear properties

Because of the complexity of the fragmentation process,
statistical features play a large role in determining the
relative fragment yields. It is therefore quantitatively im-
portant that the nuclear level densities, as reflected in the
specific heat, have realistic magnitudes. In particular, in a
quantum system the excitation energy grows quadratically
with temperature, E∗ = aT 2, while the relation tends to
be linear in a classical system. The desirability of this
characteristic property poses a significant problem for the
dynamical models and, as we shall discuss, most models
are inadequate in this particular regard.

2.6 Interactions

It is preferable that the models contain only a minimal
number of parameters. In fact, the mean-field Hamiltonian
should in principle be known from static nuclear proper-
ties and thus not be subject to adjustment. It is in the
context of fragment production especially important that
the employed interaction yields a liquid-gas phase transi-
tion in uniform matter.

With regard to the residual two-body interaction, it
is most often represented by means of differential scatter-
ing cross-section which may, in principle, be modified by
the local density and temperature. Although such medium
modifications might be calculable, they may also be taken
as somewhat adjustable.

In any case, both the long-range interaction responsi-
ble for the mean field and the residual interaction causing
the collisions should already have been fixed from applica-
tions that do not involve fragmentation. So, consequently,
there should ideally be no new parameters associated with
the treatment of fragmentation processes.
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2.7 Particle emission from hot nuclei

The fragments produced after the violent stage of the re-
actions are still excited by typically several MeV/nucleon.
Such fragments de-excite by light-particle emission over
a time scale that is very long in comparison with that of
the collision. Although it would be impractical to propa-
gate the dynamical models for such long times, it would
still be desirable that the models in principle describe the
de-excitation processes. However, this is generally not the
case, in large part because of the rather rough charac-
ter of the dynamical models relative to the more refined
treatments required for such emission processes. Indeed,
the proper description of particle emission from hot nuclei
usually requires a quantum-mechanical treatment. There-
fore, when particle-stable fragments are needed, it is nec-
essary to apply suitable de-excitation treatments to each
of the (pre)fragments formed in the course of the collision.

2.8 Correlations and fragmentation mechanisms

It is desirable that the models can describe many-body
correlations beyond those of the mean-field description.
This is particularly important for a proper description of
light fragments, such as alpha particles. One of the most
important advantages of treatments based on molecular
dynamics is that such correlations are included automat-
ically (though not necessarily correctly, of course). It is
important to recognize that one-body models also con-
tain non-trivial correlation features when augmented by
a stochastic agency that produces an entire ensemble of
one-body systems from a single initial configuration. Thus,
while the mean-field models may not be suitable for the
description of very light fragments, they may be quite rea-
sonable for fragments that lend themselves to a mean-field
description, such as typical IMFs.

3 Mean-field models with fluctuations

Significant advances in our understanding of nuclear dy-
namics have been achieved within the mean-field frame-
work. Just as the Hartree-Fock treatment provides a useful
starting point for the discussion of static nuclear proper-
ties, its time-dependent version, TDHF, presents a good
conceptual starting point for the treatment of nuclear dy-
namics. An early study of multifragmentation within the
TDHF framework was made by Knoll and Strack [5], who
considered the evolution of individual Slater determinants
that had been sampled from a statistical ensemble repre-
senting a hot source.

The main shortcoming of pure mean-field treatments
is the omission of the short-range residual interaction. An
attempt to include this important physical ingredient is
presented by the stochastic TDHF model [6] in which
the many-body system continually jumps from one Slater
determinant to another. Though conceptually appealing,
this approach has not yet been developed into a practical
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Fig. 2. Characterization of dynamical models. The various
semiclassical treatments of microscopic nuclear dynamics can
be characterized by the manner in which the single-particle
phase-space density is being propagated from one time step
to the next. In the Vlasov treatment, the particles experience
only the self-consistent effective field, leading to a single dy-
namical history f(r, p, t). At the Boltzmann level, the various
possible outcomes of the residual collisions are being averaged
at each step, leading then to a different but still single dynam-
ical trajectory. Finally, the Boltzmann-Langevin model allows
the various stochastic collision outcomes to develop indepen-
dently, thus leading to a continual trajectory branching and a
corresponding ensemble of histories.

tool (but it provides a basis for deriving the Boltzmann-
Langevin treatment discussed below).

Indeed, the residual interaction is more readily in-
cluded within the framework of semi-classical descrip-
tions of the Nordheim type [7], often referred to as
Boltzmann-Ühling-Uhlenbeck (BUU) or Vlasov-Ühling-
Uhlenbeck models, in which the collisionless mean-field
evolution is augmented by a Pauli-blocked Boltzmann col-
lision term. There are various techniques for solving the
nuclear Boltzmann equation. One common approach in-
troduces a (usually large) number of pseudo-particles for
each nucleon present, N , with correspondingly reduced
interacting cross-sections. This method makes it possible
to achieve an arbitrarily fine coverage of phase space and,
in principle, the resulting solution approaches the exact
solution as N is increased. However, it requires a fairly
cumbersome programming to prevent the computational
task from increasing quadratically with N . Therefore, it
is often preferable to use the parallel-ensemble method, in
which N individual A-body systems are treated in parallel
in a common mean field that is obtained by averaging, at
each time, over the N systems (see fig. 2). This treatment
retains some correlation, so although it does not converge
to the Boltzmann solution it may well present a more use-
ful model.

In the standard Boltzmann treatment, only the av-
erage effect of the collisions between the particles is in-
cluded, thus yielding a deterministic evolution of the one-
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particle phase-space density f(r,p) (see fig. 2). While this
simplification may be suitable in many physical scenarios
in which the macroscopic dynamics is stable (such as the
early stages of a nuclear collision when the system is hot
and compressed), it is inadequate for processes involving
instabilities, bifurcations, or chaos. In particular, if the
combined expansion and cooling brings the system into
the spinodal zone of the phase diagram, it is essential to
admit the occurrence of fluctuations and allow their sub-
sequent self-consistent development.

Various attempts to overcome this problem have been
made. On the more formal side, transport theory was in-
voked to treat the effect of many-body correlations as a
stochastic process and thus derive a transport equation
for the one-particle phase-space density f(r,p) [8–10]. In
particular, in ref. [10] the general transport equation was
reduced to coupled equations for the mean evolution of
f(r,p) and its fluctuations around this average trajec-
tory. The evolution is then determined by the transport
coefficients, namely the drift coefficients V [f ](r,p) that
govern the average change of f(r,p) (and is given by
the usual Boltzmann equation) and the diffusion coeffi-
cients D[f ](r,p; r′,p′) governing the correlation between
changes at two different phase-space locations. These co-
efficients are given in terms of the differential cross-section
and this fundamental relationship ensures that they sat-
isfy the fluctuation-dissipation theorem. While this ap-
proach yields a more exhaustive description, it is applica-
ble only when the dynamics is macroscopically stable so
all dynamical histories remain fairly similar.

However, in many situations of actual interest in
heavy-ion physics, such as multifragmentation processes,
the dynamical trajectories branch into configurations that
are qualitatively different, as illustrated in fig. 2. It is
therefore necessary to devise methods that can admit and
propagate arbitrary fluctuations. This need has led to
the development of the nuclear Boltzmann-Langevin (BL)
model which is briefly described below.

3.1 Boltzmann-Langevin model

The Boltzmann-Langevin equation of motion for f(r,p)
can be written on a condensed form as [11,12]

ḟ ≡ ∂f

∂t
− {h[f ], f} = C[f ] ≡ C̄[f ] + δC[f ] . (1)

Here the mean-field evolution of f(r,p) on the left is gov-
erned by the effective one-body Hamiltonian h[f ](r,p),
which depends self-consistently on f(r,p). The collision
term C[f ] on the right represents the effect of the two-
body collisions and is therefore stochastic in nature. As
such, it can be separated into its average, C̄[f ], which
is the term retained in the standard Boltzmann equa-
tion, and its fluctuating part, δC[f ]. The two parts can
be expressed in terms of the elementary collision process
p1p2 → p′

1p
′
2, for which the expected number of occur-

rences within a small time interval, ν̄, is equal to the
associated variance σ2

ν , as in a standard random walk.

This fundamental relationship leads to the fluctuation-
dissipation theorem.

After it had been demonstrated [11] that the fluctu-
ating collision term C[f ] produces the correct quantum-
statistical equilibrium fluctuations and correlations in a
uniform gas, the transport theory was turned into a practi-
cal tool by the development of a numerical method for the
direct simulation of the stochastic part δC[f ] [12]. With
this model, the dynamical clusterization in the presence of
instabilities was then addressed [13] and explicit numeri-
cal studies were made for two-dimensional matter in the
phase-space region of spinodal instability. The fluctuating
part of the collision term acts as a source of irregularities
in the density which may then be amplified by the self-
consistent mean field. The corresponding dispersion rela-
tion (the growth rate γk = 1/tk as a function of the wave
number of the distortion) was extracted from the numer-
ical simulations and shown to exhibit a maximum which
identifies the characteristic length scale for the clusteriza-
tion, as reflected in the Fourier transform of the spatial
density. A more detailed treatment of the linear response
in stochastic mean-field theories and the onset of instabil-
ities was subsequently made [14].

It thus appears that the Boltzmann-Langevin model
offers a suitable one-body framework for the study of un-
stable nuclear dynamics, such as fragmentation processes.
Nevertheless, it appears that an accurate description of
the agitation of unstable modes in nuclear matter gener-
ally requires the inclusion of memory time effects resulting
from the basic quantal nature of the system [15].

Furthermore, the numerical treatment of the fluctuat-
ing collision term presents a formidable challenge and is
not yet feasible in three dimensions. Therefore a number
of approximate treatments have been developed. However,
typically, these approaches introduce the fluctuations by
fiat in a manner that is inconsistent with the general re-
laxation properties of the one-body density, as expressed
through the fluctuation-dissipation theorem. We discuss
those various approaches in the following.

3.2 Brownian one-body dynamics

A powerful approximate treatment of the BL model was
obtained by approximating the effect of the fluctuating
part of the collision term, δC, by that of a suitable stochas-
tic one-body potential, δU(r, t),

δC[f ] → −δF [f ] · ∂f
∂p

, (2)

with the Brownian force δF ≡ ∂δU/∂r being tuned at
each point in time and space to ensure that the dynamics
of important collective modes emulates the results of the
complete Boltzmann-Langevin model [16].

In the resulting Brownian one-body (BOB) model for
nuclear dynamics, the stochastic force is adjusted to en-
sure the correct growth of the fastest-growing unstable
spinodal mode, as obtained by making a local-density ap-
proximation. Since the local adjustment of the Brownian
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force can be made on the basis of simple analytical approx-
imations [17,18], the BOB scheme can be implemented
by making a relatively straightforward modification of a
standard BUU code [16], thus providing a powerful tool
for studies of fragment formation.

The BOB model was subsequently applied to dynami-
cal scenarios where spinodal fragmentation occurs. One
study considered the multifragmentation of an initially
compressed gold nucleus [19] and found, in accordance
with an earlier BUU-based study [20], that the system
quickly expands into a hollow and unstable configuration,
where the irregularities resulting from the stochastic force
are then amplified by the self-consistent mean field, result-
ing in several intermediate-mass fragments, together with
a large number of unbound nucleons.

It thus appears that the stochastic mean-field model
framework is suitable for the treatment of nuclear frag-
mentation dynamics, provided that the self-consistent
propagation of fluctuations has been suitably incorpo-
rated.

3.3 Other approximate Boltzmann-Langevin methods

An attempt to introduce spontaneous fluctuations in
a practically realizable manner was made by Bauer et
al. [21]. Their method can be implemented relatively eas-
ily into standard BUU codes that use the pseudo-particle
method of solution and it consists essentially in forc-
ing similar two-body collisions to occur for neighboring
pseudo-particles so that effectively two entire nucleons
are involved in each particular collision event. Employing
an idealized two-dimensional nucleon gas as a test case,
Chapelle et al. [22] examined this intuitively appealing
method. They found that it is able to produce fluctua-
tions of the correct general magnitude, provided that a
suitable coarse graining of the phase space is performed,
and that these display some of the correlation features
expected from the basic characteristics of the two-body
collision process. These features can be improved by suit-
able tuning of the phase-space metric (the concept of a
distance in phase space is required for the selection of the
“neighboring” pseudo-particles). However, for any tuning,
the detailed momentum dependence of the variance in
phase-space occupancy deviates significantly from what is
dictated by quantum statistics. Therefore this simple pre-
scription may be unsuitable for problems in which these
properties are important.

On a more formal basis, Ayik and Gregoire [9] pro-
posed an approximate method for numerical implemen-
tation of the Boltzmann-Langevin theory. The method
reduces the Boltzmann-Langevin equation for the micro-
scopic one-body phase-space density f(r,p) to stochastic
equations for a set of macroscopic variables, namely the
local or global quadrupole moment of the momentum dis-
tribution. A random change of the quadrupole moment is
then made at each time step and a suitable stretching of
f(r,p) is performed subsequently in order to reconstruct
the entire phase-space density. This method was also ex-
amined by in ref. [22] and, although several variations

of the proposed scheme were examined, it was generally
found that the results were far from satisfactory, since the
resulting correlations associated with the fluctuating one-
body density will tend to reflect the symmetries and other
characteristics of the employed reconstruction procedure
rather than those of the underlying physical fluctuations.
Therefore this method appears unsuitable for calculating
quantities that depend sensitively on the details of the
momentum distribution.

For the purpose of addressing catastrophic phenomena
in nuclear dynamics, such as multifragmentation, Colonna
et al. [23] explored the possibility of simulating the
stochastic part of the collision integral in the Boltzmann-
Langevin model by the numerical noise σk(0) associated
with the finite number of pseudo-particles N employed in
the ordinary BUU treatment. This idea is based on the
observation that for large times, t � tk, the fluctuation
of density undulations of a given wave number k is given
by σ2

k(t) = Dktke2t/tν in the Boltzmann-Langevin treat-
ment, whereas it is σ2

k(t) = (Dktk/N +σk(0))e2t/tν in the
BUU pseudo-particle treatment. Since σk(0) also scales as
1/N , the matching of those two asymptotic fluctuations
yields a relation determining the value of N . For ideal-
ized two-dimensional matter, which presents a suitable
test case, as it is here practical to simulate the Boltzmann-
Langevin equation directly, they demonstrated that N can
be adjusted so that the corresponding BUU calculation
yields a good reproduction of the spontaneous clusteriza-
tion occurring inside the spinodal region. This approxi-
mate method may therefore provide a relatively easy way
to introduce meaningful fluctuations in simulations of un-
stable nuclear dynamics. This method was subsequently
extended to 3D nuclear matter, allowing the direct ex-
traction of the growth times tk of the unstable modes and
the associated diffusion coefficients Dk [24].

Guarnera et al. [25] studied the spinodal fragmentation
of a hot and dilute nucleus by first expanding the system
into a spinodally unstable configuration and then adding a
stochastic density fluctuation that is carefully tuned to re-
flect the degree of fluctuation in the most unstable mode,
as determined by the corresponding linear-response analy-
sis of the unstable sphere. They found that the early clus-
terization appears to be dominated by unstable modes
whose spatial structure is similar to the fastest growing
spinodal modes in infinite matter at similar density and
temperature. They followed the development of the insta-
bilities until multifragmentation had occurred and then
made an analysis of the resulting fragment size distribu-
tion. As expected from the fact that only a few modes
dominate, the clusterization pattern has a large degree of
regularity which in turn favors breakup into fragments of
nearly equal size, with a corresponding paucity of small
clusters.

Subsequently, Colonna et al. [26] introduced a method
that roughly approximates the Boltzmann-Langevin
model by adding a suitable noise to the collision term
in the usual BUU treatment. The noise employed corre-
sponds to the thermal fluctuation in the local phase-space
occupancy, σ2

f (r,p) = f(1− f), where f(r,p) is the local



114 The European Physical Journal A

Fermi-Dirac equilibrium distribution. By performing such
a local momentum redistribution at suitable intervals in
the course of the evolution, the inherently stochastic na-
ture of the two-body collision processes is mimicked. The
method has the advantage that it is readily tractable and
it applies equally well to both stable and unstable parts of
the phase diagram. The method has been applied to mul-
tifragmentation in central collisions in the Fermi energy
domain [27], showing spinodal decomposition in expand-
ing systems.

A different approach was taken by Matera and Del-
lafiore [28] who applied white noise to a Vlasov system.
The noise term was determined self-consistently by invok-
ing the fluctuation-dissipation theorem and, within the
linear approximation, the time evolution of the density
fluctuations was found to be given by the same closed
form as was found in ref. [14]. The authors showed that
while a white-noise form of the stochastic field is in general
not consistent with the fluctuation-dissipation theorem, it
may provide a good approximation when the free response
function is sufficiently peaked.

It is important to note that all of the methods de-
scribed above employ an ad hoc procedure to generate
fluctuations. Therefore the microscopic structure in phase
space of the produced correlations is typically very differ-
ent from the prediction of the Boltzmann-Langevin model.
However, as stressed first in ref. [23], in situations where
the dynamics is dominated by only a few modes (such
as the fastest growing spinodal modes) it may suffice to
require equivalence with the exact Boltzmann-Langevin
approach for only those few degrees of freedom. As a con-
sequence, some of the approaches [23–25] have carefully
designed the fluctuation source so as to mimic the effects
of the stochastic Boltzmann-Langevin term on the dynam-
ics of the most unstable modes and the main dynamics of
the spinodal decomposition can then be simulated.

Several studies aimed directly at cases of experimental
interest [25,29,30] have found that central collisions of Xe
and Sn should lead to spinodal fragmentation and display
corresponding correlations in the resulting IMF sizes (see
Borderie and Désesequelles [31]). This system has been in-
vestigated experimentally at INDRA [32] and a signal in
quantitatively good agreement with the transport calcu-
lations was indeed observed. A comprehensive review of
nuclear spinodal fragmentation was given in ref. [33].

3.4 Drawbacks of mean-field dynamics

The mean-field models treat the reduced single-particle
phase-space density f(r,p) and they are therefore most
suitable for the calculation of quantities that can be ex-
pressed as expectation values of one-body observables. But
the extraction of more complicated observables (such as
two-body correlations) is problematic. This inherent prob-
lem is particularly evident when fragmentation processes
are considered. For example, any emerging “fragments”
need not have integer particle numbers. Fortunately, this
principal problem is usually unimportant in actual appli-
cations, especially when the observables of interest can be

expressed in terms of moments of the mass distribution
(such as the mean IMF charge).

In this connection, it is important to recognize that al-
though mean-field models treat only the one-body phase-
space density, the stochastic versions generate entire en-
sembles of one-body densities. Therefore, insofar as the
different fragmentations may each be satisfactorily de-
scribed within the one-body framework, stochastic one-
body models may in fact be well suited for multifragmen-
tation processes.

Although quantum statistics is taken into account by
the inclusion of the appropriate Fermi blocking or Bose
enhancement factors in the collision term, the numerical
treatments are generally classical in nature and, conse-
quently, the occupation coefficients will eventually revert
to their classical (Maxwell-Boltzmann) form. (This feature
was discussed in refs. [34,35] for Vlasov dynamics.) Fortu-
nately, because the associated time scale is usually fairly
long, this principal problem is of little practical import
for applications to nuclear collisions. But it does make it
somewhat tricky to use the models to study equilibration
phenomena.

A common problem with existing semi-classical one-
body microscopic models of nuclear dynamics is their fail-
ure to provide an accurate description of the thermal prop-
erties of ordinary nuclei at only moderate excitation. As
a consequence of this and the basically classical nature
of the equations of motion, the de-excitation of produced
prefragments is not well described and to make contact
with experiment it is necessary to switch from the dynami-
cal model to an “afterburner” that treats the de-excitation
of each individual prefragment. This problem is also com-
monly encountered with molecular dynamics.

4 Molecular dynamics

A more direct connection to the observable physical states
is provided by the molecular-dynamics many-body mod-
els. These models have been developed to ever higher levels
of refinement and we can here give only a rough overview
with some illustrative examples.

4.1 Classical molecular dynamics

Generally, classical molecular dynamics (CMD) solves the
classical equation of motion for the positions and momenta
of A particles,

d
dt

ri = {ri,H}, d
dt

pi = {pi,H} , (3)

where the many-body Hamiltonian is of the form

H{rn,pn} =
A∑

i=1

p2
i

2mi
+
∑
i<j

V (|ri − rj |) . (4)

The nucleon-nucleon potential V (r) (which may depend
on the particle species) generally consists of a short-range
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repulsive part and a long-range attractive part, so that the
resulting matter equation of state (EOS) is of the Van der
Waals type. The work by Lenk and Pandharipande [36,
37] provides a good illustration of this type of model.

The CMD equation of motion is entirely deterministic.
Nevertheless, the collision dynamics has a chaotic char-
acter so that small differences in the initial states may
lead to quite different final states. This feature automat-
ically gives access to many fragmentation channels. Fur-
thermore, while it is hard to justify CMD as a good ap-
proximation for the dynamics of the nuclear many-body
quantum system, CMD does have the virtue of retaining
all the orders of many-body correlations at the classical
level.

Indeed, CMD simulations have provided useful insight
into the general features of fragmenting finite systems,
such as critical phenomena [38], phase evolution [39], the
caloric curve [40] and isoscaling [41]. The character of the
fragment emission has also been elucidated [42]. A partic-
ularly intriguing result was obtained by Dorso et al. [43]
who employed a criterion that considers the binding of
each particle in its host cluster and found that the frag-
ment size distribution may be extracted rather early, al-
ready when the system is still quite dense.

4.2 Quasi-classical molecular dynamics

One of the problems with classical molecular dynamics for
nuclear systems is that the fermion nature of the nucle-
ons cannot readily be incorporated. Indeed, in the ground
state of the classical Hamiltonian H all particles have van-
ishing velocities. This basic feature makes it hard to em-
ulate the most basic features of nuclear systems.

One partial remedy for this problem is the introduction
of a so-called Pauli potential, a momentum-dependent re-
pulsion that serves to emulate the exclusion principle, as
first proposed by Wilets et al. [44,45].

This approach was pursued in more detail by Dorso et
al. [46] with a Gaussian repulsion depending on the phase-
space separation sij , with s2

ij = r2
ij/q

2
0 + p2

ij/p
2
0. They

first demonstrated that such a repulsion leads to a reason-
able emulation of the Fermi-Dirac momentum distribution
in thermal equilibrium, over a broad energy range of in-
terest [46]. Furthermore, when augmented by a Lennard-
Jones potential, the model yields a reasonable reproduc-
tion of the nuclear equation of state and hence appears
to be suitable for instructive simulations of nuclear colli-
sions [47]. Indeed, a first application to an initially com-
pressed and heated nucleus allowed the extraction of its
thermodynamic phase evolution, showing that the spin-
odal region was entered, and the resulting fragmentation
exhibited characteristic signs of filamentation [39].

4.3 Quantum molecular dynamics

It is possible to go beyond deterministic molecular dy-
namics by introducing a Pauli-blocked collision term in a
manner similar to what is done in the nuclear Boltzmann
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Fig. 3. Schematic depiction of the free time evolution of the
phase-space distribution of a single nucleon as described by
various models when the initial state is represented by a wave
packet having both spatial and momentum widths. The exact
evolution is indicated by the gray (yellow on-line) area.

(BUU-type) treatments. The resulting model is then tech-
nically identical to the parallel-ensemble treatment of the
nuclear Boltzmann equation with N = 1. But an impor-
tant difference from the usual BUU treatment is that the
fluctuations produced by the stochasticity automatically
develop self-consistently for each individual collision event
and thus allow the emergence of different fragmentation
channels.

In addition, a Gaussian smearing is performed to ob-
tain the spatial density of the nucleons at any point in
time, which is intended to emulate the effect of individual
wave packets. The resulting class of models is usually re-
ferred to as quantum molecular dynamics (QMD) [48–52].
The spatial smearing causes the force acting on each nu-
cleon to be much smoother than the bare nucleon-nucleon
force used in CMD. Furthermore, since the interaction
used does not have a repulsive core the resulting force be-
comes rather similar to that of the mean-field description.

Even though the spatial smearing was introduced to
emulate the effect of individual wave packets, the corre-
sponding effect on the momentum distribution is ignored.
Indeed, the momenta are treated as in CMD, with the ki-
netic energy of a nucleon taken as p2

i /2m without any
zero-point energy, while the momentum distribution is
treated by a random sampling of pi. This treatment can
be regarded as a practical method for including the effect
of the momentum distribution on the time evolution: The
nucleons will have different velocities in different events so
they will be found at different positions in the final states.



116 The European Physical Journal A

In the simple example of free motion of a single nucleon,
as illustrated in fig. 3, the average over the event ensemble
will yield the correct free-time evolution.

A drawback of this treatment is that the initial nu-
clei, which are obtained by sampling the nucleon mo-
menta pi from a Fermi sphere, are not in their true ground
states in which all nucleons would have vanishing veloci-
ties. While this undesirable feature is of little import dur-
ing the violent part of the collision, it does play a sig-
nificant role for the production of fragments, since their
yield is largely governed by the statistical weights of the
dynamical model.

QMD has been applied mainly to collisions at rela-
tively high energy. In low-energy processes with long time
scales it is difficult to keep the phase-space occupation be-
low unity merely by means of the Pauli suppression in the
two-body collisions since these become increasingly rare.
In an attempt to remedy this problem, some approaches
have employed a Pauli potential [53,54], but there is no
quantum-mechanical foundation for such a force in the
equation of motion. Furthermore, statistical particle emis-
sion from excited fragments cannot be reliably described
by QMD. Therefore the dynamical QMD calculation has
to be stopped at a certain time and the decay of the frag-
ments should be calculated by a statistical decay code.
The long-time simulation for equilibrated systems is be-
yond the limit of applicability of QMD and the result of
such a simulation would not be consistent with quantum
statistics.

QMD simulations of energetic nuclear collisions typi-
cally lead to copious production of fragments whose mul-
tiplicities are often comparable with the experimental
data [55–59]. However, these fragments are extracted at
the end of the violent stage of the collision and are gener-
ally excited by several MeV/nucleon. Therefore, the sub-
sequent decay processes tend to significantly reduce the
IMF yield [60], thus leaving a persistent discrepancy be-
tween the QMD results and the data.

Furthermore, multifragmentation of projectile-like
fragments in peripheral collisions is underestimated more
seriously in some QMD calculations [55,60]. However, us-
ing an algorithm based on the early cluster recognition
method that invokes the single-particle binding energies
in the candidate preclusters and is applicable even at high
densities [43], Gossiaux et al. [61] were able to reproduce
the observed multiplicity. This issue may be related to the
fact that the effective interaction range is quite large in
QMD because of the spatial smearing [61,62].

4.4 Constrained molecular dynamics

The Pauli principle requires that the phase-space den-
sity should not exceed one nucleon per phase-space vol-
ume (2π�)3 for each spin-isospin state in semiclassical
descriptions. The exact treatment of the Pauli principle
(see sects. 4.5 and 4.6) requires significant computational
power for large systems. In order to overcome the compu-
tational difficulty, an approximate implementation of the

Pauli principle has been proposed as constrained molecu-
lar dynamics (CoMD) [63,64]. In this approach, a stochas-
tic process is added to the usual QMD in order to prevent
the violation of the Pauli principle. The process is invoked
when the phase-space density fi around a nucleon i be-
comes greater than 1. The momenta of the nucleon i and
other nucleon(s) are changed as in the two-nucleon scat-
tering so that the Pauli principle fi ≤ 1 is finally satis-
fied after several trials. This is one of the ways to sat-
isfy the Pauli principle, though it is not derived from first
principles.

Due to the stochastic process for the Pauli principle,
the condition fi ≤ 1 remains satisfied when a ground-state
nucleus is propagated for a long time. The properties of
hot nuclei may be better described by CoMD than QMD.

CoMD can reproduce the multifragmentation data at
the incident energy of 35MeV/nucleon [63,64]. The effect
of the stochastic process for the Pauli principle is to reduce
the Pauli-blocking factor for the two-nucleon collisions
when the two nuclei overlap, which results in stronger
stopping and expansion towards instability of multifrag-
mentation. The charge distribution of intermediate-mass
fragments are reasonably reproduced, except for the prob-
lems in the light-particle multiplicities.

4.5 Fermionic molecular dynamics

Fermionic molecular dynamics (FMD) [65–69] is a true
quantum treatment that represents the many-body state
as an antisymmetrized Slater determinant of wave packets
having a Gaussian form,

ϕi(r) ∼ exp
[
−νi(r − Zi)2

]
. (5)

The wave packet centroids {Zi} and widths {νi} are com-
plex dynamical variables whose equations of motion can
be derived from the time-dependent variational princi-
ple. The nucleons are assumed to move in a mean field
and their spin and isospin degrees of freedom may be in-
cluded. Thus FMD is a constrained form of TDHF with
nonorthogonal single-particle states for which the over-
lap matrix 〈ϕi|ϕj〉 should be properly considered. The de-
rived equation of motion shows that {Z i} and {νi} are
not canonical variables.

Since the FMD wave function is a Slater determinant,
the effective interactions developed for mean-field calcu-
lations are basically applicable to FMD. It is also pos-
sible to employ realistic nuclear forces by means of uni-
tary correlation operators [70,71]. Furthermore, the FMD
wave function provides a reasonable approximate descrip-
tion of ground-state nuclei [67], obtained by minimizing
the energy of the constrained wave function. Properties
such as binding energies and radii can be reproduced well
with a reasonable effective interaction. Contrary to the
molecular-dynamics models discussed above, the energy
minimization yields a unique FMD ground state which is
invariant under the FMD time evolution.

Even though FMD utilizes a quantum wave function,
the dynamics is fully deterministic and the system remains
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a single Slater determinant at all times. This is inadequate
for fragmentation processes, where many different configu-
rations are reachable. This problem could be remedied by
the introduction of direct two-body collisions, which would
bring the description close to Stochastic TDHF (sect. 3).
While this has not yet been done in the full FMD model,
it has been successfully carried out in AMD (sect. 4.6)
where the width parameters {νi} are kept fixed.

Since the many-body state is described by a Slater
determinant, FMD incorporates the Pauli principle per-
fectly, of course. Furthermore, the dynamical growth of
the imaginary part of the width parameter νi produces a
correlation between positions and momenta in the course
of time, thereby ensuring that the single-particle motion
is described correctly for both free motion (see fig. 3) and
for nucleons in a harmonic-oscillator potential.

The deterministic character of FMD has the drawback
that it does not offer a natural description of dynamical
bifurcations. An important example is nucleon emission
which occurs with some probability, while the nucleon re-
mains in the source with the complementary probability.
A reasonable description would yield an increasing width
of the emitted part of the wave packet, while the residual
packet should remain rather compact, something that is
clearly beyond the reach of a single Gaussian wave packet.
Clearly, such branchings could be described by the in-
troduction of suitable stochasticity in the dynamics (see
sects. 4.6 and 4.7).

By enclosing the system in a large harmonic-oscillator
potential well and coupling the system weakly to a virtual
thermometer while examining its long-time behavior, it
has been possible to study the thermodynamic properties
of FMD [72]. The model was shown to exhibit a liquid-gas
phase transition and the associated caloric curves were
extracted. They are similar to those obtained experimen-
tally, with a low-temperature liquid-like region, an inter-
mediate plateau associated with the coexistence region,
and a high-temperature gas-like region. However, the con-
tact with experiment could be firmed up by deriving the
temperature from observed quantities such as isotope ra-
tios and kinetic energies of gaseous nucleons.

There have been several other works based on molec-
ular dynamics with dynamical wave packet widths. It was
found that the inclusion of a dynamical width improves
the agreement with data in some cases, such as fusion
cross-section above the Coulomb barrier [73]. Kiderlen et
al. [74] studied the fragmentation of excited systems. In
response to the initial pressure, the excited system begins
to expand but clusters were not produced even though
Gaussian wave packets with many-body correlations were
employed. When the excited system expands, the widths
of wave packets grow and then, in turn, the interaction
between the packets weakens. The mean field for such a
configuration is very shallow and smooth and there is then
little chance for clusters to appear. This feature conflicts
with the general expectation that clusters should appear
in such situations. Similarly, studies of spinodal instabil-
ity [75] showed that the zero sound is significantly affected

when the width grows large and this spreading of the nu-
cleon wave packet then inhibits cluster formation.

4.6 Antisymmetrized molecular dynamics

Antisymmetrized molecular dynamics (AMD) [76–78] is
similar to FMD in that the system is represented by a
Slater determinant and that a part of the equation of mo-
tion is derived from the time-dependent variational princi-
ple. An important difference from FMD is that stochastic
terms have been added to the equation of motion so that
many configurations can appear through the reaction dy-
namics.

On the other hand, AMD usually treats the width pa-
rameters {νi} of the single-particle wave packets as a con-
stant parameter common to all the nucleons. This sim-
plification reduces the computational burden but limits
the flexibility of the description, compared to the FMD
description, as long as the stochastic extension terms are
ignored. Nevertheless, the constant width parameter guar-
antees that there is no spurious coupling of the internal
motion and the center-of-mass motion of a cluster or a
nucleus. Furthermore, the presence of trajectory branch-
ing due to the stochasticity avoids the creation of spurious
correlations in the wave function. For example, for the nu-
cleon emission process, channels with and without nucleon
emission will not mix in a single AMD wave function.

It is a very attractive feature of AMD that it provides,
with a conventional effective interaction and a reasonable
value of the width parameter, a quite good description of
not only the basic properties of ground-state nuclei but
also many detailed structure features, such as the excita-
tion level spectra of light nuclei [79], with some extensions
such as the parity and angular-momentum projections.

Recent versions of AMD [80–82] seek to take account
of the dynamics of the wave packet width and shape by
splitting the wave packet into components by means of
a stochastic term that is calculated based on the single-
particle motion in the mean field (see fig. 3). It assumes
that the coherence of the single-particle wave function is
lost and it branches into incoherent Gaussian wave packets
at a certain time due to many-body effects. This quantum
branching process makes possible the coexistence of the
single-particle dynamics in the mean field and the frag-
ment formation, which requires spatial localization and
the emergence of many configurations. The resulting ex-
tended AMD may be regarded as a specific case of the
stochastic mean-field equation (sect. 3) with the correla-
tions of the fluctuation δC[f ] designed in such a way that
a Gaussian wave packet appears.

The introduction of two-nucleon collisions is similar
to QMD (sect. 4.3), with some differences described be-
low. The antisymmetrization implies that the wave packet
centroids {Zi} cannot be interpreted as the positions and
momenta of nucleons. Rather, the physical coordinates are
introduced as nonlinear functions of the centroids [77] and
the two-nucleon collisions are performed by using these
physical coordinates. There then appear Pauli-forbidden
phase-space regions into which the physical coordinates
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will never enter, for any values of the centroid variables
{Zi}. These regions are regarded as Pauli-blocked and not
allowed as final state of a collision. Another difference from
QMD is the fact that the physical momentum in AMD is
the momentum centroid of a Gaussian phase-space dis-
tribution, while the momentum variable in QMD usually
represents the definite momentum of a nucleon.

The equilibrium properties of AMD have been studied
by solving the time evolution of a many-nucleon system in
a container for a long time to obtain a microcanonical en-
semble. When the liquid phase, in the form of a nucleus, is
embedded in a nucleon gas of temperature T , the charac-
teristic quantum relation E∗

liq ∼ T 2 was obtained [83] and
the resulting caloric curves show that AMD is consistent
with the liquid-gas phase transition [84–86].

The wave packet branching plays an essential role for
obtaining such physically reasonable equilibrium proper-
ties in AMD. The importance of a stochastic term has also
been demonstrated within the Quantal Langevin model
discussed below (sect. 4.7). On the other hand, as men-
tioned above (sect. 4.5), in FMD the nucleon emission
from a nucleus in the liquid-gas phase coexistence region
is described by a deterministic motion of the nucleon wave
packet with a variable width. The differences between
these approaches have not yet been fully explored.

Although it has not been studied very carefully, the ap-
proximate reproduction of the quantum relation E∗

liq ∼ T 2

suggests that statistical nucleon emission from an excited
fragment may be qualitatively well described in AMD,
while a quantitative description would require that the
model gives the correct value for the nuclear level den-
sity parameter a. If this were indeed the case, then AMD
should be able to describe the statistical decay of frag-
ments produced in collisions if the time evolution could be
calculated for a sufficiently long time. Fortunately, the fi-
nal results do not depend very much on the time at which
the dynamical calculation is connected to the statistical
decay calculation.

When the wave packet branching is included by means
of a stochastic term, the resulting state must be adjusted
to ensure energy conservation. This is achieved by means
of a dissipative term in the equation of motion. Although
this dissipative term has been constructed carefully in or-
der to obtain a reasonable time evolution, its form has not
been derived from a basic principle.

AMD has been successfully applied to fragmentation
reactions, such as central collisions in the energy region
of several tens of MeV/nucleon for light and heavy sys-
tems [80,87]. The fragment isospin composition obtained
in dynamical collisions is consistent with statistical predic-
tions, such as the isoscaling relation and the dependence
on the symmetry energy term of the effective force [88,89].
These results are consistent with the idea that the frag-
ment isospin composition is determined when the density
is low (ρ ≈ 1

2ρ0), and reflects the symmetry energy of
dilute nuclear matter.

The description of few-body correlations in AMD is
probably rather crude in some situations. In particular,
when the incident energy is high (� 50MeV/nucleon),

the nucleon multiplicity is strongly overestimated, which
is probably because of the too small probability of forming
light clusters from highly excited matter. The correlation
needed to form light clusters should probably be treated
more quantum mechanically than the accidental merging
of randomly distributed wave packets.

4.7 Quantal Langevin dynamics

A more formal development of trajectory branching in
wave packet dynamics has led to the Quantal Langevin
(QL) model [90,91]. The motivation for this work lies in
the fact that the nuclear liquid-gas phase transition differs
significantly from the usual liquid-gas phase transition in
macroscopic matter primarily in the role played by quan-
tum statistics. For usual macroscopic matter, the total
energies are to a good approximation linear functions of
the temperature in both the liquid and gas phases. Thus
the effective number of degrees of freedom is essentially
constant in each phase. In contrast to this familiar situa-
tion, the liquid phase of a nucleus exhibits an increase in
the number of activated degrees of freedom as the tem-
perature is raised. In particular, the excitation energy of
a nucleus at low temperature increases like E∗ = aT 2

(where the level density parameter is a ≈ A/(8MeV)),
which is a typical quantal behavior, while the gas phase is
characterized by the usual classical relation E∗/A = 3

2T .
The two curves intersect at T ≈ 12MeV, which is much
higher than the transition temperature suggested by ex-
perimental data. This indicates that the quantal statistical
nature of the nuclear system plays an important role for
the phase transition and, presumably, for the associated
nuclear multifragmentation processes.

Part of the reason for the persistent shortcoming of
wave packet dynamics for the description of multifrag-
mentation (see sect. 4.3) may be found in the fact that
the equation of motion for the wave packet centroids is
not consistent with the quantal statistical nature, because
quantum fluctuations inherent in the wave packets are
neglected. The presence of quantum fluctuations is sig-
naled by the fact that a given wave packet is a superpo-
sition of many energy eigenstates. Therefore the fluctua-
tions should be taken into account in such a way that the
different components are properly explored in the course
of time.

This fundamental problem can be clearly brought out
by making a cumulant expansion of the canonical weight
of a given wave packet, at the temperature T = 1/β [92],

lnWβ = ln〈exp(−βĤ)〉 = βH +
1
2
β2σ2

H + O(β3) . (6)

Here H ≡ 〈Ĥ〉 is the usual expectation value of the energy
in the given wave packet and it is evident that the weight
Wβ is affected by its energy spread σH . Truncation of the
cumulant expansion at second order, corresponding to a
Poisson energy distribution in each packet (as a Gaussian
would have) leads to a much improved global description
of the quantum-statistical properties of the many-body
system.
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This approach was extended to dynamical scenarios by
the introduction of a Langevin force emulating the transi-
tions between the wave packets [90,91]. The corresponding
transport process in wave packet space can be described as
a Langevin process and the general form of the associated
transport coefficients was derived. The ensuing diffusive
wave packet evolution exhibits appealing physical proper-
ties, including relaxation towards the appropriate micro-
canonical quantum-statistical equilibrium distribution in
the course of the time evolution. Specific expressions for
the transport coefficients were subsequently derived on the
basis of Fermi’s golden rule and it was verified that they
satisfy the associated fluctuation-dissipation theorem.

This approach is not specific to nuclear dynamics but
has general applicability. For example, it was used to study
the effect of quantum fluctuations on the critical proper-
ties of noble gases [93]. In nuclear physics it has been ap-
plied to hyperfragment formation from Ξ− absorption on
12C where it was found that quantum fluctuations affect
the outcome qualitatively [94,95] and to multifragmenta-
tion [96] which is of particular interest here and will be
briefly summarized below.

The Langevin force enables the wave packet system to
explore its entire energy spectral distribution, rather than
being restricted to its average value. This leads to a much
improved description of the quantum-statistical features.
In particular, the resulting specific heat now exhibits the
characteristic evolution from a quantum fluid towards a
classical gas as a function of temperature [92], in contrast
to the behavior emerging with the usual treatment. Since
a change of a fragment’s specific heat is associated with a
change in its statistical weight, the effect is clearly relevant
for the fragment production problem.

The key new features of the results obtained with
the quantal Langevin model are the occurrence of larger
fluctuations and an enhancement of stable configurations,
such as bound fragments, as a result of the need to take
account of the spectral distortion of the wave packets. The
former feature arises from the fact that the wave packet
parameter of each nucleon is populated according to the
strength of the eigen components for the given energy ex-
pectation value, and therefore the wave packet parameter
can have larger fluctuations than when the energy is fixed
to the expectation value. On the other hand, in order to
project out the appropriate energy component from the
wave packet, it is necessary to take account of its internal
distortion. The combination of these two basic features
then enhances the average IMF multiplicity at the final
stage, especially in central collisions, as was demonstrated
for Au+Au at 100–400MeV/nucleon [96]. While the larger
fluctuations allow the system to explore more configura-
tions and thus enhances the yield of primary fragments,
the latter stabilizes the fragments, since the compensation
for the quantum distortion effectively acts as a cooling
mechanism.

These studies suggest that the underlying quantal na-
ture of the nuclear many-body system may indeed play a
significant role in fragmentation reactions.

5 Concluding remarks

The development of a suitable dynamical description of
fragment formation in nuclear collisions is a daunting task
that poses many interesting challenges and makes contact
with other areas of modern many-body and mesoscopic
physics. We have here given a brief overview of the most
commonly employed models and sought to bring out their
relative merits and shortcomings. Although much progress
has been made over the past couple of decades, we are still
far from having models that are formally well founded,
practically applicable, and sufficiently realistic to be quan-
titatively useful. As our discussion has brought out, the
description of nuclear fragmentation dynamics requires
that proper account be taken of the basic quantal nature
of the system. This requirement renders purely classical
equations of motion inadequate and calls for the develop-
ment of quantal transport theory. Further advances along
this line are likely to be of broad physical interest.
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9. S. Ayik, C. Grégoire, Nucl. Phys. A 513, 187 (1990).

10. J. Randrup, B. Remaud, Nucl. Phys. A 514, 339 (1990).
11. Ph. Chomaz, G.F. Burgio, J. Randrup, Phys. Lett. B 254,

340 (1991).
12. G.F. Burgio, Ph. Chomaz, J. Randrup, Nucl. Phys. A 529,

157 (1991).
13. G.F. Burgio, Ph. Chomaz, J. Randrup, Phys. Rev. Lett.

69, 885 (1992).
14. M. Colonna, Ph. Chomaz, J. Randrup, Nucl. Phys. A 567,

637 (1993).
15. S. Ayik, J. Randrup, Phys. Rev. C 50, 2947 (1994).
16. Ph. Chomaz, M. Colonna, A. Guarnera, J. Randrup, Phys.

Rev. Lett. 73, 3512 (1994).
17. J. Randrup, S. Ayik, Nucl. Phys. A 572, 489 (1994).
18. J. Randrup, Nucl. Phys. A 583, 329 (1995).
19. A. Guarnera, Ph. Chomaz, M. Colonna, J. Randrup, Phys.

Lett. B 403, 191 (1997).
20. G. Batko, J. Randrup, Nucl. Phys. A 563, 97 (1993).
21. W. Bauer, G.F. Bertsch, S. Das Gupta, Phys. Rev. Lett.

58, 863 (1987).
22. F. Chapelle, G.F. Burgio, Ph. Chomaz, J. Randrup, Nucl.

Phys. A 540, 227 (1992).
23. M. Colonna, G.F. Burgio, Ph. Chomaz, M. Di Toro, J.

Randrup, Phys. Rev. C 47, 1395 (1993).
24. M. Colonna, Ph. Chomaz, Phys. Rev. C 49, 637 (1994).
25. A. Guarnera, M. Colonna, Ph. Chomaz, Phys. Lett. B 373,

267 (1996).



120 The European Physical Journal A

26. M. Colonna, M. Di Toro, A. Guarnera, S. Maccarone,
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Bass, H. Stöcker, W. Greiner, Eur. Phys. J. A 1, 151
(1998).

53. G. Peilert, J. Konopka, H. Stöcker, W. Greiner, M. Blann,
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Abstract. We present an overview of concepts and results obtained with statistical models in the study of
nuclear multifragmentation. Conceptual differences between statistical and dynamical approaches and the
selection of experimental observables for identification of these processes are outlined. New and perspective
developments, like inclusion of in-medium modifications of the properties of hot primary fragments, are
discussed. We list important applications of statistical multifragmentation in other fields of research.

PACS. 25.70.Pq Multifragment emission and correlations – 24.60.-k Statistical theory and fluctuations –
21.65.+f Nuclear matter

1 Introduction

Statistical models have proven to be very successful in nu-
clear physics. They are used for the description of nuclear
decay when an equilibrated source can be identified in the
reaction. The most famous example of such a source is the
“compound nucleus” introduced by Niels Bohr in 1936 [1].
It was clearly seen in low-energy nuclear reactions leading
to excitation energies of a few tens of MeV. It is remark-
able that this concept works also for nuclear reactions
induced by particles and ions of intermediate and high
energies, when nuclei break up into many fragments (mul-
tifragmentation). According to the statistical hypothesis,
initial dynamical interactions between nucleons lead to a
re-distribution of the available energy among many de-
grees of freedom, and the nuclear system evolves towards
equilibrium. In the most general consideration the pro-
cess may be subdivided into several stages: 1) a dynamical
stage leading to formation of equilibrated nuclear system,
2) the disassembly of the system into individual primary
fragments, 3) the de-excitation of hot primary fragments.
Below we consider these stages step by step. In this paper
we give an overview of main results obtained with statisti-
cal models in multifragmentation studies, and analyze the
most important problems (see also reviews [2–4]). Several
hundred papers concerning multifragmentation were pub-
lished during the last two decades, and we apologize that
in a short review we cannot mention all works related to
this field.

a e-mail: a.botvina@gsi.de

2 Formation of a thermalized nuclear system

At present, a number of dynamical models is used for the
description of nuclear reactions at intermediate energies.
The intranuclear cascade model was the first one used for
realistic calculations of ensembles of highly excited resid-
ual nuclei which undergo multifragmentation, see, e.g. [5].
Other more sophisticated models were also used for dy-
namical simulations of heavy-ion reactions, such as quan-
tum molecular dynamics (QMD), Boltzmann (Vlasov)-
Uehling-Uhlenbeck (BUU, VUU) and other similar mod-
els (see, e.g., ref. [6]). All dynamical models agree that
the character of the dynamical evolution changes after a
few rescatterings of incident nucleons, when high-energy
particles (“participants”) leave the system. This can be
seen from distributions of nucleon velocities and density
profiles in remaining spectators [7–10]. However, the time
needed for equilibration and transition to the statistical
description is still under debate. This time is estimated
around or less than 100 fm/c for spectator matter, how-
ever, it slightly varies in different models. Apparently, this
time should be shorter for the participant zone produced
in heavy-ion collisions at energies above the Fermi en-
ergy, as a result of initial compression. Parameters of the
predicted equilibrated sources, i.e. their excitation ener-
gies, mass numbers and charges vary significantly with this
time. We believe that the best strategy is to use results
of the dynamical simulations as a qualitative guide line,
but extract parameters of thermalized sources from the
analysis of experimental data. In this case, one can avoid
uncertainties of dynamical models in describing thermal-
ization processes.
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3 Break-up of a thermalized system into hot
primary fragments

3.1 Evolution from sequential decay to simultaneous
break-up

After dynamical formation of a thermalized source, its
further evolution depends crucially on the excitation en-
ergy and mass number. The standard compound nucleus
picture is valid only at low excitation energies when se-
quential evaporation of light particles and fission are
the dominant decay channels. Some modifications of the
evaporation/fission approach were proposed in order to
include emission of fragments heavier than α-particles,
see e.g. [11–13]. However, the concept of the compound
nucleus cannot be applied at high excitation energies,
E∗ � 3MeV/nucleon. The reason is that the time in-
tervals between subsequent fragment emissions, estimated
both within the evaporation models [14] and from exper-
imental data [15], become very short, of the order of a
few tens of fm/c. In this case there will be not enough
time for the residual nucleus to reach equilibrium between
subsequent emissions. Moreover, the produced fragments
will be in the vicinity of each other and, therefore, should
interact strongly. The rates of the particle emission cal-
culated as for an isolated compound nucleus will not be
reliable in this situation. On the other hand, the picture
of a nearly simultaneous break-up in some freeze-out vol-
ume seems more justified in this case. Indeed, the time
scales of less than 100 fm/c are extracted for multifrag-
mentation reactions from experimental data [16,17]. So-
phisticated dynamical calculations have also shown that
a nearly simultaneous break-up into many fragments is
the only possible way for the evolution of highly excited
systems, e.g. [10,18]. Theoretical arguments in favor of
a simultaneous break-up follows also from the Hartree-
Fock and Thomas-Fermi calculations which predict that
the compound nucleus will be unstable at high tempera-
tures [19].

There exist several analyses of experimental data
which reject the binary decay mechanism of fragment pro-
duction via sequential evaporation from a compound nu-
cleus, at high excitation energy. For example, this follows
from the fact that the popular sequential GEMINI code
cannot describe the multifragmentation data [20–22]. We
believe that a formal reason for this failure is that the
evaporation approaches always predict larger probabili-
ties for emission of light particles (in particular, neutrons)
than for intermediate mass fragments (IMFs). We mention
also attempts to extend the compound nucleus picture by
including its expansion within the harmonic-interaction
Fermi gas (HIFGM) model [23], and within the expanding
emitting-source (EES) model [24]. However, these mod-
els have the same theoretical problem with short emis-
sion times. Unfortunately, the EES model has never been
compared with multifragmentation experiment in a com-
prehensive way since it is limited by considering emission
of light IMFs with charges Z � 10 only.

As was shown already in early statistical model calcu-
lations, see e.g. [25], the entropy of the compound nucleus

dominates over entropies of multifragmentation channels
at low energies, but this trend reverses at high excitation
energies. This means that the evaporation/fission based
models can only be used at excitation energies below the
multifragmentation threshold, Eth = 2–4MeV/nucleon.
At higher excitations, a simultaneous emission must be
the preferable assumption. Close to the onset of multi-
fragmentation the most probable decay channels contain
one (compound-like), or two (fission-like) fragments, and a
few small fragments. With increasing excitation energy the
break-up into several IMFs becomes more probable, and
at very high excitation energies the decay channels with
nucleons and lightest fragments (vaporization) dominate.
Such evolution of nuclear-decay mechanisms is predicted
by all statistical models.

3.2 Statistical models of multifragmentation

The main concepts of the statistical approach to nuclear
multifragmentation have been formulated in the 1980s by
Randrup et al. [26], Gross et al. (MMMC) [27], and Bon-
dorf et al. (SMM) [25,28,12]. This approach is based on
the assumption that the relative probabilities of differ-
ent break-up channels are determined by their statisti-
cal weights, which include contributions of phase space
(spatial and momentum) factors and level density of in-
ternal excitations of fragments. Different versions of the
model differ in details of the description of individual frag-
ments, Coulomb interaction and choice of statistical en-
sembles (grand-canonical, canonical, or microcanonical).
Usually, all these details do not affect significantly qual-
itative features of the statistical break-up. For example,
the differences in ensembles can hardly be seen in frag-
ment distributions at high excitation energies [3], unless
the observables are selected in a very special way. As
was later demonstrated in experiments of many groups:
ALADIN [29], EOS [30], ISIS [31], Miniball-Multics [32],
INDRA [33], FASA [34], NIMROD [35] and others, equi-
librated sources are indeed formed in nuclear reactions,
and statistical models are very successful in describing
the fragment production from them. This proves that
the multifragmentation process to a large extent is con-
trolled by the available phase space including internal ex-
citations of fragments. Furthermore, systematic studies of
such highly excited systems have brought important infor-
mation about a liquid-gas phase transition in finite nuclear
systems [36,37].

The success of the first statistical models has stim-
ulated the appearance of their new versions in the next
decades. The models MMM [38] and ISMM [39] are based
on the same principles and use the same methods with
small modifications. In the SIMON code [40], fragments
evaporated from the compound nucleus are placed in
a common volume in order to simulate a simultaneous
break-up. There were also developments of the original
models: SMM [41], and MMMC [42], bringing some im-
provements seen as necessary from the analysis of exper-
imental data. An interesting mathematical development
has been made in ref. [43], where a canonical version of the
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SMM with simple partition weights was exactly analyti-
cally resolved by using recursive relations for the partition
sum. Most models use the Boltzmann statistics, since the
number of particular fragments in the freeze-out volume is
typically of order 1. Calculations of ref. [44] have demon-
strated that the quantum statistical effects do not play
a role for all species, but only for nucleons at excitation
energies and entropies characterizing multifragmentation.
The same conclusion has been made in ref. [45] by direct
comparisons of SMM with a quantum statistical model
(QSM) [46].

As a rule, all above-mentioned statistical models give
very similar results concerning the description of mean
characteristics of multifragmentation. For example, the
description of ALADIN experiments requires ensembles
of emitting sources which in SMM, MMMC and MMM
models differ within 10% of their masses and excitation
energies [29,47,48]. Such an uncertainty is of the same
magnitude as the precision of most experimental data.
One can see some differences between the models only in
more sophisticated observables. For example, the isotope
properties of produced fragments, especially the isoscaling
observables, may allow for better discrimination between
different approaches, as well as between parameters within
a specific model [49,50].

3.3 Fragment formation and freeze-out volume

In a simplified consideration, all simultaneously produced
fragments are placed within a fixed freeze-out volume. It is
assumed that nuclear interactions between the fragments
cease at this point and that, at later times, fragments
propagate independently in the mutual Coulomb field. In
fact, there is a deep physical idea behind this simple pic-
ture. During the fragment formation the nucleons move
in a common mean field and experience stochastic colli-
sions. When collisions practically cease, the relatively cold
group of nucleons gets trapped by the local mean field
and forms fragments [51]. It is assumed that there exists a
certain point in the space-time evolution which is crucial
for the final fate of the system. This is a so-called “sad-
dle” point, and the freeze-out volume provides a space for
the “saddle” point configurations. According to the sta-
tistical approach, the probabilities of the fragment par-
titions are determined by their statistical weights at the
“saddle” point. Actually, the nuclear interactions between
fragments may not cease completely after the “saddle”
point, however, they do not change the fragment parti-
tions which have been decided at this point. Only when
the system reaches the “scission” point the contact be-
tween the fragments is finally disrupted. This picture may
be justified by the analogy with nuclear fission, where the
existence of “saddle” and “scission” points is commonly
accepted.

In most statistical models one assumes that “saddle”
and “scission” points coincide and the statistical weight is
characterized by a single freeze-out volume. On the other
hand, one should distinguish the full geometrical volume
and a so-called “free” volume, which is available for the

fragment translational motion in coordinate space. Due
to the final size of fragments and their mutual interaction
this free volume is smaller than the physical freeze-out
volume, at least, by the proper volume of all produced
fragments. This “excluded volume” can be included in
statistical models with different prescriptions, which, how-
ever, must respect the conservation laws [52]. In the SMM
there are two distinct parameters which control the free
volume and the freeze-out volume. In some respects these
two different volumes are introduced similar to “saddle”
and “scission” points discussed above. In principal, the
different volumes should be extracted from the analysis
of experimental data [30,53]. Since the entropy associated
with the translational motion is typically much smaller
than the entropy associated with the internal excitation
of fragments, uncertainties in the determination of the free
volume do not affect significantly the model predictions,
especially in the case of break-up into few fragments.

There are several schematic views of how the frag-
ments are positioned in coordinate space. The most pop-
ular picture assumes expansion of uniform nuclear matter
to the freeze-out volume, accompanied by its “cracking”
and fragment formation. However, this picture is more ap-
propriate for the processes with a large excitation energy
and flow, and corresponds to the transition of the nucleon
“gas” to the “liquid” drops by cooling during the expan-
sion. This picture cannot be applied at energies close to
the multifragmentation threshold since they are not suffi-
cient for the essential uniform expansion of the nucleus. At
E∗ � Eth the picture of a simultaneous “fission” into sev-
eral fragments seems more appropriate. One should bear
in mind that for the statistical description it is not im-
portant how the system has evolved toward the “saddle”
point. The only assumption in this case is that the phase
space and level density factors dominate over the transi-
tion matrix elements. This explains why different models
are rather consistent with each other irrespective of the
way how the fragment positioning is made.

The average density which corresponds to the freeze-
out volume is usually taken in the range between 1/3 and
1/10 of the normal nuclear density ρ0 ≈ 0.15 fm−3. In the
case of thermal multifragmentation the freeze-out density
can be reliably estimated from experimental data on frag-
ment velocities since, to 80–90%, they are determined by
the Coulomb acceleration after the break-up. The exper-
imental analyses of the kinetic energies, angle and veloc-
ity correlations of the fragments indeed point to values of
(0.1–0.4) ρ0 [54,55].

3.4 Fragments in the statistical approach

Another important concept refers to “primary fragments”,
i.e., the fragments which are produced in the freeze-out
volume. The properties of these fragments essentially de-
termine the statistical weights of the partitions. The sim-
plest approximation is to use the masses (or binding ener-
gies) of the nuclei from the nuclear data tables referring to
cold isolated nuclei, for example, as it is done in MMMC,
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or in ISMM. In order to calculate the contribution of in-
ternal fragment excitations to the statistical weight one
should introduce additional assumptions concerning their
level densities. For example, the MMMC prescription is
1) to limit the internal excitation of fragments by par-
ticle stable levels only (this leads to relatively cold frag-
ments), and 2) to include in the statistical weight the con-
tribution of secondary neutrons, which are assumed to be
evaporated instantaneously from primary fragments in the
freeze-out volume [2]. Randrup et al. [26] and MMM [38]
use a Fermi-gas type approximation with a cut-off at high
temperatures. In the ISMM this is done via level density
expressions motivated by empirical information for iso-
lated nuclei [39]. However, as clear from the previous dis-
cussion, the approximations used for isolated nuclei may
not be true in the freeze-out volume since the fragments
can still interact and, therefore, have modified properties.
For example, as was noted long ago, the neutron content
of primary fragments can be changed due to a reduced
Coulomb interaction in the hot environment of nucleons
and other fragments [12,25,41].

In order to include possible in-medium effects, the
SMM has adopted a liquid-drop description of individual
fragments (A > 4) extended for the case of finite temper-
atures and densities [3]. Smaller clusters are considered as
elementary particles. At low excitation energies this de-
scription corresponds to known properties of cold nuclei,
but it is generalized for the consideration of highly ex-
cited nuclei in the medium. The parameters of the liquid-
drop description change as a result of interactions between
the fragments leading, in particular, to modifications of
bulk, surface and Coulomb terms. These parameters can
be evaluated from the analysis of experimental data. As
shown in ref. [50], information on possible changes in the
symmetry energy of hot fragments can be extracted from
the isoscaling data. This method is presently under discus-
sion in the community. There are already experimental
evidences that the simmetry energy of hot fragments in
multifragmentation is significantly reduced as compared
with cold nuclei [56–58]. Forthcoming experiments should
clarify this conclusion.

We emphasize that in-medium modifications of frag-
ment properties is a natural way to include the interaction
between fragments within the statistical approach. Re-
cently, an attempt has been made [59] to consider the evo-
lution of the fragments after freeze-out within the frame-
work of a dynamical model with explicit inclusion of nu-
clear interactions. As reported, this interaction results in
a fusion (recombination) of primary fragments, and thus
modifies the fragment partitions. However, the dynamical
fragment formation after the “statistical freeze-out” leads
to violation of fundamental assumptions of the statisti-
cal approach, such as the ergodicity and detailed balance
principles. Generally, an application of a time-dependent
approach (dynamics) to a statistical ensemble would be a
controversial operation since, according to the ergodicity
principle, the time average over microscopic configurations
must be equivalent to the ensemble average. The dynami-
cal consideration may be justified only for the long-range

Coulomb forces influencing fragments’ motion after their
formation. Therefore, results of ref. [59] are misleading and
cannot be considered as an improvement of the statistical
approach.

3.5 Influence of flow on fragment formation

As was established experimentally, an “ideal” picture of
thermal multifragmentation begins to fail at excitation en-
ergies of about 5–6MeV/nucleon [60]. At higher excita-
tions a part of the energy goes into a collective kinetic en-
ergy of the produced fragments, without thermalization.
This energy is defined as the flow energy, and its share
depends on the kind of reaction. For example, at ther-
mal excitation energy of E∗ ≈ 6MeV/nucleon, the addi-
tional flow energy is around 0.2MeV/nucleon in hadron-
induced reactions, and it is around 1.0MeV/nucleon in
central heavy-ion collisions around the Fermi energy. Since
a dynamical flow itself can break matter into pieces, it is
necessary to understand limits of the statistical descrip-
tion in the case of a strong flow.

This problem was addressed in a number of works
within dynamical and lattice-gas models [10,61–63]. Their
conclusion is that a flow does not change statistical model
predictions, if its energy is essentially smaller than the
thermal energy. This justifies a receipt often used in statis-
tical models, when the flow energy is included by increas-
ing the velocities of fragments in the freeze-out volume
according to the flow velocity profile [3]. This is in agree-
ment with many experimental analyses. However, statis-
tical models work surprisingly well even when the flow
energy is comparable with the thermal energy, or even
higher [42,64]. This observation requires additional study.

3.6 Nuclear liquid-gas phase transition within
statistical models

Many statistical models have demonstrated that multi-
fragmentation is a kind of a phase transition in highly
excited nuclear systems. In the SMM a link to the liquid-
gas phase transition is especially strong. In particular, the
surface energy of hot primary fragments is parametrized
in such a way that it vanishes at a certain critical temper-
ature. The SMM has predicted distinctive features of this
phase transition in finite nuclei, such as the plateau-like
anomaly in the caloric curve [3,28], which have been later
observed in experiments [36,65]. Many other manifesta-
tions of the phase transition, such as large fluctuations
and bimodality [29,37,66], critical behavior and even val-
ues of critical exponents [37,67], have been investigated
within this model. The experimental data are usually in
agreement with the predictions.

Nevertheless, the properties of this phase transition are
not yet fully understood. The critical behavior observed in
experimental data can also be explained within a perco-
lation model [68], or a Fisher’s droplet model [69], which
correspond to a second-order phase transition in the vicin-
ity of the critical point. We must note, however, that the
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finiteness of the systems under investigation plays a cru-
cial role. To connect this anomalous behavior with a real
phase transition one should study it in a thermodynamical
limit. Within the SMM this was done in ref. [70], where
multifragmentation of an equilibrated system was iden-
tified as a first-order phase transition. The mixed phase
in this case consists of an infinite liquid condensate and
gas of nuclear fragments of all masses. In a finite system
this mixed phase corresponds to U-shaped fragment dis-
tributions with a heaviest fragment representing the liquid
phase. Thus one can connect multifragmentation of finite
nuclei with the fragmentation of a very big system. This
is important for the application of statistical models in
astrophysical environments (neutron stars, supernova ex-
plosions), where nuclear statistical equilibrium can also be
expected [71].

3.7 Relation between statistical and dynamical
descriptions

One of the problems, which is highly debated now, is if dy-
namical models alone can describe (at least qualitatively)
the same evolutionary scenario leading to equilibration
and multifragmentation as assumed by statistical mod-
els. In other words, is it possible to use only a “universal”
dynamical description, instead of subdividing the process
into dynamical and statistical stages? Some dynamical ap-
proaches try to reach this goal starting from “first prin-
ciples” like Fermionic molecular dynamics (FMD) [72], or
antisymmetrized molecular dynamics (AMD) [73]. Other
approaches, like QMD [6,9], NMD [10], or BNV [74] use
classical equations including two-body collisions and some
elements of stochasticity. In all cases dynamical simula-
tions are more complicated and time-consuming as com-
pared with statistical models. This is why full calculations,
e.g. with FMD and AMD models, can only be done for rel-
atively light systems. By using simplified receipts, like a
coalescence for final fragment definition in AMD, one may
reduce the computing time, but it still remains rather long.
This prevents using these codes in practical calculations
of nuclear fragmentation in an extended complex medium,
which are required, e.g., in medicine, space research, and
other fields. A natural solution of this problem is to de-
velop hybrid approaches which combine dynamical models
for describing the nonequilibrium early stages of the re-
action with statistical models for describing the fragmen-
tation of equilibrated sources. In this respect, these two
approaches are complementary.

One should bear in mind that the statistical and dy-
namical approaches are derived from different physical
principles. The time-dependent dynamical approaches are
based on Hamiltonian dynamics (the principle of minimal
action), whereas the statistical models employ the prin-
ciple of uniform population of the phase space. Actually,
these two principles are not easily reducible to each other,
and they represent complementary methods for describ-
ing the physical reality. There are numerous studies of
the phase space population with dynamical models (see,
e.g. [75]), which, however, have never shown the uniform

population in the limit of long times. Therefore, a deci-
sion of using statistical or dynamical approaches for the
description of nuclear multifragmentation should be made
after careful examination of the degree of equilibration ex-
pected in particular cases, and it can only be justified by
the comparison with experiment.

There is still a large difference in details between “sta-
tistical” and “dynamical” descriptions of individual frag-
ments as finite quantum systems. As a rule, the realis-
tic description of clustering is difficult to achieve in dy-
namical models dealing with individual nucleons, but it
is easily done in statistical models, considering nuclear
fragments as independent degrees of freedom. In the case
of equilibrated sources predictions of statistical models
are usually in better agreement with experimental data.
This especially concerns isospin observables. Experimental
data demonstrate a characteristic trend: increasing neu-
tron richness of intermediate mass fragments in collisions
of nuclei with increasing centrality, i.e. with increasing
excitation energy, both in the “neck region” [76] and in
the equilibrated sources [77]. This trend can easily be ex-
plained in the framework of the statistical model [41].
Until now dynamical models are not very successful in
describing isoscaling observables (e.g., the slope coeffi-
cients) [78], while they are naturally explained within sta-
tistical approaches [49,50].

4 De-excitation and propagation of hot
primary fragments

After their production in the freeze-out volume, primary
fragments will propagate in the mutual Coulomb field and
undergo de-excitation. It is usually assumed that the long-
range Coulomb force, which has participated only partly
in the fragment formation, is fully responsible for the
post–freeze-out acceleration of the fragments. All statis-
tical models solve classical Newton equations, taking into
account the initial positions of fragments inside the freeze-
out volume and their thermal velocities. At this stage the
collective flow of fragments can also be taken into consid-
eration.

The hot fragments will lose excitation in the course
of their propagation to the detectors. There are differ-
ent secondary de-excitation codes used in multifragmenta-
tion studies. The standard fission-evaporation and Fermi-
break-up codes described in [12] were used in SMM [3]
and MMM [48]. Another procedure, which includes GEM-
INI for de-excitation of big fragments, was adopted in the
ISMM [39]. In the MMMC [2] a schematic model was used
which takes into account only early emission of secondary
neutrons. Apparently, this oversimplification is responsi-
ble for deviations of the MMMC predictions from other
models in description of correlations between neutrons and
charged particles [79]. It should be emphasized that most
de-excitation models are based on properties of cold iso-
lated nuclei, known from experiments at low energy. At
present there is a need in more advanced models, which
take into account possible in-medium modifications of pri-
mary fragments in the freeze-out volume, e.g., changing
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their symmetry and surface energy. An example of such a
model is presented in ref. [66].

The de-excitation process depends strongly on the nu-
clear content of the primary fragments. For example, in
the SMM at E∗ slightly above Eth, almost all nucleons are
contained in fragments, and the fraction of free nucleons
is negligible. This shows an analogy with the fission pro-
cess. As a result the neutron content of primary fragments
is nearly the same as in the initial source. The outcome
of de-excitation depends on the actual code used. Gen-
erally, in realistic statistical models most neutrons come
from the secondary de-excitation stage, for example, more
than 90% in the SMM. If one takes into account a reduc-
tion of the symmetry energy of primary fragments, and
includes its restoration in the course of de-excitation, the
neutron richness of cold final fragments will be larger than
predicted by standard codes [66].

5 Conclusions

We believe that statistical models suit very well for the
description of such a complicated many-body process as
nuclear multifragmentation. If a thermalized source can
be recognized in a nuclear reaction, the main features of
multiple fragment production can be well described within
the statistical approach. The success of statistical models
in describing a broad range of experimental data gives
us confidence that this approach will be used and further
developed in the future. We especially stress two main
achievements of statistical models in the theory of nuclear
reactions: first, a clear understanding has been reached
that sequential decay via compound nucleus must give way
to a nearly simultaneous break-up of nuclei at high exci-
tation energies; and, second, the character of this change
can be interpreted as a liquid-gas–type phase transition in
finite nuclear systems.

The results obtained in the nuclear multifragmenta-
tion studies can be applied in several other fields. First,
the mathematical methods of the statistical multifrag-
mentation can be used for developing thermodynamics
of finite systems [80,81]. These studies were stimulated
by the recent observation of extremely large fluctuations
of the energy of produced fragments, which can be inter-
preted as the negative heat capacity [82]. At this point one
can see links with cluster physics and condensed-matter
physics [80]. These methods might also be useful for inves-
tigating possible phase transitions from hadronic matter
to quark-gluon plasma in relativistic heavy-ion collisions.

Another conclusion is related to the fact that the
multifragmentation channels take as much as 10–15% of
the total cross-section in high-energy hadron-nucleus re-
actions, and about twice more in high-energy nucleus-
nucleus collisions. Moreover, multifragmentation reactions
are responsible for the production of some specific iso-
topes. The importance of multifragmentation reactions is
now widely recognized and, in recent years, the attention
given to them has risen in several domains of research. In-
deed, practical calculations of fragment production and
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Fig. 1. Mass distributions of hot fragments calculated with
SMM: top panel —for multifragmentation of Au nuclear
sources at excitation energies of 3, 5, and 8MeV per nucleon;
and, bottom panel —for stellar matter at the baryon density
ρ and electron fraction Ye, typical for supernova explosions, at
temperatures 4, 5, and 6MeV.

transport in complex medium are needed for: nuclear-
waste transmutation (environment protection), electro-
nuclear breeding (new methods of energy production),
proton and ion therapy (medical applications), radiation
protection of space missions (space research). Until re-
cently, only evaporation and fission codes have been used
for describing the nuclear de-excitation. We believe that
the state of the art today requires the inclusion of multi-
fragmentation reactions in these calculations. The SMM
is especially suitable for this purpose because of its mul-
tifunctional code structure: Besides the multifragmenta-
tion channels it includes also compound nucleus decays
via evaporation and fission, and takes into account com-
petition between all channels. Encouraging attempts to
construct hybrid models, combining dynamical and statis-
tical approaches, were undertaken in refs. [5,7,83]. The hy-
brid models are quite successful in describing data, includ-
ing correlation observables between dynamical and sta-
tistical stages [3,84,85]. Several multi-purpose codes, like
GEANT4 [86], have been developed to describe transport
of hadrons and ions in an extended medium. The SMM
was included in this code as important part responsible
for fragment production.

It is important that nuclear multifragmentation re-
actions allow for the experimental determination of in-
medium modifications of hot nuclei/fragments in hot and
dense environments. This opens the unique possibility for
investigating the phase diagram of nuclear matter at tem-
peratures T ≈ 3–8MeV and densities around ρ ≈ 0.1–
0.3ρ0, which are expected in the freeze-out volume. These
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studies are complementary to the previous studies of iso-
lated nuclei existing in the matter with terrestrial densi-
ties, and at low temperatures, T < 1–2MeV. The exper-
imental information on properties of hot nuclei in dense
surroundings is crucial for the construction of a reliable
equation of state of stellar matter and for the modeling of
the nuclear composition in supernovae [71].

As illustration of this connection we show in fig. 1 ex-
amples of fragment mass distributions produced in multi-
fragmentation reactions (see [37,41]), and in astrophysical
conditions associated with supernova type-II explosions.
The calculations of nuclear compositions of stellar matter
at subnuclear densities were carried out with the SMM
generalized for astrophysical conditions [71,87]. One can
see that the evolution of the mass distribution with exci-
tation energy is qualitatively the same for both, the nu-
clear multifragmentation reactions and the supernova ex-
plosions. However, in the supernova environments much
heavier and neutron-rich nuclei can be produced because
of screening of their charge by surrounding electrons. This
shows that studying the multifragmentation reactions in
the laboratory is important for understanding how heavy
elements were synthesized in the Universe.
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workshops for stimulating discussions and the organizers for
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Abstract. The results from ten statistical multifragmentation models have been compared with each other
using selected experimental observables. Even though details in any single observable may differ, the general
trends among models are similar. Thus, these models and similar ones are very good in providing important
physics insights especially for general properties of the primary fragments and the multifragmentation
process. Mean values and ratios of observables are also less sensitive to individual differences in the models.
In addition to multifragmentation models, we have compared results from five commonly used evaporation
codes. The fluctuations in isotope yield ratios are found to be a good indicator to evaluate the sequential
decay implementation in the code. The systems and the observables studied here can be used as benchmarks
for the development of statistical multifragmentation models and evaporation codes.

PACS. 25.70.Mn Projectile and target fragmentation – 25.70.Gh Compound nucleus – 25.70.Pq Multi-
fragment emission and correlations

1 Introduction

During the later stages of a central collision between heavy
nuclei at incident energies in excess of about E/A =
50MeV, a rapid collective expansion of the combined sys-
tem occurs [1]. Experimental evidence indicates that mix-
tures of intermediate-mass fragments (IMFs) with 3 ≤
Z ≤ 30 and light charged particles (LCP, Z ≤ 2) are
emitted during this expansion stage. With increased nu-
cleon collisions, the properties of the nuclear matter cre-
ated can be described with equilibrium and statistical con-
cepts [2–11]. Ultimately, one would like to describe nuclear
collisions with a model that takes into account all the dy-
namics of nucleon-nucleon collisions. Until then, statistical
models provide invaluable insight to the physics of multi-
fragmentation of the last three decades, by reducing the
intractable problem of time-dependent highly correlated

a e-mail: tsang@nscl.msu.edu

interacting many-body fermion system to the much sim-
pler picture of a system of non-interacting clusters [12].

Since most statistical multifragmentation codes have
been developed to describe specific sets of data and nearly
all of them have different assumptions, they are not equiv-
alent [2–11,13–18]. One of the goals of this article is to ex-
amine the observables constructed with the isotope yields
from different statistical multifragmentation models used
in recent years. Even though the number of models we
studied is limited, they represent the codes widely used in
the heavy-ion community. The results show that all the
statistical codes give similar general trends but different
predictions to specific experimental observables. The con-
clusion is consistent with a recent study on models with
different statistical assumptions [19]. We also find that the
differences between models are much reduced for observ-
ables constructed with isotope yield ratios from different
reactions.
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Table 1. Summary of the different statistical multifragmentation models and evaporation codes studied in this article.

Code Evaporation User Author Ref. (168,75) (186,75) (168,50) Primary Final

Statistical Multifragmentation Models

ISMM-c MSU-decay Tsang Das Gupta [2] Y Y Y Y

ISMM-m MSU-decay Souza Souza [13,14] Y Y Y Y

SMM95 own code Bougault Botvina [4,9] Y Y Y Y

MMM1 own code AH Raduta AH Raduta [15] Y Y Y Y Y

MMM2 own code AR Raduta AR Raduta [15] Y Y Y Y Y

MMMC own code Le Fèvre Gross [5,16] Y Y Y Y

LGM N/A Regnard Gulminelli [17] Y Y Y

QSM own code Trautmann Stöcker [18] Y Y Y Y

EES EES Friedman Friedman [7,8] Y Y Y Y Y

BNV-box N/A Colonna Colonna [24] Y Y Y

Evaporation codes

Gemini Charity Charity [25] Y Y Y

Gemini-w Wada Wada [25–28] Y Y Y

SIMON Durand Durand [29] Y Y Y

EES Friedman Friedman [7,8] Y Y Y Y

MSU-decay Tsang Tan et al. [14] Y Y Y

The various codes and the benchmark systems which
form the basis for comparison will be described in sect. 2.
Comparisons of the statistical multifragmentation models
are presented in sect. 3 and the results from the compar-
isons of five different evaporation codes are presented in
sect. 4. Finally, we summarize our findings in sect. 5.

2 Benchmark systems

Nearly all statistical models assume that nucleons and
fragments originate from a single emission source char-
acterized by A0 nucleons and Z0 protons. The hot frag-
ments then de-excite using evaporation models. To pro-
vide consistent comparisons between models, we have cho-
sen the following source systems: 1) A0 = 168, Z0 = 75,
N0/Z0 = 1.24, 2) A0 = 186, Z0 = 75, N0/Z0 = 1.48.
These two systems have the same charge and are chosen to
be 75% of the initial compound systems of 112Sn + 112Sn
and 124Sn + 124Sn [20,21]. We also have calculations on
system 3) A0 = 168, Z0 = 84, N0/Z0 = 1.0 which has
the same mass but different charge from system 1. Even
though most results of system 3 are not included in this
article due to lack of space, they corroborate the conclu-
sions. In each calculation, the same inputs are used. We
require the source excitation energy, E, to be 5MeV per
nucleon and the source density to be 1/6 of the normal
nuclear-matter density.

At the time when this manuscript was prepared, we
were able to get results from nine statistical multifrag-
mentation model codes plus a hybrid dynamical-statistical
code (BNV-box) and five evaporation codes. Table 1 lists
all the codes, users (defined as the person who did the
calculations shown in this paper) and the main authors
of the codes. The users sent us the output files which

contain mainly the neutron (N) and proton (Z) number
and the yield of the hot fragments and/or the final frag-
ments. All these output files can be found in the web:
http://groups.nscl.msu.edu/smodels/results.html.

The statistical multifragmentation models studied here
construct fragment yields from a maximum entropy prin-
ciple, but they differ both in the degrees of freedom em-
ployed and in the chosen constraints. We have differ-
ent versions of the Statistical Multifragmentation Model
(SMM) [22]. All these models assume that the N -body
source correlations are exhausted by clusterization and,
therefore, describe the system as a collection of non-inter-
acting clusters. (The Coulomb repulsion among fragments
are approximately taken into account.) These codes dif-
fer in the freeze-out volume prescription, in the treat-
ment of continuum states and in the numerical technique
to span the phase space. The SMM95 code uses grand-
canonical approximation [4,9] and Fermi-jet breakups for
the de-excitation of hot fragments. The Improved Statis-
tical Multifragmentation Model (ISMM) [14] uses exper-
imental masses and level densities when available. When
experimental information is not available, ISMM uses an
improved algorithm to interpolate level densities for the
hot fragments. It uses the MSU-decay code as an af-
terburner. ISMM-c [2] uses a canonical formalism, while
ISMM-m [13] adopts a microcanonical approach. The se-
quential decay algorithm in ISMM [13] uses experimental
masses and includes structure information for light frag-
ments (Z < 15). The MMMC code uses a Metropolis-
Monte Carlo method [5,16]. MMMC is the only model
that can accommodate non-spherical sources but only neu-
trons are emitted in the sequential decays. We have two
calculations using the microcanonical multifragmentation
model MMM [15] with different freeze-out assumptions:
1) non-overlapping spherical fragments inside a spherical
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source and 2) free-volume approach. These two calcula-
tions are correspondingly denoted by MMM1 and MMM2.
The Quantum Statistical Model (QSM) [18] is a simplified
grand-canonical version of SMM models including only a
limited number of light clusters (A < 20), which however
are described with a detailed density of states accounting
for all known discrete levels at the time when the code
was written in the late eighties.

The Expanding Emitting-Source (EES) model [7,8] is
an extended Weisskopf evaporation model [23] which cou-
ples the emission of fragments to the changing conditions,
i.e., density (volume), mass number, isospin, and entropy,
of the source. The model assumes an equation of state for
the source so that the thermal pressure and initial expan-
sion determine the changes in the source due to emission.
It is the only statistical model to account for the time de-
pendence of the emission process. No specific density (vol-
ume) for emission is assumed, but the model predicts that
the strongest emission often occurs from a dilute source
during a narrow time period. (In this sense it is similar to
the SMM.) Spectra are constructed by summing the con-
tributions of emission from different times, with a switch
from surface to volume emission at a low density of the
source.

Finally, we have two microscopic model calculations.
The Lattice Gas Model (LGM) [17] calculates the equilib-
rium configurations of a system of (semi)classical nucle-
ons interacting via an Ising Hamiltonian. These configu-
rations are generated in a given confining box by Monte
Carlo. It is the only model that has no nuclear-physics
input. The BNV-box model is based on the Boltzmann-
Nordheim-Vlaslov (BNV) equations [24] and uses the ef-
fective Skyrme force augmented with a stochastic collision
integral to calculate the equilibrium configurations which
are generated via a dissipation dynamics in a box. In both
models, the clusters have to be defined a posteriori via a
clusterization algorithm.

Since de-excitation of the hot fragments is essen-
tial before comparison to experimental data, most codes
have their own sequential decay algorithms. Ideally, one
should compare the hot primary fragments and the decay
fragments separately. Unfortunately, in some codes (e.g.,
MMMC), the hot fragments cannot be extracted while in
others (LGM and BNV-box) the hot fragments sent by
the users have not undergone decay. This makes compar-
ing the contributions from the evaporation portion of the
code to the final fragments very difficult.

Since an “after-burner” or evaporation code is needed
to allow the hot fragments to decay to ground states, codes
that can be coupled to statistical and dynamical codes are
very important. Thus, in addition to the fragmentation
models, we also compare five different evaporation codes
(listed in table 1) that have served the functions of “after-
burners” to both statistical and dynamical codes. 1) The
most widely used code is Gemini [25] which treats the
physics of excited heavy residues very well. However, for
the light fragments, it lacks complete structural informa-
tion. 2) A modified code of an early version of Gemini [26,
27] has also been used extensively to de-excite hot frag-

ments generated in the Asymmetrized Molecular Dynam-
ical (AMD) Model [28]. We labeled this modified version
of Gemini as Gemini-w. 3) An event generator code called
SIMON [29], based on Weisskopf emission rates [23], in-
cludes the narrowest discrete states for Z ≤ 9 as well as
in-flight evaporation. It has been used to de-excite frag-
ments created in both BNV dynamical model [30] and
a heavy-ion phase space model [31]. 4) The MSU-decay
code [14] uses the Gemini code to decay heavy residues
and includes much structural information such as the ex-
perimental masses, excited states with measured spin and
parity for light fragments with Z < 15 in a table. This
table also includes information of calculated states, which
are not measured. 5) In principle, at very low excitation
energy, the multifragmentation models can also be used
as evaporation models. In this category, we have results
from the EES model [7,8].

For the evaporation model comparison, the benchmark
systems for the source are the same as the three sys-
tems used in the multifragmentation models, (A0, Z0) =
(168, 75), (186, 75) and (168, 84). The excitation energy is
set to be 2MeV per nucleon and the density is assumed
to be the same as normal nuclear-matter density.

3 Results from multifragmentation models

In this section, we show results that illustrate the differ-
ences and similarities between calculations. Due to limited
space, not all observables from the calculations are con-
structed or shown here. Since system 1 with A0 = 168 and
Z0 = 75 have results from all the calculations, we tend to
highlight this system. Some of the results on the ISMM-c
calculations have been published in ref. [2]. If a choice has
to be made between showing ISMM-c results or ISMM-m
results due to lack of space, we choose to show the results
of ISMM-m. For the LGM calculations [17,32], we have re-
sults using the micro-canonical approximations as well as
results using canonical approximations. We show mainly
the results with the microcanonical approximations. The
differences between the microcanonical and canonical as-
sumptions can be inferred from the results of ISMM-c and
ISMM-m. The observables shown in sects. 3.1 to 3.5 are
chosen for the relevance of the observables to the under-
standing of the multifragmentation process. More recently,
the focus of heavy-ion collisions at intermediate energy has
shifted to explore the isospin degree of freedom [2]. This
is often done by studying two or more systems, which dif-
fer mainly in the isospin composition of the projectiles or
targets. Isoscaling using isotope yield ratios is discussed in
sect. 3.4. Instead of using isotope yield ratios for temper-
ature, we use the fluctuations of different thermometers
to determine how well the sequential decays in the code
reproduce the observed fluctuations. The results will be
described in sect. 3.5.

To provide some uniformity to the figures, we will try
to use the same symbols for the results from the same code
throughout this article. Where applicable, closed symbols
often refer to the neutron-rich system (A0 = 186, Z0 = 75)
and open symbols refer to the neutron-deficient system
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(A0 = 168, Z0 = 75). We also adopt the convention that
the results are labeled with the user (who sent us the
calculated results) and the code name. Even though com-
parison with data is not our goal, it is sometimes instruc-
tive to plot the data as reference points when appropri-
ate. We have chosen the data from the central collisions
of 124Sn + 124Sn and 112Sn + 112Sn [20,21,33] at 50MeV
per nucleon incident energy as represented by closed and
open star symbols, respectively, mainly because this data
set is readily available to the first author.

3.1 IMF multiplicities

The copious production of intermediate-mass fragments
(IMFs) which are charged particles with Z = 3–20 is one
signature of the multifragmentation process. The study
of these fragments provides clues to the nuclear liquid-
gas phase transition as they are considered as droplets
formed from the condensation of nuclear gas and may
provide information about the co-existence region. Fig-
ure 1 shows the mean multiplicities of IMFs produced by
different models. Within errors, one cannot discern any
dependence of the mean IMF multiplicity on the isospin
composition of the initial sources by looking for systematic
differences between solid and open symbols which repre-
sent the neutron-rich and neutron-deficient systems, re-
spectively. If we compare the left and right panel of fig. 1,
in general, sequential decays reduce the IMF multiplici-
ties.

Fig. 1. Mean IMF multiplicity obtained from different statis-
tical models listed in table 1 for primary fragments (left panel)
and final fragments (right panel). At the bottom of the pan-
els, the calculations are labeled by the name of the user and
the name of the code. The open symbols refer to system 1
(A0 = 168, Z0 = 75) and the solid symbols refer to system 2
(A0 = 182, Z0 = 75). The open and solid stars in the right
panel are data from the central collisions of 112Sn + 112Sn and
124Sn + 124Sn systems at E/A = 50MeV [33].

The two MMM calculations have different results due
to different freeze-out assumptions used for the source.
MMM1 which uses non-overlapping spherical fragments
emits nearly two fragments less than MMM2. Only pri-
mary fragments before decay are available from the LGM
and BNV-box calculations. For the MMMC and QSM
models, we only have fragments after decay.

For the primary-fragment multiplicity (left panel), the
BNV model emits slightly more primary fragments while
the LGM model emits nearly a factor of two less fragments
than the other models. For the final-fragment multiplicity
(right panel), the QSM [18,34,35] emits many more IMFs.
Indeed this model is not suited to predict absolute yields
but rather should be used to compute relative yields of
light isotopes, e.g. for thermometry purposes [35,36]. For
comparisons, the data from the central collisions of Sn
isotopes are represented by the star symbols in the right
panel. The differences in the mean multiplicities between
the 112Sn + 112Sn (open stars) and 124Sn + 124Sn (solid
stars) [33] are much larger than those predicted by all
the models after decay. The discrepancies between model
predictions and data are not understood.

3.2 Mass distributions

Next, we examine the primary mass distributions of the
A0 = 168, Z0 = 75 system. The steep drop of the light
fragment (A < 10) multiplicity shown in fig. 2 are similar
for nearly all the models but there are differences. Some
of the differences (e.g. between MMM1 (upright triangles)
and MMM2 (inverted triangles)) arise from differences in
the freeze-out assumptions as described previously. The
differences in the results from the two ISMM calcula-
tions may come from the difference between canonical and

Fig. 2. Predicted primary-fragment mass distributions from
the mutifragmentation of a source nucleus with A0 = 168,
Z0 = 75 (system 1). See caption of fig. 1 for name convention.
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Fig. 3. Predicted final fragment mass distributions from the
multifragmentation of a source nucleus with A0 = 168, Z0 = 50
(system 1). For comparison, data from the multifragmenta-
tion of central collisions of the 112Sn + 112Sn system [2,20] at
E/A = 50MeV are plotted as open stars.

micro-canonical approximations used. (ISMM-c requires
temperature instead of excitation energy as one property
of the initial source.) SMM95 and the two MMM calcu-
lations have smooth distributions as the fragment masses
are determined from liquid-drop mass formulae [37]. The
LGM (the lowest curve with diamond symbols), which
does not take into account the binding energies or nucleon
masses shows a smooth dependence on mass but does not
produce heavy residues.

In fig. 3, we have plotted the differential multiplicity
of the final mass distributions for the same (A0 = 168,
Z0 = 75) system in an expanded scale. Again, while the
trends are similar for most calculations except the QSM
model (crosses), there are significant differences in detailed
comparisons. Most models do not have nuclei with mass 5
and cross-sections for mass 8 are much reduced in accor-
dance to experimental observation. For reference, the data
from the 112Sn + 112Sn system are plotted as open stars.
The trends exhibited by most models are similar to those
of the data. Primary and final fragments with A ≥ 20 are
ignored in the EES code. These heavy fragments are not
included in the output files. The QSM does not produce
fragments with A > 20. To conserve the total number of
nucleons, more light charged fragments with A ≤ 20 are
produced, causing the over-production of IMFs seen in
both figs. 1 and 3.

The charge distributions are similar to the mass dis-
tributions so they are not discussed here.

3.3 Isospin observables and isotope distributions

One observable to study the isospin degrees of freedom
is the asymmetry, N/Z, of the fragments. Figure 4 shows

Fig. 4. The mean neutron to proton ratios as a function of
the charge of the emitted fragment Z for system 1 (left panel)
and system 2 (right panel). For comparison, results from the
multifragmentation following central collisions of 112Sn + 112Sn
and 124Sn + 124Sn are shown as open (left panel) and closed
stars (right panel), data from ref. [20].

〈N/Z〉 as a function of the fragment charge number Z
predicted by different models. In this plot, the left panel
shows results from the neutron-deficient system (A0 =
168, Z0 = 75) while the right panel contains results from
the neutron-rich system (A0 = 186, Z0 = 75). Unlike the
mass distributions shown in figs. 2 and 3, differences be-
tween different models are not very large, about 10%. (The
zero of the vertical axis is suppressed in order to show the
differences in greater details.) As expected, the 〈N/Z〉 of
the fragments are larger for the more neutron-rich sys-
tem. However, the 〈N/Z〉 values are much lower than the
〈N0/Z0〉 of the initial system of 1.48 for the neutron-rich
system. For the neutron-deficient system in the left panel,
the initial 〈N0/Z0〉 value is 1.24 which is only slightly
larger than the fragment values. For reference, data from
the central collisions of 124Sn + 124Sn (solid stars) and
112Sn + 112Sn systems (open stars) [20] are plotted in the
left and right panels, respectively. Since the excited frag-
ments in MMMC only emit neutrons [16], the fragment
〈N/Z〉 (squares) are lower than those derived from other
models. All the other calculations exhibit similar trends
as the data.

As the average values of the asymmetry of the frag-
ments are determined from the isotope yields, it is instruc-
tive to examine the isotope distributions directly. Figure 5
shows the oxygen isotope distributions from different mod-
els before (left panels) and after (right panels) sequential
decays. The upper panels indicate the isotopes from the
neutron-rich (A0 = 186, Z0 = 75) system while fragments
from the neutron-deficient (A0 = 168, Z0 = 75) system
are plotted in the bottom panels. For reference, data [20]
from the central collisions of 124Sn + 124Sn (solid stars)
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Fig. 5. Predicted isotope distributions for oxygen fragments
from different models. Primary fragments are plotted in the
left panels and final fragments in the right panels. The top
panels contain results from the neutron-rich system 2 and the
bottom panels contain distributions from the neutron-deficient
system 1. The open (bottom right panel) and solid stars (top
right panel) are data from ref. [20].

and 112Sn + 112Sn systems (open stars) are plotted in the
upper right panel and lower right panels, respectively.

The differences in the primary distributions between
models (left panel) can be understood from the nuclear
masses used in the different codes. Both the ISMM mod-
els (circle symbols) used experimental masses even for hot
fragments [2,14], thus odd-even effects are evident in the
primary mass distributions. The SMM95 (squares) [9] and
the two MMM (upright and inverted triangles) [15,37] cal-
culations use mass formulae resulting in smooth interpo-
lations of isotope cross-sections. The deficiency of models
like the LGM (open diamond symbols in the lower left
panel), which do not include any nuclear-physics informa-
tion, is obvious. The EES results are not presented here as
the model ignores primary and secondary fragments with
A ≥ 20 and the oxygen isotope yields are not complete.

The isotope distributions from all models after de-
cay (right panels) become much narrower and resemble
that of the experimental data. The ISMM-c, ISMM-m and
SMM95 models predict a peak at 16O due to its large
binding energy and the use of experimental masses in the
decays. The ISMM calculations that incorporate the MSU-
decay algorithms with experimental masses and structural
information exhibit odd-even effects. In the decay code of
the MMM calculations, fragment masses are derived from
mass formulae [37]. As a result, the isotope distributions
are rather smooth. The individual yields of oxygen iso-
topes are not available from the QSM output files, and
the results of this model is not represented here.

In order to quantify the mean and the width of the dis-
tributions, we have plotted the mean mass number and the

Fig. 6. Centroids and widths (variance) of the oxygen isotope
distributions obtained from different models. Most of the dis-
tributions are shown in fig. 5.

standard deviations of the oxygen distributions in fig. 6 for
both the primary (left panel) and final (right panel) frag-
ment distributions. The vertical bars represent the stan-
dard deviations of the isotope distributions. In general, all
models produce much wider distributions for the primary
isotopes and the widths are reduced by sequential decay
effects. Sequential decays tend to move the centroids of
the distributions towards the valley of stability and reduce
the differences in the centroids of the isotope distributions
between the neutron-rich and neutron-deficient systems.

3.4 Isoscaling

When isoscaling was first observed in experimental
data [21,38], it was demonstrated through statistical
model calculations that isoscaling could be preserved
through sequential decays [38,39]. More importantly, sta-
tistical models relate the isoscaling phenomenon to the
symmetry energy [38–41], which is of fundamental interest
to general nuclear properties as well as astrophysics [42].

Isoscaling describes the exponential dependence on the
isotope neutron (N) and proton (Z) number of the yield
ratios from two different reactions,

R21 =
Y2(N,Z)
Y1(N,Z)

= CeαN+βZ , (1)

where C, α, and β are the fitting parameters. In our spe-
cific examples of systems 1 and 2, Y2(N,Z) is the isotope
yield emitted from the neutron-rich system A2 = 186,
Z2 = 75 and Y1(N,Z) is the isotope yield emitted from
the neutron-deficient system A1 = 168, Z1 = 75. Figure 7
shows that all statistical multifragmentation models ex-
hibit good isoscaling behavior for the primary fragments.
Each symbol corresponds to one element, Z = 1 (open
triangles), Z = 2 (closed triangles), Z = 3 (open circles),
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Fig. 7. Predicted yield ratios, R21(N, Z) = Y2(N, Z)/Y1(N, Z)
from primary fragments for system 2 and system 1. (For the
LGM, the calculations are for system 1 and system 3.) Each
panel presents the results from one model calculation. The lines
are best fits to the symbols according to eq. (1). Different lines
correspond to atomic numbers Z = 1 to 8 starting with the
leftmost line being Z = 1. Open points and dashed lines denote
isotopes with odd Z while solid points and solid lines denote
isotopes with even Z.

Z = 4 (closed circles), Z = 5 (open squares), Z = 6 (closed
squares), Z = 7 (open diamonds) and Z = 8 (closed di-
amonds). The solid and dashed lines are best fits from
eq. (1). The slopes of the lines correspond to the neutron
isoscaling parameter α and the distance between the lines
corresponds to the isoscaling parameter β. All the mod-
els except LGM have similar slopes. The slope parameters
from the two MMM models are slightly smaller. The LGM
only has calculations on systems 1 and 3. Since the dif-
ferences in the asymmetries between systems 1 and 2 and
systems 1 and 3 are small, the LGM isoscaling slopes are
expected to be slightly smaller but they are much smaller
(lower left panel) than the other models. This is probably
related to the lack of nuclear-physics input in such model.

An important contribution that statistical models
make to the field of heavy-ion collision is the derivation
that the isocaling parameter α is related to the symmetry
energy coefficient, Csym:

αpri =
4Csym

T

[(
Z1

A1

)2

−
(
Z2

A2

)2
]

=
4Csym

T

[(
Δ
Z

A

)2
]
,

(2)
where αpri is the isoscaling parameter extracted from the
calculated yields of primary fragments, T is the tempera-
ture, Zi/Ai is the proton fraction of the initial source with
label i. To extract Csym which is related to symmetry en-
ergy (Esym = CsymI2) from data, it is important that

Fig. 8. Predicted yield ratios, R21(N, Z) = Y2(N, Z)/Y1(N, Z)
from final fragments. The symbols have the same convention
as in fig. 7. The lines are drawn to guide the eye.

the sequential decays do not affect α, T and [Δ(Z/A)]2
significantly.

Figure 8 shows isoscaling plots constructed from final
fragments after sequential decays. Isoscaling is no longer
strictly observed over a large range of isotopes. Further-
more, the distances between elements are much less regu-
lar and the slopes vary from element to element. The dis-
tances between elements are related to the proton isoscal-
ing parameter, β. Experimentally, the trends and magni-
tudes in both α and β are similar [21,43]. The irregular
spacings between elements from the calculations is prob-
ably caused by the Coulomb treatment in different codes.
Part of the lack of smoothness in the trends could come
from the lack of statistics for primary isotopes with low
cross-sections. By restricting the isoscaling analysis to the
same set of isotopes measured in experiments, about 3
isotopes for each element [21,43], most models show that
the effect from sequential decays on isoscaling is negligi-
ble as shown in the left panel of fig. 9. The solid points
refer to the analysis of the systems with the same charge,
system 1 and 2 in table 1, while the open points refer to
the analysis of the systems with the same mass, system
1 and 3. In the two MMM calculations (triangles), the fi-
nal fragments seem to retain more memory of the source
than the other models as shown in fig. 6, resulting in the
final isoscaling parameters being larger than the primary
isoscaling parameters. By restricting the number of iso-
topes for fitting, the problems with statistics from frag-
ment production may be minimized. On the other hand,
such procedure may hide fundamental problems associ-
ated with the sequential decays.

All the statistical models except the LGM use the sym-
metry energy of stable nuclei in describing the mass of
the fragments. Except for the EES model, the symme-
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Fig. 9. Effect of sequential decays on the isoscaling parame-
ter, α. Left panel shows the results of the statistical models
studied in this work where the Csym in the models assume a
constant value of about 25MeV and E∗/A = 4MeV. Right
panel shows the results from the microcanonical version of
SMM with Markov chain where Csym varies from 4 (burst
symbols), 8 (crosses), 14 (× symbols) and 25 (circular sym-
bols) MeV and E∗/A varies from 4 (dashed line), 6 (solid line)
and 8 (dot-dashed line).

try energy coefficient, Csym, remains constant throughout
the reactions. Such prescription may not be realistic. In
a recent study, when different (especially lower) values of
Csym are used in a Markov-chain version of the SMM95
code, the sequential decays effects are very different [44]
as shown in the right panel of fig. 9. The lines denote the
different excitation energy (4, 6, 8MeV) used. For each
excitation energy, calculations have been performed for
Csym = 4 (burst symbols), 8 (crosses), 14 (× symbols)
and 25 (circular symbols) MeV. For Csym = 25MeV, the
effect of sequential decays are similar to those shown in
the left panel of fig. 9. However, for lower Csym values, the
α(final) are larger than α(primary). As discussed in [42],
this trend is different from those observed in dynamical
calculations. A detailed understanding of the effects of se-
quential decays on the isoscaling parameters α, the tem-
perature T , and the proton fraction Zi/Ai [45] is necessary
before symmetry energy information can be extracted by
applying eq. (2) to experimental data.

3.5 Fluctuations of isotope yield ratio temperatures

Ideally, a model should predict isotope cross-sections such
as those shown in the right panels of fig. 5. All model com-
parisons involve the production of primary fragments and
their decays. To disentangle the two parts of the calcula-
tions from the final fragments and to evaluate the sequen-
tial decay portion of the calculations, we need another
observable that is mainly sensitive to the structural decay
information, an important ingredient in sequential decay

Fig. 10. Apparent isotope temperatures T (3He, 4He) con-
structed from different isotope pairs in the numerator of eq. (4)
and the ratios of Y (3He)/Y (4He) in the denominators are plot-
ted as a function of A1. The data [14] are plotted in the bot-
tom left corner for reference. Models with similar decay codes
such as ISMM-c and ISMM-m (top left panel) and MMM1 and
MMM2 (bottom middle panel) are plotted together.

models. It has been shown that the fluctuations observed
in the isotope yield temperatures are sensitive to the se-
quential decay information [2,46].

The isotope yield ratio thermometer is defined as [47]

T =
B

ln a ·R , (3)

where B is a binding energy parameter, a is the statistical
factor that depends on statistical weights of the ground-
state nuclear spins and R is the ground-state isotope yield
ratio,

R =
Y (A1, Z1)/Y (A1 + 1, Z1)
Y (A2, Z2)/Y (A2 + 1, Z2)

. (4)

In this section, our discussion is mainly focused on
using T as a tool to evaluate the modeling of sequen-
tial decays. More details about using T as the temper-
ature of the freeze-out source can be found in ref. [36,
46]. It is possible to construct many different thermome-
ters from various combinations of the isotope yields using
eqs. (3) and (4) [46]. In the grand-canonical approxima-
tion, if all fragments are produced directly in their ground
states, these temperatures should all have the same value
as the temperature of the initial system. Experimentally,
we see large fluctuations of these isotope yield temper-
atures [46,48,49], i.e. T depends on the specific combi-
nations of isotopes used in eq. (4). Without sequential
decay corrections, the measured temperature is not the
source temperature. Because of the fluctuations, the ex-
perimental measured temperatures are usually called Tapp
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as denoted in fig. 10. As an example, we show T (3He, 4He)
constructed with Y (3He) and Y (4He) yields in the denom-
inators (A2 = 3, Z2 = 2) but different isotope pairs in the
numerators of eq. (4). Specifically, we will examine eleven
T (3He, 4He) thermometers constructed with the yields of
the following isotope pairs in the numerators:
Y (6Li)/Y (7Li), Y (7Li)/Y (8Li), Y (8Li)/Y (9Li),
Y (9Be)/Y (10Be), Y (11B)/Y (12B), Y (12B)/Y (13B),
Y (12C)/Y (13C), Y (13C)/Y (14C), Y (15N)/Y (16N),
Y (16O)/Y (17O), and Y (17O)/Y (18O).

These isotope pairs are chosen because the data for
the central collisions of 112Sn + 112Sn at E/A = 50MeV
are available [2,20]. T (3He, 4He) are constructed from the
values of a and B listed in ref. [14]. These temperatures
are plotted as a function of A1 in the lower left panel
of fig. 10. To get a glimpse of how well different evapo-
ration codes which are coupled to the statistical multi-
fragmentation models listed in table 1 simulate sequential
decays, T (3He, 4He) constructed with the final fragments
produced from the different statistical models are plot-
ted in the remaining panels of fig. 10. Instead of assum-
ing a constant value, T (3He, 4He) fluctuates in all models.
This suggests that decays to low-lying excited states oc-
cur. If a significant fraction of the particles de-excite to
the gamma levels below the particle decay thresholds, the
ground-state cross-sections are modified. Such contami-
nations may have caused the higher temperatures deter-
mined from the yields of 9Be (A1 = 9, Z1 = 4) and 18O
(A1+1 = 18, Z1 = 8) which have several low-lying excited
states below the neutron thresholds. Similar fluctuations
have been observed in different reaction systems at dif-
ferent temperatures [14,46,48,49]. They mainly originate
from the detailed structure of the excited states. Thus
the fluctuations in the isotope temperature provide a sen-
sitive tool to evaluate whether proper decay levels have
been taken into account in a code.

These fluctuations are mainly determined by the se-
quential decay portion of the code. Models with the same
decay codes exhibit nearly the same fluctuations even
though the primary IMF multiplicities and mass distri-
butions are different. For example, different freeze-out as-
sumptions used in the two MMM codes result in very
different mean IMF multiplicities (fig. 1) and different
residue distributions (fig. 2). However, the isotope yield
ratio temperatures have the same trends (bottom middle
panel) suggesting that sequential decays mask off some ini-
tial differences in the source. The fluctuations in ISMM-c
and ISMM-m are similar (top left panel). Since the MSU-
decay code incorporates the most structural information
for the light fragments (Z < 15), T (3He, 4He) determined
from the two ISMM codes that employ the MSU-decay as
after-burners reproduce the trend of the experimental fluc-
tuations the best (top left panel). However, T (3He, 4He) is
lower than the input temperature of 4.7MeV suggesting
that the sequential decay effects on the initial temperature
can be substantial. As 9Li isotopes are not produced in
the SMM95 code, the temperatures involving this isotope
drops (top middle panel). Individual temperature values
do not agree among models even though the initial input

to the fragmenting source is the same. The differences in
the isotope yield ratio temperatures probably reflect the
difference in the decay codes.

4 Evaporation models

Before comparing calculated results with data, all hot
fragments produced in any models must undergo decay.
Unfortunately, the task to simulate sequential decays has
proved to be rather difficult due to the lack of complete
information on nuclear structures and level densities. In
this section, we compare five sequential decay models (see
table 1) that have been used in many studies. The bench-
mark systems are 1) A0 = 168, Z0 = 75 and 2) A0 = 186,
Z0 = 75. The excitation energy is 2MeV per nucleon. For
brevity, we only discuss three observables, which illustrate
the differences in the codes.

4.1 Mass distributions

Figure 11 shows the mass distributions from the decay of
the A0 = 168, Z0 = 75 system (left panel) and A0 = 186,
Z0 = 75 system (right panel). Contrary to the near ex-
ponential decrease of the production of fragments with
increasing mass in multifragmentation processes (fig. 2),
most evaporation models de-excite by emitting LCPs,
leaving a residue. Fission is also a significant de-excitation
mode in this mass region, resulting in a hump at about 10
mass units less than A0/2. The inability of the EES model
(symbols joined by dashed lines) to track fragments larger
than A = 20 results in the artificial truncation of the mass
distribution. Since the MSU-decay uses Gemini to decay
fragments with Z > 15, results from Gemini (solid line)

Fig. 11. Predicted mass distributions from the five evapora-
tion codes listed in table 1 for the neutron-deficient system 1
(left panel) and neutron-rich system 2 (right panel).
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Fig. 12. Predicted ratios, R21(N, Z) = Y2(N, Z)/Y1(N, Z) of
fragments evaporated from system 2 and system 1. Each panel
presents the results from one model calculation. The results
from the EES model are not plotted here as they are similar
to those shown in fig. 8.

and MSU-decay models (dotted line) are very similar. In
principle, Gemini-w (dashed line) should be the same as
Gemini. However, an older version of Gemini was incor-
porated and Germini-w gives much larger residue cross-
sections and correspondingly smaller fission fragment and
IMF cross-sections. The event generator code, SIMON
(dot-dashed line) has very different mass distributions
than the other codes, e.g. it does not produce residues
in the A0 = 168, Z0 = 75 system (left panel).

4.2 Isoscaling

Primary fragments produced from nearly all statistical
multifragmentation codes observe isocaling, rigorously.
However, isoscaling is not well observed over a large range
of secondary fragments. For this reason, we limit the num-
ber of isotopes to three for each element, similar to those
measured in experimental data. We use this observable to
examine the differences between different models in fig. 12.
The symbol convention of figs. 7 and 8 is used, i.e. sym-
bols are yield ratios and lines are best fits. Isoscaling is
reasonably reproduced except for SIMON. For the MSU-
dacay and EES (not shown) decays, the results are similar
to those of ISMM and EES calculations shown in fig. 8.
Except for 6He yield ratios, Gemini exhibits very good
isoscaling. The isoscaling from Gemini-w fragments is not
as good. The same problems that cause SIMON to pro-
duce different mass distributions could be the cause for
the non-observation of isoscaling behavior.

4.3 Fluctuation of isotope yield ratio temperatures

In fig. 13, we show T (3He, 4He) constructed with Y (3He)
and Y (4He) yields in the denominators (A2 = 3, Z2 = 2)

Fig. 13. Apparent isotope temperatures T (3He, 4He) plotted
as a function of A1. For reference, the data [14] are plotted in
the bottom left corner.

but different isotope pairs in the numerators of eq. (4)
as discussed in sect. 3.5. For reference, the Sn data are
plotted in the lower left panel of fig. 13 as a function of
A1. As light-particle structure information has been in-
cluded in EES, Gemini, and MSU-decay codes, they re-
produce the fluctuations observed experimentally rather
well as shown in the top three panels in fig. 13. On the
other hand, SIMON and Gemini-w do not reproduce the
general trends suggesting that the sequential decays are
not properly taken into account in these codes.

Most of the isotope yield ratio temperatures from EES,
Gemini and MSU-decay calculations are below 4MeV, the
input temperature of the source. Sequential decay effects
are expected to reduce the initial temperature. It is in-
teresting to note that of the three models that reproduce
the fluctuations, the average temperature is the highest for
the EES model and lowest for the MSU-decay model. This
can be explained by the amount of structural information
included in individual models. EES incorporates only a
few low-lying excited states while the MSU-decay model
incorporates most of the experimental level information
for nuclei with Z < 15. The availability of a large number
of decay levels in the latter code reduces the ground-state
cross-sections more than in other calculations. This sug-
gests that even at low excitation energy (2MeV), sequen-
tial decays still significantly affect isotope yields.

5 Summary and conclusions

In summary, we have made comparisons of experimental
observables using ten statistical multifragmentation codes.
The general trends are similar among models suggesting
that these models can provide important physical insights
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for the primary fragments and multifragmentation pro-
cess. However, details in any single observable differ be-
tween models. The largest differences are observed in raw
observables such as individual isotope yields, mass and
charge distributions while the mean values of an observ-
able such as IMF multiplicity, the mean fragment asymme-
try 〈N/Z〉 or mean mass 〈A〉 of an element do not show
as large differences. The effects of sequential decays on
isoscaling parameters are not well understood.

As sequential decay codes are important to both dy-
namical and statistical models, we also compare five
widely used codes. Relatively accurate structural infor-
mation and experimental masses are required in evapora-
tion models to reproduce the fluctuations of isotope yield
temperatures. Such sensitivity allows one to evaluate the
sequential decay properties of the evaporation codes.

The observables studied here are by no means an ex-
haustive list. However, these observables, which can be
constructed easily from the isotope yields, provide impor-
tant benchmarks to test any multifragmentation models
or evaporation codes that describe sequential decays.
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Received: 16 June 2006 /
Published online: 31 October 2006 – c© Società Italiana di Fisica / Springer-Verlag 2006

Abstract. Spinodal instability in nuclear matter and finite nuclei is investigated. This instability occurs
in the low-density region of the phase diagram. The thermodynamical and dynamical analysis is based on
Landau theory of Fermi liquids. It is shown that asymmetric nuclear matter can be characterized by a
unique spinodal region, defined by the instability against isoscalar-like fluctuation, as in symmetric nuclear
matter. Everywhere in this density region the system is stable against isovector-like fluctuations related to
the species separation tendency. Nevertheless, this instability in asymmetric nuclear matter induces isospin
distillation leading to a more symmetric liquid phase and a more neutron-rich gas phase.

PACS. 21.65.+f Nuclear matter – 25.70.Pq Multifragment emission and correlations – 21.60.Ev Collective
models

1 Introduction

The production of fragments represents an important dis-
sipation mechanism in heavy-ion reactions at intermediate
energies. A relevant phenomenon is the liquid-gas phase
transition, very often invoked in discussing the nuclear
multifragmentation. In this analogy, however, one should
be aware also of the differences due to Coulomb, finite-size
or quantum effects.

For phase transitions in macroscopic systems, the co-
existence regions, corresponding to areas thermodynami-
cally forbidden for one single phase, exhibit general fea-
tures such as metastabilities or instabilities. At variance
with the situation for macroscopic systems, where the ob-
servation time scale is much greater than the time scales
of the microscopic processes that lead to drop (bubble)
formation (even more exceptional is the study of critical
points where the slowing-down phenomena require days of
expectations for equilibration), in heavy-ions collisions the
reaction times can be comparable to the fragment forma-
tion time which is of relevance for discussing about the ki-
netics of the phase transition. The violent collision and fast
expansion may quench the system inside the instability re-
gion of the phase diagram. Moreover, a binary system, in-
cluding asymmetric nuclear matter (ANM) (see [1]), man-
ifest a richer thermodynamical behaviour, since it has to
accommodate one more conservation law.

In this paper we will discuss first the nature of the
instabilities and of the related fluctuations in such sys-
tems. Then, in sect. 3, we will describe the kinetics of

a e-mail: baran@lns.infn.it

phase transition in ANM both in the linear and nonlinear
regime. Finally, in the last section we will focus on the rel-
evance of these results on nuclear multifragmentation and
neck fragmentation in heavy-ion collisions at intermediate
energies.

2 Instabilities and fluctuations in ANM

2.1 Thermodynamical approach

One-component systems may become unstable against
density fluctuations as the result of the mean attractive
interaction between constituents. In symmetric binary sys-
tems, like symmetric nuclear matter (SNM), one may
encounter two kinds of density fluctuations: i) isoscalar,
when the densities of the two components oscillate in
phase with equal amplitude, ii) isovector when the two
densities fluctuate still with equal amplitude but out of
phase. Then mechanical instability is associated with in-
stability against isoscalar fluctuations leading to cluster
formation while chemical instability is related to instabil-
ity against isovector fluctuations, leading to species sepa-
ration. We will show in the following that in ANM, there is
no longer a one-to-one correspondence between isoscalar
(respectively isovector) fluctuations and mechanical (re-
spectively chemical) instability. An appropriate frame-
work for the study of instabilities is provided by the Fermi-
liquid theory [2], which has been applied, for instance, to
symmetric binary systems as SNM (the two components
being protons and neutrons) [3], the liquid 3He (spin-up
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and spin-down components) [4,5] and proto-neutron stars
to calculate neutrino propagation [6].

The starting point is an extension to the asymmetric
case of the formalism introduced in [4]. The distribution
functions for protons and neutrons are

fq

(
εqp
)

= Θ
(
μq − εqp

)
, q = n, p, (1)

where μq are the corresponding chemical potentials. The
nucleon interaction is characterized by the Landau param-
eters:

F q1q2 = Nq1V
2 δ2H

δfq1δfq2

= Nq1

δ2H

δρq1δρq2

, (2)

Nq(T ) =
∫ −2 dp

(2πh̄)3
∂fq(T )
∂εqp

, (3)

where H is the energy density, V is the volume and Nq

is the single-particle level density at the Fermi energy. At
T = 0 this reduces to

Nq(0) = mpF,q/
(
π2h̄3

)
= 3ρq/

(
2εF,q

)
,

where pF,q and εF,q are the Fermi momentum and Fermi
energy of the q-component. Thermodynamical stability for
T = 0 requires the energy of the system to be an abso-
lute minimum for the undistorted distribution functions,
so that the relation

δH − μpδρp − μnδρn > 0 (4)

is satisfied when we deform proton and neutron Fermi
seas.

Only monopolar deformations will be taken into ac-
count, since we consider here momentum-independent in-
teractions, so that F q1q2

l=0 are the only non-zero Landau
parameters. In fact, for momentum-independent interac-
tions, all the information on all possible instabilities of
the system is obtained just considering density variations.
However, one should keep in mind that in the actual dy-
namical evolution of an unstable system in general one
observes deformations of the Fermi sphere, hence the di-
rection taken by the system in the dynamical evolution
is not necessarily the most unstable one defined by the
thermodynamical analysis.

Then, up to second order in the variations, the condi-
tion eq. (4) becomes

δH−μpδρp−μnδρn =
1
2
(
aδρp

2+bδρn
2+cδρpδρn

)
>0, (5)

where

a = Np(0)(1 + F pp
0 ); b = Nn(0)(1 + Fnn

0 );

c = Np(0)F pn
0 + Nn(0)Fnp

0 = 2Np(0)F pn
0 . (6)

The r.h.s. of eq. (5) is diagonalized by the following trans-
formation:

u = cosβ δρp + sinβ δρn,

v = − sinβ δρp + cosβ δρn, (7)

where the mixing angle 0 ≤ β ≤ π/2 is given by

tg 2β=
c

a− b
=

Np(0)F pn
0 + Nn(0)Fnp

0

Np(0)(1 + F pp
0 ) −Nn(0)(1 + Fnn

0 )
. (8)

Then eq. (5) takes the form

δH − μpδρp − μnδρn = Xu2 + Y v2 > 0, (9)

where

X =
1
2
(
a + b + sign(c)

√
(a− b)2 + c2

)
≡ (Np(0) + Nn(0))

2
(
1 + F s

0g

)
(10)

and

Y =
1
2
(
a + b− sign(c)

√
(a− b)2 + c2

)
≡ (Np(0) + Nn(0))

2
(
1 + F a

0g

)
, (11)

defining the new generalized Landau parameters F s,a
0g .

Hence, thanks to the rotation eq. (7), it is possible to
separate the total variation eq. (4) into two independent
contributions, called the “normal” modes, and character-
ized by the “mixing angle” β, which depends on the den-
sity of states and the details of the interaction. Thus, the
thermodynamical stability requires X > 0 and Y > 0.
Equivalently, the following conditions have to be fulfilled:

1 + F s
0g > 0 and 1 + F a

0g > 0. (12)

They represent Migdal-Pomeranchuk stability conditions
extended to asymmetric binary systems.

The new stability conditions, eq. (12), are equivalent to
mechanical and chemical stability of a thermodynamical
state [7], i.e.(

∂P

∂ρ

)
T,y

> 0 and
(
∂μp

∂y

)
T,P

> 0, (13)

where P is the pressure and y the proton fraction. In fact,
mechanical and chemical stability are very general condi-
tions, deduced by requiring that the principal curvatures
of thermodynamical potential surfaces, such as the free
energy (or the entropy) with respect to the extensive vari-
ables are positive (negative).

It has been argued that the mechanical and chemical
instability lead to very different phenomenons: the chem-
ical instability with the concentration as order parameter
and the mechanical instability for which the total den-
sity plays the role of a second-order parameter [8,9]. In
the following, we will show that spinodal instability and
phase transition in ANM should be instead discussed in
terms of isoscalar- and isovector-like instabilities. In the
case discussed here, it can be proved that [10]:

XY = Np(0)Nn(0)
[
(1 + Fnn

0 )(1 + F pp
0 ) − Fnp

0 F pn
0

]
=

[Np(0)Nn(0)]2

(1 − y)ρ2

(
∂P

∂ρ

)
T,y

(
∂μp

∂y

)
T,P

(14)
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and(
∂P

∂ρ

)
T,y

=
ρy(1 − y)

Np(0)Nn(0)

(
t a +

1
t
b + c

)

∝X

(√
t cosβ+

1√
t
sinβ

)2

+Y

(√
t sinβ− 1√

t
cosβ

)2

with t =
y

1 − y

Nn(0)
Np(0)

. (15)

Let us assume that in the density range we are con-
sidering the quantities a and b remain positive. In this
way one can study the effect of the interaction between
the two components, given by c, on the instabilities of
the mixture. If c < 0, i.e. for an attractive interaction be-
tween the two components, from eq. (11) one sees that the
system is stable against isovector-like fluctuations. It be-
comes isoscalar unstable if c < −2

√
ab (see eq. (10)). How-

ever thermodynamically this instability against isoscalar-
like fluctuations will show up as a chemical instability if
(−ta − b/t) < c < −2

√
ab or as a mechanical instabil-

ity if c < (−ta − b/t) < −2
√
ab (see eq. (15)). This last

observation is very interesting: it tells us that the nature
of the thermodynamically instabilities can be related to
the relative strength of the various interactions among the
species. In other words, if it is possible to determine exper-
imentally for a binary systems the signs of ( ∂P

∂ρ )T,y and/or

(∂μp

∂y )T,P we can learn about the inequalities, at a given
density, between species interactions.

On the other hand, the distinction between the two
kinds of instability (mechanical and chemical) is not re-
ally relevant regarding the nature of unstable fluctuations,
being it essentially the same, i.e. isoscalar-like. The rele-
vant instability region is defined in terms of instabilities
against isoscalar fluctuations and we can speak, therefore,
about a unique spinodal region. If c > 0, i.e. when the
interaction between the components is repulsive, the ther-
modynamical state is always stable against isoscalar-like
fluctuation, but can be isovector unstable if c > 2

√
ab.

Since with our choices the system is mechanically stable
(a, b, c > 0, see eq. (15)), the isovector instability is now
always associated with chemical instability. Such situation
will lead to a component separation of the liquid mixture.
In this framework, a complete analysis of the instabilities
of any binary system can be performed, in connection to
signs, strengths and density dependence of the interac-
tions.

2.2 Asymmetric nuclear-matter case

We show now quantitative calculations for asymmetric nu-
clear matter which illustrate the previous general discus-
sion on instabilities. Let us consider a potential energy
density of Skyrme type [11,12],

Hpot(ρn, ρp) =
A

2
(ρn + ρp)2

ρ0
+

B

α + 2
(ρn + ρp)α+2

ρα+1
0

+
(
C1 − C2

(
ρ

ρ0

)α) (ρn − ρp)2

ρ0
, (16)

Fig. 1. Spinodal line corresponding to isoscalar-like insta-
bility of asymmetric nuclear matter (circles) and mechanical
instability (crosses) for three proton fractions: y = 0.5 (a),
y = 0.25 (b), y = 0.1 (c). The figure is taken from [10].

where ρ0 = 0.16 fm−3 is the nuclear saturation density.
The values of the parameters A = −356.8MeV, B =
303.9MeV, α = 1/6, C1 = 125MeV, C2 = 93.5MeV are
adjusted to reproduce the saturation properties of sym-
metric nuclear matter and the symmetry energy coeffi-
cient.

We focus on the low-density region, where phase tran-
sitions of the liquid-gas type are expected to happen, in
agreement with the experimental evidences of multifrag-
mentation [13,14]. Since a, b > 0 and c < 0, we deal only
with instability against isoscalar-like fluctuations, as for
symmetric nuclear matter. In fig. 1 the circles represent
the spinodal line corresponding to isoscalar-like instability,
as defined above, for three values of the proton fraction.
For asymmetric matter, y < 0.5, under this border one
encounters either chemical instability, in the region be-
tween the two lines, or mechanical instability, under the
inner line (crosses). The latter is defined by the set of val-
ues (ρ, T ) for which (∂P

∂ρ )T,y = 0. We observe that the
line defining chemical instability is more robust against
the variation of the proton fraction in comparison to that
defining mechanical instability: reducing the proton frac-
tion makes it energetically less and less favorable for the
system to break into clusters with the same initial asym-
metry. However, we stress again the unique nature of the
isoscalar-like instability. The change from the chemical to
the mechanical character along this border line is not very
meaningful and does not affect the properties of the sys-
tem.

Let us now discuss the generality of the conclusions
by comparing several models for the nuclear interaction.
Indeed, the spinodal contours predicted by several models
exhibit important differences (see fig. 2). In the case of
SLy230a force (as well as SGII, D1P), the total density
at which spinodal instability appears decreases when the
asymmetry increases whereas for SIII (as well as D1, D1S)
it increases up to large asymmetry and finally decreases.
Despite the observed differences between the models, we
observe that all forces which fulfill the global requirement
that they reproduce the symmetric nuclear-matter (SNM)
equation of state as well as the pure neutron matter cal-
culations lead to the same curvature of the spinodal re-
gion [15].
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Fig. 2. Projection of the spinodal contour in the density plane
for several effective interactions like Skyrme (SLy230a, SGII,
SIII) and Gogny (D1, D1S, D1P). The figure is taken from [15].

Fig. 3. Projection of the iso-eigen values on the density plane
for Slya (left) and D1P (right). The arrows indicate the direc-
tion of instability. The mechanical instability is also indicated
(dashed line). The figure is taken from [15].

Let us now focus on the direction of the instability. If
the eigenvector associated with the unstable mode is along
y = ρp/ρ = const then the instability does not change the
proton fraction. For symmetry reasons pure isoscalar and
isovector modes appear only for SNM so it is interesting to
introduce a generalization of isoscalar-like and isovector-
like modes by considering if the protons and neutrons
move in phase (δρnδρp > 0) or out of phase (δρnδρp < 0).
Figure 3 shows the direction of instabilities along the spin-
odal border and some iso-instability lines. We observe that
instability is always almost along the ρ-axis meaning that
it is dominated by total density fluctuations even for large
asymmetries. The instability direction is between the y =
const line and the ρ-direction. This shows that the unsta-
ble direction is of isoscalar nature as expected from the
attractive proton-neutron interaction. The total density
is, therefore, the dominant contribution to the order pa-

rameter showing that the transition is between two phases
having different densities (i.e. liquid-gas phase transition).
The angle with the ρ-axis is almost constant along a con-
stant y line. This means that as the matter enters in the
spinodal zone and then dives into it, there are no dra-
matic changes in the instability direction which remains
essentially a density fluctuation. Moreover, the unstable
eigenvector drives the dense phase (i.e. the liquid) toward
a more symmetric point in the density plane. By parti-
cle conservation, the gas phase will be more asymmetric
leading to the fractionation phenomenon.

We want to stress that those qualitative conclusions
are very robust and have been reached for all the Skyrme
and Gogny forces we have tested (SGII, SkM∗, RATP, D1,
D1S, D1P) including the most recent one (SLy230a, D1P)
as well as the original one (like SIII, D1).

We eventually point out that also various relativistic
mean-field hadron models were involved for the study of
the phase transition from liquid to gas phases in ANM [8,
16,17]. It was concluded that the largest differences be-
tween different parameterizations, regarding unstable be-
haviour in the low-density region, occur at finite temper-
ature and in the high isospin asymmetry region.

3 The kinetics of phase transition in ANM

3.1 The linear response

The dynamical behaviour of a two-fluid system can
be described, at the semi-classical level, by considering
two Vlasov equations, for neutrons and protons in the
nuclear-matter case [11,12,18,19], coupled through the
self-consistent nuclear field

∂fq(r,p, t)
∂t

+
p
m

∂fq

∂r
−∂Uq(r, t)

∂r
∂fq

∂p
=0, q=n, p. (17)

For simplicity effective mass corrections are neglected.
In fact, in the low-density region, of interest for our anal-
ysis of spinodal instabilities, effective mass corrections
should not be large.

Uq(r, t) is the self-consistent mean-field potential in a
Skyrme-like form [11,12]:

Uq =
δHpot

δρq
= A

(
ρ

ρ0

)
+ B

(
ρ

ρ0

)α+1

+ C

(
ρ3

ρ0

)
τq

+
1
2
dC(ρ)
dρ

ρ2
3

ρ0
−D�ρ + D3τq�ρ3, (18)

where

Hpot(ρn, ρp) =
A

2
ρ2

ρ0
+

B

α + 2
ρα+2

ρα+1
0

+
C(ρ)

2
ρ2
3

ρ0
+

D

2
(∇ρ)2 − D3

2
(∇ρ3)2 (19)

is the potential energy density (see eq. (16)), where also
surface terms are included; ρ = ρn + ρp and ρ3 = ρn −
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ρp are, respectively, the total (isoscalar) and the relative
(isovector) density; τq = +1 (q = n), −1 (q = p).

The value of the parameter D = 130MeV · fm5 is ad-
justed to reproduce the surface energy coefficient in the
Bethe-Weizsäcker mass formula asurf = 18.6MeV. The
value D3 = 40MeV · fm5 ∼ D/3 is chosen according to
ref. [20], and is also close to the value D3 = 34MeV · fm5

given by the SKM∗ interaction [21].
Let us now discuss the linear response analysis to the

Vlasov eqs. (17), corresponding to a semiclassical RPA ap-
proach. For a small amplitude perturbation of the distri-
bution functions fq(r,p, t), periodic in time, δfq(r,p, t) ∼
exp(−iωt), eqs. (17) can be linearized leading to the fol-
lowing form:

−iωδfq +
p
m

∂δfq

∂r
− ∂U

(0)
q

∂r
∂δfq

∂p
− ∂δUq

∂r
∂f

(0)
q

∂p
= 0, (20)

where the superscript (0) labels stationary values and δUq

is the dynamical component of the mean-field potential.
The unperturbed distribution function f

(0)
q is a Fermi dis-

tribution at finite temperature

f (0)
q

(
εqp
)

=
1

exp (εqp − μq)/T + 1
. (21)

Since we are dealing with nuclear matter, ∇rU
(0)
q =0 in

eq. (20) and δfq ∝ exp(−iωt+ikr). Following the standard
Landau procedure [5,11], one can derive from eqs. (20) the
following system of two equations for neutron and proton
density perturbations:

[
1 + Fnn

0 χn

]
δρn +

[
Fnp

0 χn

]
δρp = 0, (22)[

F pn
0 χp

]
δρn +

[
1 + F pp

0 χp

]
δρp = 0, (23)

where

χq(ω,k) =
1

Nq(T )

∫
2 dp

(2πh̄)3
kv

ω + i0 − kv
∂f

(0)
q

∂εqp
, (24)

is the long-wavelength limit of the Lindhard function [5],
v = p/m and

F q1q2
0 (k) = Nq1(T )

δUq1

δρq2

, q1 = n, p, q2 = n, p (25)

are the usual zero-order Landau parameters, as already
introduced in eq. (3), where now the k-dependence is due
to the presence of space derivatives in the potentials (see
eq. (18)). For the particular choice of potentials given by
eq. (18), the Landau parameters are expressed as

F q1q2
0 (k) = Nq1(T )

[
A

ρ0
+ (α + 1)B

ρα

ρα+1
0

+ Dk2

+
(
C

ρ0
−D′k2

)
τq1τq2 +

dC
dρ

ρ′

ρ0
(τq1 +τq2)+

d2C

dρ2

ρ′2

2ρ0

]
. (26)

Multiplying the first equation by N−1
n χp and the second

one by N−1
p χn, we are led to define the following functions:

a(k, ω) = N−1
p

(
1 + F pp

0 χp

)
χn;

b(k, ω) = N−1
n

(
1 + Fnn

0 χn

)
χp;

c(k, ω) =
(
N−1

p F pn
0 + N−1

n Fnp
0

)
χnχp =

2N−1
p F pn

0 χnχp, (27)

in some analogy with eqs. (6) and we obtain the following
system of equations:

aδρp + c/2 δρn = 0;
c/2 δρp + bδρn = 0. (28)

The system can be diagonalized with eigenvalues λs and
λi, solutions of the equation:

(a− λs,i)(b− λs,i) − c2/4 = 0.

Formally we obtain for λs,i the same expressions as given
in eqs. (10), (11) for X and Y , but now a, b and c de-
pend on ω. The unstable solutions for ω are obtained
by solving the equations: λs = 0 (for isoscalar-like fluc-
tuations), λi = 0 (for isovector-like fluctuations). This
problem is completely equivalent to solve the equation:
c2(ω, k) = 4a(ω, k)b(ω, k), i.e. the dispersion relation(

1 + Fnn
0 χn

)(
1 + F pp

0 χp

)
− Fnp

0 F pn
0 χnχp = 0, (29)

that is also obtained directly by imposing the determinant
of the system of eqs. (22), (23) equal to zero.

The dispersion relation is quadratic in ω and one finds
two independent solutions (isoscalar-like and isovector-like
solutions): ω2

s and ω2
i . Then the structure of the eigen-

modes can be determined and one finds

δρp/δρn = −2b(ωs, k)/c(ωs, k),

for the isoscalar-like modes and

δρp/δρn = −2b(ωi, k)/c(ωi, k),

for isovector-like oscillations. However, it is important to
notice that the corresponding angles βs,i are not equal to
the angle β determined in the thermodynamical analysis,
eq. (8), because of the ω-dependence in a, b and c. They
only coincide with β when ω = 0 (and thus χn,p = 1), i.e.
at the border of the unstable region.

The dispersion relation, eq. (29), have been solved
for various choices of the initial density, temperature and
asymmetry of nuclear matter. Figure 4 reports the growth
rate Γ = Imω(k) as a function of the wave vector k,
for three situations inside the spinodal region. Results are
shown for symmetric (I = 0) and asymmetric (I = 0.5)
nuclear matter.

The growth rate has a maximum Γ0 = 0.01–0.03 c/fm
corresponding to a wave vector value around k0 = 0.5–
1 fm−1 and becomes equal to zero at k � 1.5k0, due to
the k-dependence of the Landau parameters, as discussed
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above. One can see also that instabilities are reduced when
increasing the temperature, an effect also present in the
symmetric N = Z case [22–24]. At larger initial asymme-
try the development of the spinodal instabilities is slower,
the maximum of the growth rate decreases. One should
expect also an increase of the size of the produced frag-
ments, decrease of the wave number corresponding to the
maximum growth rate. From the long-dashed curves of
fig. 4 we can predict the asymmetry effects to be more
pronounced at higher temperature, when in fact the sys-
tem is closer to the boundary of the spinodal region.

A full quantal investigation of spinodal instabilities
and the related phase diagram was applied to finite nu-
clear systems, corresponding to Ca and Sn isotopes [25].
The frequencies and form factors of the unstable collec-
tive modes of an excited expanded system were obtained
within the linearized time-dependent Hartree-Fock expan-
sion, corresponding to RPA approximation. Dominant fea-
tures are influenced by the quantum nature of the drop.
So the first mode to become unstable is the low-lying oc-
tupole vibration. Diluted systems are unstable against low
multipole deformations of the surface. It was shown that
also in this case the instabilities are mostly of isoscalar na-
ture, with an isovector component leading to isospin dis-
tillation, in agreement with the previous predictions for
the nuclear-matter case [10].

3.2 Spinodal decomposition: numerical simulations

The previous analytical study is restricted to the onset of
fragmentation, and related isospin distillation, in nuclear
matter, in a linearized approach. Numerical calculations
have been also performed in order to study all stages of

Fig. 4. Growth rates of instabilities as a function of the wave
vector, as calculated from the dispersion relation eq. (29), for
three situations inside the spinodal region. Lines are labeled
with the asymmetry value I. The insert shows the asymmetry
of the perturbation δρI/δρS , as a function of the asymmetry I
of the initially uniform system, for the most unstable mode, in
the case ρ = 0.4ρ0, T = 5MeV. The figure is taken from [26].

the fragment formation process [12,27]. We report on the
results of ref. [12] where the same effective Skyrme inter-
actions have been used.

In the numerical approach the dynamical response of
nuclear matter is studied in a cubic box of size L impos-
ing periodic boundary conditions. The Landau-Vlasov dy-
namics is simulated following a phase-space test particle
method, using Gaussian wave packets [28–30]. The dy-
namics of nucleon-nucleon collisions is included by solving
the Boltzmann-Nordheim collision integral using a Monte
Carlo method [29]. The width of the Gaussians is chosen
in order to correctly reproduce the surface energy value in
finite systems. In this way, a cut-off appears in the short-
wavelength unstable modes, preventing the formation of
too small, unphysical, clusters [22]. The calculations are
performed using 80 Gaussians per nucleon and the num-
ber of nucleons inside the box is fixed in order to reach
the initial uniform density value. An initial temperature
is introduced by distributing the test particle momenta
according to a Fermi distribution.

We have followed the space-time evolution of test par-
ticles in a cubic box with side L = 24 fm for three values of
the initial asymmetry I = 0, 0.25 and 0.5, at initial density
ρ(0) = 0.06 fm−3 � 0.4ρ0 and temperature T = 5MeV.
The initial density perturbation is created automatically
due to the random choice of test particle positions.

The spinodal decomposition mechanism leads to a
fast formation of the liquid (high density) and gaseous
(low density) phases in the matter. Indeed this dynam-
ical mechanism of clustering will roughly end when the
variance saturates [31], i.e. around 250 fm/c in the asym-
metric cases. We can also discuss the “chemistry” of the
liquid-phase formation. In fig. 5 we report the time evo-
lution of neutron (thick histogram in fig. 5a) and proton
(thin histogram in fig. 5a) abundances and of asymmetry
(fig. 5b) in various density bins. The dashed lines, respec-
tively, shows the initial uniform density value ρ � 0.4ρ0

(fig. 5a) and the initial asymmetry I = 0.5 (fig. 5b). The
drive to higher-density regions is clearly different for neu-
trons and protons: at the end of the dynamical clustering
mechanism we have very different asymmetries in the liq-
uid and gas phases (see the panel at 250 fm/c in fig. 5b).

It was shown in refs. [8,9,20], on the basis of ther-
modynamics, that the two phases should have different
asymmetries, namely, Igas > Iliquid, and actually a pure
neutron gas was predicted at zero temperature if the initial
global asymmetry is large enough (I > 0.4) [20]. Here we
are studying this chemical effect in a non-equilibrium clus-
tering process, on very short time scales, and we confirm
the predictions of a linear response approach discussed
before.

We can directly check the important result on the
unique nature of the most unstable mode, independent
of whether we start from a mechanical or from a chem-
ical instability region. The isospin distillation dynam-
ics presented in fig. 5 refers to the initial conditions of
T = 5MeV, average density ρ = 0.06 fm−3 and asymme-
try I = 0.5, i.e. we start from a point well inside the me-
chanical instability region of the used EOS, see fig. 1(b).
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Fig. 5. Time evolution of neutron (thick lines) and proton (thin lines) abundances (a) and of asymmetry (b) in different density
bins. The calculation refers to the case of T = 5MeV, with initial average density ρ = 0.06 fm−3 and asymmetry I = 0.5 (see
the bottom left panel). The figure is taken from [12].

Fig. 6. Same calculation as in fig. 5 but with initial average density ρ = 0.09 fm−3, inside the chemical instability region. The
figure is taken from [26].

We can repeat the calculation at the same temperature
and initial asymmetry, but starting from an initial average
density ρ = 0.09 fm−3, i.e. inside the chemical instability
region of fig. 1(b). The results for the isospin distillation
dynamics are shown in fig. 6. The trend is the same as
in the previous fig. 5. This nicely shows the uniqueness of
the unstable modes in the spinodal instability region, as
discussed in detail in the previous subsection. Such result
is due to gross properties of the n/p interaction, thus it
should be not dependent on the use of a particular effective
force. This has been clearly shown recently in the linear
response frame [15], and in full transport simulations [27].

As intuitively expected, and as confirmed by the RPA
analysis (see [12]), the isospin distillation effect becomes
more important when increasing the initial asymmetry

of the system. At the same time, the instability growth
rates become smaller for the more asymmetric systems,
see fig. 4.

Moreover, it is possible to observe a rather smooth
and continuous transition from the trend observed at
ρ = 0.06 fm−3 (mechanical unstable region) to the trend
observed at ρ = 0.09 fm−3 (chemical unstable region), thus
indicating that there is no qualitative change between the
two kinds of instabilities. In fact they actually correspond
to the same mechanism, the amplification of isoscalar-
like fluctuations, with a significant chemical component
(change of the concentration).

The conclusion is that the fast spinodal decomposition
mechanism in neutron-rich matter will dynamically form
more symmetric fragments surrounded by a less symmet-
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ric gas. Some recent experimental observations from frag-
mentation reactions with neutron-rich nuclei at the Fermi
energies seem to be in agreement with this result on the
fragment isotopic content: nearly symmetric intermediate
mass fragments (IMF) have been detected in connection
to very neutron-rich light ions [13,14].

4 From bulk to neck fragmentation

4.1 Multifragmentation

Since dynamical instabilities are playing an essential role
in the reaction dynamics at Fermi energies it is essential
to employ a stochastic transport theory. An approach has
been adopted based on microscopic transport equations
of Boltzmann-Nordheim-Vlasov (BNV) type [28,32–35]
where asymmetry effects are suitably accounted for [36,37]
and the dynamics of fluctuations is included [38,39].

The transport equations, with Pauli blocking consis-
tently evaluated, are integrated following a test particle
evolution on a lattice [35,40,41]. A parametrization of free
NN cross-sections is used, with isospin, energy and angu-
lar dependence. The same symmetry term is utilized even
in the initialization, i.e. in the ground-state construction
of two colliding nuclei.

In particular, we report on a study of the 50AMeV
collisions of the systems 124Sn + 124Sn 112Sn + 112Sn and
124Sn + 112Sn, [42], where data are available from NSCL-
MSU experiments for fragment production. One can iden-
tify quite generally three main stages of the collision, as
observed also from the density contour plot of a typical
event at b = 2 fm displayed in fig. 7: 1) in the early com-
pression stage, during the first 40–50 fm/c, the density in
the central region can reach values around 1.2–1.3 nor-
mal density; 2) the expansion phase, up to 110–120 fm/c,
brings the system to a low-density state. The physical con-
ditions of density and temperature reached during this
stage correspond to an unstable nuclear-matter phase;
3) in the further expansion fragmentation is observed.

According to stochastic mean-field simulations, the
fragmentation mechanism can be understood in terms of
the growth of density fluctuations in the presence of in-
stabilities. The volume instabilities have time to develop
through spinodal decomposition leading to the formation
of a liquid phase in the fragments and a gas of nucle-
ons and light clusters. As seen in the figure, the fragment
formation process typically takes place up to a freeze-out
time (around 260–280 fm/c). This time is well defined in
the simulations since it is the time of saturation of the av-
erage number of excited primary fragments. The clusters
are rather far apart with a negligible nuclear interaction
left among them.

Guided by the density contour plots we can investigate
the behaviour of some characteristic quantities which give
information on the isospin dynamics in fragment forma-
tion. In fig. 8, we report as a function of time:

(a) The mass A in the liquid phase (solid line and dots)
and gas phase (solid line and squares).

Fig. 7. Central b = 2 fm 124Sn + 124Sn collision at 50AMeV:
time evolution of the nucleon density projected on the reac-
tion plane: approaching, compression and expansion phases.
The times are written on each figure. The iso-density lines are
plotted every 0.02 fm−3 starting from 0.02 fm−3. The figure is
taken from [42].

(b) The asymmetry parameter I = (N − Z)/(N + Z)
in the gas “central” (solid line and squares), gas to-
tal (dashed+squares), liquid “central” (solid+circles) and
IMFs (clusters with 3 < Z < 15, stars). The horizon-
tal line indicates the initial average asymmetry. “Central”
means a box of linear dimension 20 fm around the center
of mass of the total system.

(c) The mean fragment multiplicity Z ≥ 3 whose sat-
uration defines the freeze-out time and configuration.

We also show some properties of the “primary” frag-
ments in the freeze-out configuration:

(d) The charge distribution probability P(Z),
(e) The average asymmetry distribution Iav(Z) and
(f) The fragment multiplicity distribution P (N) (nor-

malized to 1).
For 124Sn + 124Sn we notice a neutron-dominated pre-

equilibrium particle emission during the first 50 fm/c. The
liquid phase becomes more symmetric during the com-
pression and expansion. From the beginning of the frag-
ment formation phase of the evolution, between 110 and
280 fm/c, we remark the peculiar trends of the liquid and
gas phase asymmetry. In the “central region” the liquid
asymmetry decreases while an isospin burst of the gas
phase is observed. This behaviour is consistent with the



V. Baran and J. Margueron: Instabilities in nuclear matter and finite nuclei 149

Fig. 8. The collision 124Sn + 124Sn at b = 2 fm: time evolution
(left) and freeze-out properties (right), ASY-STIFF EOS. The
figure is taken from [42].

kinetic spinodal mechanism in dilute asymmetric nuclear
matter leading to the isospin distillation between the liq-
uid and the gas phase.

The effects of this process are clearly seen in the IMF
isospin content, in both cases lower than at the beginning
of the spinodal decomposition, fig. 8(e). Opposite trends
for fragments with charge above and below Z ≈ 15 can
be observed. For heavier products the average asymmetry
increases with the charge, a Coulomb related effect. How-
ever, the asymmetry rises again for lighter fragments. This
can be a result of the differences in density and isospin be-
tween the regions in which the fragments grow, due to the
fact that not all of them form simultaneously, as shown
in the density contour plot. Let us also observe that the
charge distribution of primary fragments has a rapidly de-
creasing trend, typical of a multifragmentation process.

4.2 Neck fragmentation

Summarizing the main experimental observations, we enu-
merate the following features of a “dynamical” IMF pro-
duction mechanism in semi-peripheral collisions:

1. An enhanced emission is localized in the mid-
rapidity region, intermediate between projectile-like frag-
ment (PLF) and target-like fragments (TLF) sources, es-
pecially for IMFs with charge Z from 3 to 15 units.

2. The IMFs relative velocity distributions with respect
to PLF (or TLF) cannot be explained in terms of a pure

Fig. 9. 124Sn + 124Sn collision at 50AMeV: time evolution
of the nucleon density projected on the reaction plane. Left
column: b = 4 fm. Right column: b = 6 fm. The figure is taken
from [42].

Coulomb repulsion following a statistical decay. A high
degree of decoupling from the PLF (TLF) is also invoked.

3. Anisotropic IMFs angular distributions are indicat-
ing preferential emission directions and an alignment ten-
dency.

4. For charge asymmetric systems the light particles
and IMF emissions keep track of a neutron enrichment
process that takes place in the neck region.

A fully consistent physical picture of the processes that
can reproduce observed characteristics is still a matter of
debate and several physical phenomena can be envisaged,
ranging from the formation of a transient neck-like struc-
ture that would break-up due to Rayleigh instabilities or
through a fission-like process, to the statistical decay of
a hot source, triggered by the proximity with PLF and
TLF [43–45].

The development of a neck structure in the overlap
region of the two colliding nuclei is evidenced in fig. 9.
During the interaction time this zone heats and expands
but remains in contact with the denser and colder regions
of PLF and/or TLF. The surface/volume instabilities of
a cylindrically shaped neck region and the fast leading
motion of the PLF and TLF will play an important role
in the fragmentation dynamics. We notice the superim-
posed motion of the PL and TL pre-fragments linked to
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Fig. 10. The probability distribution of scission-to-scission
time in the neck fragmentation for impact parameters from 5
to 8 fm. 124Sn + 64Ni at 35AMeV and asystiff EOS. The figure
is taken from [26].

the formation of a neck-like structure with a fast-changing
geometry.

At the freeze-out time, with the neck rupture at about
140 fm/c, intermediate mass fragments are produced in
the mid-rapidity zone. In some events fragments form very
early while, in others, they can remain for a longer time
attached to the leading PLFs or TLFs. A transition behav-
ior between multifragmentation and neck fragmentation is
observed at b = 4 fm.

From the simulations we can extract an interesting in-
formation on the time scale of the Neck-IMF production.
In fig. 10 we show, for different impact parameters, the
probability distribution of the time interval between the
instant of the first separation of the dinuclear system and
the moment when a Neck-IMF is identified (scission-to-
scission time). A large part of the Neck-IMFs are formed
in short time intervals, within 50 fm/c.

Finally, we would like to remark that the neck fragmen-
tation shows a dependence on the nucleon-nucleon cross-
sections and the EOS compressibility. The latter point is
particularly interesting since it seems to indicate the rele-
vance of volume instabilities even for the dynamics of the
neck. This appears consistent with the short time scales
shown before, see also the discussion in ref. [46].

5 Conclusions

In this work we investigated several properties of the
asymmetric nuclear matter in the low-density region of
phase diagram. The thermodynamical and dynamical
analysis was based on Landau theory of Fermi liquid ex-
tended to binary systems. It was concluded that:

– at low densities, of interest for the nuclear liquid-gas
phase transition, the asymmetric nuclear matter can

be characterized by a unique spinodal region, defined
by the instability against isoscalar-like fluctuations; in-
side this we can identify the region where the system
manifests mechanical instability and chemical instabil-
ity, respectively;

– the physical meaning of thermodynamical chemical
and mechanical instabilities should be related to the
relative strengths of the interactions among the differ-
ent species.

– everywhere in this density region the system is sta-
ble against the isovector-like fluctuations related to a
tendency for species separation.

– at larger initial asymmetries the development of the
spinodal instabilities is slower and a depletion of the
maximum of the growth rate takes place. A decrease
of the wave number corresponding to the maximum
growth rate was deduced. Also the Coulomb force
causes an overall decrease of growth rates. In this case
the wave vector should exceed a threshold value in or-
der to observe the instabilities.

– during the time development of the spinodal instabil-
ities in ANM the fragment formation is accompanied
by the isospin distillation leading to a more symmetric
liquid phase and more neutron-rich gas phase.

We have made a connection of these features with
isospin transport properties in simulations of fragmenta-
tion reactions based on stochastic BNV transport models.
The presence and the role of the instabilities along the
reaction dynamics in bulk fragmentation and neck frag-
mentation were discussed.

The results discussed here refer to the formation pro-
cesses of primary fragments. i.e. at the freeze-out time.
We explored the possibility that IMF appear as a result
of a mechanism that initially started as spinodal decompo-
sition triggered by isoscalar-like instabilities. These frag-
ments are excited, and the subsequent statistical decay
will certainly modify the signal. Therefore, it is important
to search for various observables still keeping informations
about the early stages of the fragments formation, for ex-
ample those related to the kinematical properties (velocity
distributions, angular distributions) and correlations be-
tween these observables and isospin content.

Moreover, the neck dynamics and corresponding
isospin transport shows distinctive features related to the
interplay between volume and surface instabilities. These
should be better clarified in the future since they can con-
tribute to a proper understanding of intermediate mass
fragment production at Fermi energies.

V.B. acknowledges support of the Romanian Ministry for Edu-
cation and Research for this work under the contract No. CEx-
05-D10-02.

References

1. M. Barranco, J.R. Buchler, Phys. Rev. C 22, 1729 (1980).

2. L.D. Landau, Sov. Phys. JETP 5, 101 (1957).



V. Baran and J. Margueron: Instabilities in nuclear matter and finite nuclei 151

3. A.B. Migdal, Theory of finite Fermi systems and applica-
tions to atomic nuclei (Wiley & Sons, N.Y., 1967).

4. G. Baym, C.J. Pethick, in The Physics of Liquid and Solid
Helium, edited by K.H. Bennemann, J.B. Ketterson, Vol. 2
(Wiley, New-York, 1978) p. 1.

5. C.J. Pethick, D.G. Ravenhall, Ann. Phys. (N.Y.) 183, 131
(1988).

6. N. Iwamoto, C.J. Pethick, Phys. Rev. D 25, 313 (1982).
7. L.D. Landau, E.M. Lifshitz, Statistical Physics (Perga-

monn Press, 1989) p. 288.
8. H. Müller, B.D. Serot, Phys. Rev. C 52, 2072 (1995).
9. B.-A. Li, C.M. Ko, Nucl. Phys. A 618, 498 (1997).

10. V. Baran, M. Colonna, M. Di Toro, V.G reco, Phys. Rev.
Lett. 86, 4492 (2001).

11. M. Colonna, M. Di Toro, A.B. Larionov, Phys. Lett. B
428, 1 (1998).

12. V. Baran, M. Colonna, M. Di Toro, A.B. Larionov, Nucl.
Phys. A 632, 287 (1998).

13. H.S. Xu et al., Phys. Rev. Lett. 85, 716 (2000).
14. S.J. Yennello, Proceedings of the International School-

Seminar on Heavy Ion Physics, edited by Yu.Ts. Oganes-
sian (World Scientific, 1997).

15. J. Margueron, Ph. Chomaz, Phys. Rev. C 67, 041602(R)
(2003).

16. B. Liu, V. Greco, V. Baran, M. Colonna, M. Di Toro, Phys.
Rev. C 65, 045201 (2002).

17. S.S. Avancini, L. Brito, D.P. Menezes, C. Providencia,
Phys. Rev. C 70, 015203 (2004).

18. P. Haensel, Nucl. Phys. A 301, 53 (1978).
19. F. Matera, V.Yu. Denisov, Phys. Rev. C 49, 2816 (1994).
20. G. Baym, H.A. Bethe, C.J. Pethick, Nucl. Phys. A 175,

225 (1971).
21. H. Krivine, J. Treiner, O. Bohigas, Nucl. Phys. A 336, 155

(1990).
22. M. Colonna, Ph. Chomaz, Phys. Rev. C 49, 1908 (1994).
23. M. Colonna, Ph. Chomaz, J. Randrup, Nucl. Phys. A 567,

637 (1994).

24. Ph. Chomaz, M. Colonna, J. Randrup, Phys. Rep. 389,
263 (2004).

25. M. Colonna, Ph. Chomaz, S. Ayik, V. Greco, Phys. Rev.
Lett. 88, 122701 (2002).

26. V. Baran, M. Colonna, V. Greco, M. Di Toro, Phys. Rep.
410, 335 (2005).

27. B.-A. Li, A.T. Sustich, M. Tilley, B. Zhang, Nucl. Phys. A
699, 493 (2002).
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Abstract. In this report, we review the isospin dependence of various forms of the collective flow in heavy-
ion reactions from Fermi to relativistic energies. The emphasis will be on suggested possible applications
in directly exploring the underlying isovector potential and thus the Equation of State (EoS) of asym-
metric nuclear matter, in particular in density regions far away from normal conditions. We also discuss
forthcoming challenges and opportunities provided by high-energy radioactive beams.

PACS. 25.70.-z Low and intermediate energy heavy-ion reactions – 25.75.Ld Collective flow – 21.30.Fe
Forces in hadronic systems and effective interactions – 21.65.+f Nuclear matter

1 Introduction

Nuclear collective flow is a motion characterized by space-
momentum correlations of dynamical origins. It reveals
itself in various forms in nuclear reactions. The study of
several components of the collective flow in heavy-ion re-
actions has been found very useful for extracting infor-
mation about the Equation of State (EoS) of symmetric
nuclear matter [1–5]. The isospin flow refers to the depen-
dence of the collective flow on the isospin asymmetry of
the reaction system and/or of the reaction products. This
isospin dependence of collective flow has been found use-
ful for studying the isospin asymmetric part of the EoS,
namely, the symmetry energy, of neutron-rich matter.

We begin by reviewing briefly our current understand-
ing about the EoS of isospin-asymmetric matter. Several
forms of the collective flow will then be introduced. Ef-
fects of the symmetry energy/potential on collective flows
will be examined in the following sections, with an accu-
rate analysis of the corresponding most sensitive observ-
ables. Particular attention will be given to the possibility
of studying the symmetry term at high baryon density.

2 Equation of state of isospin-asymmetric
nuclear matter

Here we shortly review the EoS of isospin-asymmetric
matter and the related symmetry energy problem. In

a e-mail: ditoro@lns.infn.it

asymmetric matter the energy per nucleon, i.e. the equa-
tion of state, will be a functional of the total (ρ = ρn +ρp)
and isospin (ρ3 = ρn−ρp) densities. In the usual parabolic
form in terms of the asymmetry parameter I ≡ ρ3/ρ =
(N − Z)/A we can define a symmetry energy Esym

A (ρ):

E

A
(ρ, I) =

E

A
(ρ) +

Esym

A
(ρ) I2. (1)

The symmetry term gets a kinetic contribution directly
from the basic Pauli correlations and a potential contri-
bution from the properties of the isovector part of the
effective nuclear interactions in the medium. Since the ki-
netic part can be exactly evaluated we can separate the
two contributions, reducing the discussion just to a func-
tion F (u) of the reduced density u ≡ ρ/ρ0 linked to the
interaction:

εsym ≡ Esym

A
(ρ) ≡ εsym(kin) + εsym(pot)

=
εF (ρ)

3
+

C

2
F (u), (2)

with F (1) = 1, where ρ0 is the saturation density and
the parameter C is of the order C � 32MeV to repro-
duce the a4 term of the Bethe-Weizsäcker mass formula.
The major uncertainties about the EoS and the symme-
try energy are due to both our poor knowledge about the
isospin dependence of nuclear effective interactions and
the limitations of existing many-body techniques. Shown
in fig. 1 are the density-dependent symmetry energies pre-
dicted by some of the most widely used microscopic many-
body theories. It is seen that, at both sub-saturation and
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Fig. 1. Overview of several theoretical predictions for the sym-
metry energy S: Brueckner-Hartree-Fock with Reid93 poten-
tial (circles), self-consistent Green function theory with Reid93
potential (full line), variational calculation with Argonne Av14
potential (dashed line), Dirac-Brueckner-Hartree-Fock calcula-
tion (triangles), relativistic mean-field model (squares), effec-
tive field theory (dash-dotted line). Taken from [6].

supra-saturation densities, the predictions diverge very
widely. We note that within each approach the predic-
tion also depends on the two-body effective interaction
used and whether/what three-body forces are included.
To illustrate the dependence on the effective interactions
used, we show in fig. 2 some typical EoSs obtained from
Hartree-Fock calculations. It is necessary to stress that
they all have the same saturation properties for symmet-
ric NM (top): SKM∗ [7,8], SLy230b (SLy4) [9–11] and
BPAL32 [12–15]. However, their predictions on the EoS
of asymmetric matter, especially their contributions to the
potential part of the symmetry energy, are very different.
The major challenge is thus to constrain experimentally
the potential part of the symmetry energy and the asso-
ciated symmetry potential. The ultimate goal is to pin
down the isospin dependence of nuclear effective inter-
actions that is also responsible for the structure of rare
isotopes.

In fig. 2 (bottom) the density dependence of the poten-
tial symmetry contribution for the three different effective
interactions is reported. While all curves obviously cross
at normal density ρ0, quite large differences are present for
values, slopes and curvatures in low-density and particu-
larly in high-density regions. Moreover, even at the rela-
tively well-known “crossing point” at normal density the
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(up), symmetric matter (down); Bottom: potential symmetry
term. Taken from [23].

various effective forces are presenting controversial predic-
tions for the momentum dependence of the fields acting
on the nucleons and consequently for the splitting of the
neutron/proton effective masses, of large interest for nu-
clear structure and dynamics. In recent years under the
stimulating perspectives offered from nuclear astrophysics
and from the new Radioactive Ion Beam (RIB) facilities
a relevant activity has started in the field of the isospin
degree of freedom in heavy-ion reactions, see for review
refs. [20–23].

A traditional expansion to second order around normal
density is used [18,24,25]

εsym ≡ Esym

A
(ρ) = a4 +

L

3

(
ρ− ρ0

ρ0

)
+

Ksym

18

(
ρ− ρ0

ρ0

)2

,

(3)
in terms of a slope parameter

L ≡ 3ρ0

(
dεsym

dρ

)
ρ=ρ0

=
3
ρ0

Psym(ρ0), (4)

which is simply related to the symmetry pressure Psym =
ρ2dεsym/dρ at ρ0, and a curvature parameter

Ksym ≡ 9ρ2
0

(
d2εsym

d2ρ

)
ρ=ρ0

, (5)

a kind of symmetry compressibility. We remark that our
present knowledge of these basic properties of the sym-
metry term around saturation is still very poor, see the
analysis in ref. [26] and references therein. In particular,
we note the uncertainty on the symmetry pressure at ρ0,
of large importance for structure calculations.

We have seen that asymmetry brings an extra pressure
Psym. For the collective flow discussion it is instructive to
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Table 1. Symmetry term at saturation.

F (u) L Ksym [Ksym − 6L] [Ksym + 6L]

const = 1 +25 MeV −25 MeV −175 MeV +125 MeV√
u +49 MeV −61 MeV −355 MeV +234 MeV

u +75 MeV −25 MeV −475 MeV +425 MeV

u2/(1 + u) +100 MeV +50 MeV −550 MeV +650 MeV

evaluate the density gradient of the symmetry pressure as
a function of the slope and curvature of the symmetry
term:

d
dρ

Psym =
1
9
(Ksym + 6L), (6)

that around normal density gives

d
dρ

Psym =
(

10
27

εF + C

[
d
du

+
1
2

d2

du2

]
F (u)

∣∣∣∣
u=1

)
. (7)

The compressibility of the matter is also modified by the
asymmetry [23,27]. For the compressibility shift at equi-
librium we have, after some algebra,

ΔKNM (I) = 9ρ0

[
ρ0

d2

dρ2
− 2

d
dρ

]
εsym(ρ)

∣∣∣∣
ρ=ρ0

I2

= [Ksym − 6L]I2 < 0. (8)

We note the different interplay between slope and cur-
vature of the symmetry term for flows, eqs. (6), (7), and
monopole, eq. (8), observables. In order to have a quan-
titative idea, we now show explicitly the influence on the
L,Ksym parameters of a different density dependence in
the potential part of the symmetry energy around satura-
tion, i.e. of the function F (u) of eq. (2):

L =
2
3
εF +

3
2
C

d
du

F (u)
∣∣∣∣
u=1

,

Ksym = −2
3
εF +

9
2
C

d2

du2
F (u)

∣∣∣∣
u=1

.

We obtain the rather instructive table 1 for various func-
tional forms F (u), u ≡ ρ/ρ0, around ρ0. A stiffer sym-
metry term in general enhances the pressure gradient of
asymmetric matter. We can expect direct effects on the
nucleon emissions in the reaction dynamics, fast particles
and collective flows. In particular, we will see larger flows
in isospin-asymmetric collisions. Moreover, due to the dif-
ferent fields seen by neutrons and protons, we shall observe
even specific isotopic effects.

In fig. 3 we report, for an asymmetry (N −Z)/A = 0.2
representative of 124Sn, the density dependence of the
symmetry contribution to the mean-field potential for the
different effective interactions in the isovector channel. It
is seen that in regions just off normal density the field
“seen” by neutrons and protons in the three cases is very
different. We thus expect important isospin effects on nu-
cleon transport during reactions at intermediate energies
(prompt particle emissions, collective flows, n/p interfer-
ometry) where the interacting asymmetric nuclear matter

Fig. 3. Symmetry contribution to the mean field at I = 0.2
for neutrons (upper curves) and protons (lower curves): dashed
lines “asy-soft”, long-dashed lines “asy-stiff”, solid lines “asy-
superstiff”. Taken from [23].

will experience compressed and expanding phases. These
points have been analysed in some detail using isospin-
dependent transport simulations for the reaction dynam-
ics. We always compare results obtained with forces that
have the same saturation properties for symmetric NM .
We will refer to an “asy-stiff ” EoS (e.g., like BPAL32 of
fig. 2). when we are considering a potential symmetry term
linearly increasing with nuclear density and to a “asy-soft”
EoS (e.g., like SKM∗ of fig. 2) when the symmetry term
shows a saturation and eventually a decrease above normal
density. In some cases, in order to enhance the dynamical
effects, we will consider also “asy-superstiff ” behaviours,
i.e. with a roughly parabolic increase of the symmetry
term above normal density [15,28,29].

3 Collective flows: definitions

The collective motion can be characterized in several ways
that pin down different space-momentum correlations that
can be generated by the dynamics. The kind of collective
flows that have been suggested and employed to get in-
formation on the equation of state can be divided into
three categories: radial, sideward and elliptic. The side-
ward and elliptic flows have been and are currently useful
tools for the study of the compressibility of symmetric nu-
clear matter. In the search for the density behaviour of the
symmetry energy, similar concepts can be exploited but
high-lightening the difference between neutrons and pro-
tons or light clusters with different isospin. We will define
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the different types of collective flow and we will discuss
the current status of the effects expected due to different
Esym(ρ), and related momentum dependence. We will see
that first experimental results with stable beam already
show hints of the effect of the symmetry energy. Thus fu-
ture, more exclusive, experiments with radioactive beams
should be able to set stringent constraints on the density
dependence of the symmetry energy far from ground-state
nuclear matter.

The sideward (transverse) flow is a deflection of
forward- and backward-moving particles, within the re-
action plane [30]. It is formed because for the compressed
and excited matter it is easier to get out on one side of the
beam axis than on the other. The sideward flow is often
represented in terms of the average in-plane component of
the transverse momentum at a given rapidity 〈px(y)〉:

F (y) ≡ 1
N(y)

N(y)∑
i=1

pxi
≡ 〈px(y)〉. (9)

The particular case in which the slope of the transverse
flow is vanishing in a region around midrapidity is referred
to as balance energy. It comes out from a balance between
the attraction of the mean field and the repulsion of the
two-body collisions.

The build up of sideward and elliptic flow is realized
around the higher-density stage of the reaction and thus
is a powerful tool for the search of the high-density be-
haviour of the symmetry energy. It represents a very gen-
eral means of investigation, giving information on the dy-
namical response of excited nuclear matter in heavy-ion
collisions, from the Fermi energies [1–5] up to the ultra-
relativistic regime, in the search for a phase transition to
QGP [31]. For the isospin effect the sum over the par-
ticles in eq. (9) is separated into protons and neutrons.
In refs. [29,32] also the neutron-proton differential flow
F pn(y) has been suggested as a very useful probe of the
isovector part of the EoS since it appears rather insensi-
tive to the isoscalar potential and to the in-medium nu-
clear cross-section and, as we will discuss, it combines the
isospin distillation effects with the direct dynamical flow
effect. The definition of the differential flow Fpn(y) is

Fpn(y) ≡ 1
N(y)

N(y)∑
i=1

pxi
τi ≡

Nn

N(y)
Fn(y) − Np

N(y)
Fp(y),

(10)
where N(y) is the total number of free nucleons at rapid-
ity y (Nn,p, neutron/proton multiplicities) and pxi

is the
transverse momentum of particle i in the reaction plane
(τi is +1 and −1 for protons and neutrons). The flow ob-
servables can be seen, respectively, as the first and second
coefficients from the Fourier expansion of the azimuthal
distribution [33]:

dN
dφ

(y, pt) ∝ 1 + 2V1 cos(φ) + 2V2 cos(2φ),

where pt =
√
p2

x + p2
y is the transverse momentum and

y the rapidity along beam direction. The transverse flow

can be also expressed as

V1(y, pt) =
〈
px

pt

〉
.

It provides information on the azimuthal anisotropy of the
transverse nucleon emission and has been used to study
the EoS and cross-section sensitivity of the balance en-
ergy [32].

The second coefficient of the expansion defines the el-
liptic flow v2 that can be expressed as

V2(y, pt) =
〈
p2

x − p2
y

p2
t

〉
.

It measures the competition between in-plane and out-of-
plane emissions. The sign of V2 indicates the azimuthal
emission anisotropy: particles can be preferentially emit-
ted either in the reaction plane (V2 > 0) or out-of-plane
(squeeze-out, V2 < 0) [33,34]. The pt-dependence of V2,
which has been recently investigated by various groups [5,
34–36], is very sensitive to the high-density behavior of
the EoS since highly energetic particles (pt ≥ 0.5) orig-
inate from the initial compressed and out-of-equilibrium
phase of the collision, see, e.g., ref. [36]. Also at high en-
ergy it is allowing to get insight of the partonic stage
and hadronization mechanism in ultrarelativistic heavy-
ion collisions [31].

4 Collective flows at the Fermi energies:
isospin effects around the balance energy

The Fermi energy range (roughly from 20 to 100AMeV
beam energies), transitional region from a mean field to
a NN -collision dynamics with the related building up of
density gradients, represents a kind of threshold for out-
of-plane flows (radial and elliptic). Meanwhile the trans-
verse flow shows the balance effect, i.e. it changes from
negative to positive due to the competition between the
attractive mean field and the repulsive NN collisions (plus
Coulomb), see [3]:

dF (y)
dy

(Ebal)y=0 = 0.

Due to this delicate balance one would expect isospin ef-
fects on the mean field to be relevant.

The isospin dependence of the transverse collective
flow near the balance energy was first pointed out in
ref. [37], where it is stressed that the reactions involv-
ing neutron-rich nuclei should have a significantly stronger
attractive flow and consequently a higher balance energy.
Shown in fig. 4 is the impact parameter dependence of
the flow parameter for the reaction of 58Fe + 58Fe and
58Ni + 58Ni at a beam energy of 55MeV/nucleon from
experiments done at MSU [38–40]. It is interesting to see
that the flow parameter for the neutron-richer system is
consistently higher and is in agreement with transport
model predictions [37]. Pak et al. have also studied the
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Fig. 4. Flow parameters for the reactions of 58Fe + 58Fe and
58Ni + 58Ni as a function of the reduced impact parameter at
a beam energy of 55MeV/nucleon. Taken from ref. [39].

Fig. 5. Upper window: mean transverse momentum in the
reaction plane versus the reduced c.m. rapidity for Z = 2
fragments from impact-parameter-inclusive 58Mn + 58Fe col-
lisions at 55 MeV/nucleon. Lower window: isospin dependence
of the flow parameter for inclusive collisions at a beam energy
of 55 MeV/nucleon. Taken from ref. [39].

flow parameter as a function of the isotope ratio of the
composite projectile plus target system for three differ-
ent fragment types from three isotopic entrance channels.
Shown in the upper window of fig. 5 is the mean trans-
verse momentum in the reaction plane versus the reduced
c.m. rapidity for Z = 2 fragments from impact-parameter-
inclusive 58Mn + 58Fe collisions at 55MeV/nucleon. The
flow parameter extracted for inclusive events is plotted in
the lower window of fig. 5 as a function of the ratio of
neutrons to protons of the combined system (N/Z)cs. The
flow parameter increases linearly with the ratio (N/Z)cs
for all three types of particles.

In spite of the low 58F asymmetry (I = 0.1), in the iso-
transport simulations of ref. [41] the shift of the balance
energy is getting a noticeable contribution from the stiff-
ness of the symmetry term. This is shown in fig. 6, where
the flow slope at midrapidity vs. beam energy is reported:
an asy-stiff behavior, more attractive for protons above
normal density for the Fe asymmetric case, gives a clear
shift in the balance energy as well as a larger (negative)
flow at 55AMeV, i.e. below the balance. Both effects are
in agreement with the data and are disappearing in the
asy-soft choice. Of course also the isospin and density de-
pendence of the NN cross-sections is important (see the
(c), (d) plots) but we note that a good sensitivity to the
isovector part of the EoS is still present. In particular, we
can see that the isospin dependence of the mean field is
able to keep the transverse flow difference between pro-
tons in Fe-Fe and Ni-Ni. However a systematic study over
different systems with more “exotic” isospin content is
necessary to confirm this result. An important effect pre-
dicted by the simulations is the clear difference between

Fig. 6. Energy dependence of flows at bred = 0.45 [42]: Fe + Fe
protons (full circles); Ni + Ni protons (open circles); Fe + Fe
neutrons (squares). (a) Asy-stiff; (b) asy-soft; (c), (d) same for
σNN = 2 fm2 no isospin dependent. The full diamonds in (a)
represent the proton balance energy data of ref. [38] for the
Fe + Fe (right) and Ni + Ni systems. Taken from [41].



158 The European Physical Journal A

Fig. 7. Mean transverse momentum in the reaction plane
vs. reduced rapidity for light 3He-3H isobars in the Fe + Fe
collisions at 55AMeV beam energy (i.e. below the bal-
ance) for semicentral impact parameter, bred = 0.6. Asy-stiff
parametrization. Taken from [41].

neutron and proton flows. Due to the difficulties in mea-
suring neutrons this should be seen in a detailed study of
light isobar flows. Moreover, we like to recall that clusters
are better probing the higher-density regions. This point is
quantitatively shown in fig. 7 where we present the trans-
verse momentum vs. rapidity distributions for 3He-triton
clusters in semicentral Fe-Fe collisions at 55AMeV, i.e.
below the balance energy [41]. We can estimate a 20%
larger (negative) flow for the 3He ions, just opposite to
what is expected from Coulomb effects. This appears to
be a clear indication of the contribution of a much reduced
(negative) neutron flow in the case of an asy-stiff force,
i.e. a more repulsive symmetry term just above ρ0. The
effect would disappear in an asy-soft choice.

For heavier systems, with much larger Coulomb repul-
sion, the flow balance is at lower energies. The Iso-EoS ef-
fects are less evident for two main reasons: i) the smaller
relative weight of symmetry vs. Coulomb contributions;
ii) the reduced compression in the interacting region. This
is clearly shown in fig. 8, from the iso-transport simula-
tions of ref. [43], where the proton transverse flows for the
124Sn + 124Sn case at 50AMeV (semicentral) are reported.
There is no appreciable difference in the evaluations with
two quite different density dependencies of the symmetry
term, F (u) = uγ , u ≡ ρ/ρ0, γ = 0.5 (rather asy-soft) and
γ = 2 (asy-superstiff).

Moreover, at the Fermi energies free nucleons can be
emitted from various sources, from the early high-density
stage as well as in the expansion phase, when fragments
are formed (isofractionation or isodistillation) and finally
from excited primary clusters. For the Iso-EoS studies
more exclusive flow data are needed. In particular, a good
selection for the source density could be based on the
transverse momentum of the nucleons emitted at a given
rapidity. The proton elliptic flow appears very sensitive to
this analysis, see fig. 8 for the same Sn + Sn n-rich sys-
tem [43]. At high pt’s the Iso-EoS differences are evident,
with a reduced squeeze-out flow in the γ = 2 case. At this
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central impact parameter, bred = 0.6. Bottom: elliptic flow for
midrapidity protons as a function of transverse momentum.
Two different symmetry energy parametrizations are used (see
text). From ref. [43].

low energy the less repulsive interactions (no Coulomb and
symmetry potentials) give the largest squeeze-out, just op-
posite to what we will see at higher energies. Finally, we
note that high-momentum particles will better probe the
momentum dependence of the mean field, including its
isospin-dependent part. This is the subject of the next
section.

Despite the possible interpretation, in order to make
the analysis of collective flow more sensitive to the sym-
metry potential, the neutron-proton differential flow, de-
fined in eq. (10), has been introduced [32]. In such a way
one combines constructively the difference in the neutron-
proton collective flow and the difference in the number
of protons and neutrons emitted. At the same time the
influences of the isoscalar potential and the in-medium
nucleon-nucleon cross-sections are also reduced. However,
the measurement of such a differential flow demands not
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Fig. 9. Difference between proton and neutron V1 flows in
a semicentral reaction Au + Au at 250AMeV for three ra-
pidity ranges. Upper left panel: |y(0)| ≤ 0.3; upper right:
0.3 ≤ |y(0)| ≤ 0.7; lower left: 0.6 ≤ |y(0)| ≤ 0.9. Taken
from [47].

only for, the measurement of neutron collective flow but
also for a precise assessment of their number, which most
likely is impossible. On the other hand, the idea to com-
bine more than one isospin contribution in one observable
is certainly important for elusive effects as those coming
from the symmetry energy. In this respect, we would like
to note that the usual problems caused by the neutrons
can be overcome by looking at clusters. For example, one
can use the definition of differential collective flow and
apply it to the 3H-3He isospin doublet, see previous dis-
cussion.

5 Effective mass splitting and collective flows

The problem of momentum dependence (MD) in the
isospin channel is still very controversial and it would be
extremely important to get more definite experimental in-
formation, see the recent refs. [44–49]. Intermediate ener-
gies are important in order to have high-momentum par-
ticles and to test regions of high baryon (isoscalar) and
isospin (isovector) density during the reaction dynamics.
Now, we present some qualitative features of the dynam-
ics in heavy-ion collisions in higher-energy regions, of large
interest for the RIA facility, related to the splitting of nu-
cleon effective masses.

Collective flows are very good candidates since they
are expected to be very sensitive to the momentum de-
pendence of the mean field, see [23,34] and references
therein. We have then tested the isovector part of the
momentum dependence just evaluating the difference of

Fig. 10. Comparison of the V1 proton flow with FOPI data [50]
for three rapidity ranges. Top: 0.5 ≤ |y(0)| ≤ 0.7; center: 0.7 ≤
|y(0)| ≤ 0.9; bottom: 0.9 ≤ |y(0)| ≤ 1.1. Taken from [47].

neutron/proton transverse and elliptic flows

V
(n-p)
1,2 (y, pt) ≡ V n

1,2(y, pt) − V p
1,2(y, pt)

at various rapidities and transverse momenta in semicen-
tral (b/bmax = 0.5) 197Au + 197Au collisons at 250AMeV,
where some proton data are existing from the FOPI Col-
laboration at GSI [50,51].

We report here on expected effects of the isospin MD,
studied by means of the Boltzmann-Nordheim-Vlasov
transport code, refs. [52,53], implemented with a BGBD-
like [54,55] mean field with a different (n, p) momentum
dependence, see refs. [44,47], that allow to follow the
dynamical effect of opposite n/p effective mass splitting
while keeping the same density dependence of the sym-
metry energy.

Transverse flows

For the difference of nucleon transverse flows, see fig. 9,
the mass splitting effect is evident at all rapidities, and
nicely increasing at larger rapidities and transverse mo-
menta, with more neutron flow when m∗

n < m∗
p. Just to

show that our simulations give realistic results we compare
in fig. 10 with the proton data of the FOPI Collaboration
for similar selections of impact parameters rapidities and
transverse momenta. The agreement is quite satisfactory.
We see a slightly reduced proton flow at high transverse
momenta in the m∗

n < m∗
p choice, but the effect is too

small to be seen from the data. Our suggestion of mea-
suring just the difference of n/p flows looks much more
promising. Similar calculations have been performed in
ref. [45] for the 132Sn-124Sn system at 400AMeV beam
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energy. The differential transverse flow, eq. (10), is shown
in fig. 11 with and without the isospin-MD of the mean
field. The effect of the nucleon mass splitting is less ev-
ident. This could be related to the choice m∗

n > m∗
p in

this calculation, which tends to reduce symmetry effects
on high momentum particles.

Elliptic flows

The same analysis has been performed for the difference
of elliptic flows, see fig. 12. Again the mass splitting ef-
fects are more evident for different rapidity and transverse
momentum selections. In particular, the differential ellip-
tic flow becomes systematically negative at low rapidities
when m∗

n < m∗
p. This is revealing a faster neutron emis-

sion from the high-density region and so a larger neutron
squeeze out (more spectator shadowing) for high-energy
collisions. In fig. 13 we also show a comparison with recent
proton data from the FOPI Collaboration. The agreement
is still satisfactory. As expected the proton flow is more
negative (more proton squeeeze-out) when m∗

n > m∗
p. It

is however difficult to draw definite conclusions only from
proton data.

Again the measurement at least of a n/p flow differ-
ence appears essential. This could be in fact an experimen-
tal problem due to the difficulties in measuring neutrons.
Our suggestion is to measure the difference between light

Fig. 12. Difference between proton and neutron elliptic flows
for the same semicentral reaction Au + Au at 250AMeV and
rapidity ranges as in fig. 9. Taken from [47].

Fig. 13. Comparison of the elliptic proton flow with FOPI
data [51] (M3 centrality bin, |y(0)| ≤ 0.1). Taken from [47].

isobar flows, like triton vs. 3He and so on. We expect to
clearly see the effective mass splitting effects, may be even
enhanced due to larger overall flows shown by clusters,
see [23,41].

6 Collective flows as probes of the
high-density symmetry energy

Relativistic heavy-ion collisions open the unique possi-
bility to explore the Equation of State (EoS) of nuclear
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matter far from saturation, in particular the density de-
pendence of the symmetry energy [23]. The elliptic flows
of nucleons and light isobars appear to be quite sensi-
tive to the microscopic structure of the symmetry term,
in particular, for particles with large transverse momenta,
since they represent an earlier emission from a compressed
source. Thus future, more exclusive, experiments with rel-
ativistic radioactive beams should be able to set stringent
constraints on the density dependence of the symmetry en-
ergy far from ground-state nuclear matter. In recent years
some efforts have been devoted to the effects of the scalar-
isovector channel in finite nuclei. Such investigations have
not shown a clear evidence for the δ-field and this can
be understood considering that in finite nuclei one can
test the interaction properties mainly below the normal
density, where the effect of the δ-channel on symmetry
energy and on the effective masses is indeed small [18]
and eventually could be absorbed into nonlinear terms
of the ρ-field. Moreover, even studies of the asymmetric
nuclear matter by means of the Fermi-liquid theory [18]
and a linear response analysis have concluded that some
properties, like the borderline and the dynamical response
inside the spinodal instability region, are not affected by
the δ-field [19]. Here we show that heavy-ion collisions
around 1AGeV with radioactive beams can provide in-
stead a unique opportunity to spot the presence of the
scalar isovector channel [56]. In fact, due to the large coun-
terstreaming nuclear currents one may exploit the differ-
ent Lorentz nature of a scalar and a vector field. Over-
simplifying the heavy-ion collision dynamics we consider
locally neutrons and protons with the same γ factor (i.e.
with the same speed). Then nucleon equations of motion
can be expressed approximately by the following transpar-
ent form (ρS3 = M∗

E∗ ρ3), [56]:

dp ∗
p

dτ
− dp ∗

n

dτ
� 2

[
γfρ − fδ

γ

]
∇ρ3, (11)

where γ is the Lorentz factor for the collective motion of
a given ideal cell. Keeping in mind that NLρδ has a three
times larger ρ-field [18], it is clear that dynamically the
vector-isovector mean field acting during the heavy-ion
collision is much greater than the one of the NLρ,NLDρ
cases (NLDρ is built with the same density dependence of
the NLρδ symmetry energy, but without the δ coupling).
Then the isospin effect is mostly caused by the different
Lorentz structure of the “interaction” which results in a
dynamical breaking of the balance between the ρ vector
and δ scalar fields, present in nuclear matter at equilib-
rium. The Catania group has performed a set of relativistic
transport simulations for the realistic 132Sn + 124Sn reac-
tion at 1.5AGeV (b = 6fm), that likely could be studied
with the new planned radioactive beam facilities at inter-
mediate energies. The transverse and elliptic differential
flows are shown in fig. 14. The effect of the different struc-
ture of the isovector channel is quite clear. Particularly
evident is the splitting in the high-pt region of the elliptic
flow. From fig. 14 we see that, in spite of the statisti-
cal errors, in the (ρ + δ) dynamics the high-pt neutrons
show a much larger squeeze-out. This is fully consistent

Fig. 14. Differential neutron-proton flows for the
132Sn + 124Sn reaction at 1.5AGeV (b = 6 fm) from the
three different models for the isovector mean fields. Top:
transverse flows. Bottom: elliptic flows. Full circles and solid
line: NLρδ. Open circles and dashed line: NLρ. Stars and
short dashed line: NL-Dρ. Error bars: see the text. Taken
from [56].

with an early emission (more spectator shadowing) due
to the larger repulsive ρ-field. We can expect this appre-
ciable effect since the relativistic enhancement discussed
above is relevant just at the first stage of the collision. The
v2 observable, which is a good chronometer of the reac-
tion dynamics, appears to be particularly sensitive to the
Lorentz structure of the effective interaction. We expect
similar effects, even enhanced, from the measurements of
differential flows for light isobars, like 3H vs. 3He.

Predictions have also been made with several other
transport models. Shown in fig. 15 is the n-p differential
flow for the reaction of 132Sn + 124Sn at a beam energy of
400MeV/nucleon and an impact parameter of 5 fm [57].
Effects of the symmetry energy are clearly revealed by
changing the symmetry energy labeled with the parame-
ter x in fig. 15. It is worth mentioning that the isospin
dependence of radial flow at RIA energies has also been
investigated very recently [58]. The difference in the radial
flow velocity for neutrons and protons is the largest for the
stiffest symmetry energy as one expects. As the symmetry
energy becomes softer the difference disappears gradually.
However, the overall effect of the symmetry energy on the
radial flow is small, even for the stiffest symmetry energy
with x = −2 the effect is only about 4%. This is be-
cause the pressure of the participant region is dominated
by the kinetic contribution. Moreover, the compressional
contribution to the pressure is overwhelmingly dominated
by the isoscalar interactions. For protons, the radial flow
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Fig. 15. Neutron-proton differential flow at RIA and GSI en-
ergies (top panel) and symmetry energy used in obtaining the
above results (bottom panel). Taken from [57].

is affected much more by the Coulomb potential than the
symmetry potential. In fact, the Coulomb potential almost
cancels out the effect of the symmetry potential at x = −2.
As the symmetry energy becomes softer, the radial flow
for protons becomes higher than that for neutrons. The
radial flow thus seems to be less useful for studying the
EoS of neutron-rich matter.

7 Conclusions

The EoS of neutron-rich matter has been a long-standing
fundamentally important topic in both nuclear physics
and astrophysics. Nuclear reactions induced by neutron-
rich nuclei provide a great opportunity to pin down the
EoS of neutron-rich matter. In particular, the isospin de-
pendence of various components/forms of nuclear collec-
tive flow is very useful for extracting interesting informa-
tion about the EoS of neutron-rich matter. Some experi-
mental evidence indicating the isospin dependence of col-
lective flow has been obtained from heavy-ion reactions
at the Fermi energies. In particular, it was shown both
theoretically and experimentally that the flow strength of
charged particles depends on the isospin asymmetry of the

reaction system. Moreover, the balance energy where the
collective flow vanishes is also isospin dependent. A num-
ber of interesting predictions regarding the isospin flows
have been made using isospin-dependent transport mod-
els. However, there are currently very few experimental
data available to be compared with. Because of the fact
that the isovector potential is rather small compared to
the isoscalar potential during heavy-ion reactions, many
of the sensitive observables use differences between neu-
trons and protons, such as the neutron-proton differential
transverse and/or elliptic flow. They thus require the de-
tection of neutrons simultaneously with charged particles.
Although it is challenging to measure low-energy neutrons
accurately, the transverse flow and squeeze-out of neu-
trons have been measured at both GSI and the Bevalac.
In fact, neutron detectors have been built/planned at sev-
eral radioactive beam facilities. One can thus expect to see
high-quality neutron-proton differential flow data coming
in the next few years. In the meantime, observables using
differences of light isobaric nuclei can also provide some
useful information albeit less sensitive than neutrons and
protons.

While we have concentrated on the collective flow ob-
servables in this report, the readers are kindly reminded
that there are many other equally useful observables,
such as, the n/p ratio of pre-equilibrium nucleon emis-
sions, π−/π+ and K0/K+ ratios as well as neutron-proton
correlation functions, for studying the EoS of isospin-
asymmetric matter. Correlations of multi-observables are
critical for finally determining the EoS of neutron-rich
matter. Based on transport model simulations, several in-
teresting predictions were made in the literature. Our re-
view here on the isospin flows serves as an example of a
broad scope of interesting physics one can study with nu-
clear reactions induced by neutron-rich nuclei. With the
construction of various radioactive beam facilities around
the world, we expect that comparisons of theoretical pre-
dictions with future data will allow us to better under-
stand the isospin dependence of in-medium nuclear ef-
fective interactions. In particular, high-energy radioactive
beams being available at some of the facilities will pro-
vide us with a great opportunity to explore the EoS of
dense neutron-rich matter which is of vast interest to as-
trophysics. Well-concerted collective actions by both ex-
perimentalists and theoreticians will certainly move this
field forward quickly.
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Abstract. We review experimental and theoretical studies devoted to extract information on the behaviour
of the symmetry energy, in density regions different from the normal value, with charge-asymmetric re-
actions at Fermi energies. In particular, we focus on the analysis of fragmentation reactions and isotopic
properties of the reaction products. Results concerning “isoscaling” properties and the N/Z equilibration
among the reaction partners in semi-peripheral reactions are also discussed.

PACS. 21.30.Fe Forces in hadronic systems and effective interactions – 25.70.-z Low and intermediate
energy heavy-ion reactions – 25.70.Lm Strongly damped collisions – 25.70.Pq Multifragment emission and
correlations

1 Introduction

Heavy-ion collisions at Fermi energies offer the possibil-
ity to learn about the nuclear effective interaction in re-
gions where the density and temperature are different
from those of the stable nuclei. In particular, in charge-
asymmetric systems, one can access information on the
behaviour of the symmetry energy, Esym, that is poorly
known at low and high densities. Not only is the symmetry
energy relevant for structure properties, being linked to
the thickness of the neutron skin in heavy nuclei (see [1]),
but this information is of interest also in the astrophysi-
cal context, providing constraints to the equation of state
used in astrosphysical calculations [2,3]. Such information
is essential for the understanding of the properties of su-
pernovae and neutron stars [4–9].

In fig. 1 (bottom panel) we show the density de-
pendence of the potential symmetry energy contribution,
Esym,pot for three different effective interactions. While
all curves cross around normal nuclear-matter density ρ0,
there are large differences, particularly in high-density re-
gions. Even at the relatively well-known “crossing point”
at normal density, various effective forces give controver-
sial predictions for the momentum dependence of the fields
acting on the nucleons and, consequently, for the split-
ting of the neutron/proton effective masses, which are im-
portant in nuclear structure and nuclear reaction dynam-
ics. For discussion purpose, we will call interactions such
as BPAL32 asy-stiff and such as SKM* asy-soft (fig. 1,
ref. [10]).
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Fig. 1. Equation of state (EOS) for various effective forces.
Top: neutron matter (upper curves), symmetric matter (lower
curves). Bottom: potential symmetry energy. From [10].

Fragmentation mechanisms at Fermi energies can be
used to study the symmetry energy at densities below and
around the normal value. In violent collisions, where the
full disassembly of the system into many fragments is ob-
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served, one can study new properties of liquid-gas phase
transitions occurring in asymmetric matter. In neutron-
rich matter, phase co-existence leads to different asymme-
tries in the liquid and in the gas phase: fragments (liquid)
appear more symmetric with respect to the initial system,
while light particles (gas) are more neutron rich [11–15].
This effect, caused by the decrease in the symmetry energy
when the density gets lower, can be used to investigate the
behaviour of the derivative of the symmetry energy with
respect to density. The width of the isotopic distributions
is more connected to the value of the symmetry energy.
Information on the low-density properties of the symme-
try energy can be obtained from fragmentation studies.
Similarly, complementary information is obtained from
the study of emitted nucleons and light particles (pre-
equilibrium phase). The importance of the isotopic degree
of freedom to obtain information about charge equilibra-
tion and its relation to the charge asymmetry dependent
terms of the EOS has been recently pointed out [16]. We
will review here experimental and theoretical results about
isotopic properties of reaction products, with the aim of
extracting information about the behaviour of the symme-
try energy. The paper is organized as follows: we will first
review results concerning the properties of pre-equilibrium
emission and fragment isotopic content, iso-distillation,
then we will discuss the relation of fragment isotopic dis-
tributions to the symmetry energy behaviour, focusing,
in particular, on the recently introduced isoscaling analy-
sis. Finally, we will discuss isospin transport mechanisms
in mid-peripheral reactions and N/Z equilibration, before
concluding.

2 Isospin effects on pre-equilibrium emission

Heavy-ion reactions, at energies larger than 30MeV/A,
are characterized by pre-equilibrium emission, fast parti-
cles emitted before and during thermalization, see ref. [17]
and references therein. For nuclear collisions around the
Fermi energy, fast particles are emitted mostly during the
expansion phase, when the composite system has reached
a density below normal making it possible to extract in-
formation on the behaviour of the symmetry energy at
sub-normal densities. In collisions between neutron-rich
nuclei, the N/Z of the pre-equilibrium emission directly
reflect the value of the symmetry energy (being larger
for larger values of Esym). In dynamical models such as
those based on the Boltzmann-Nordheim-Vlasov equa-
tions (BNV) or the Boltzmann-Uehling-Uhlenbeck ap-
proach (BUU) as well as stochastic mean-field (SMF) sim-
ulations, one observes different N/Z composition of pre-
equilibrium emission depending on the asymmetric part
of the nuclear equation of state (asy-EOS). At low den-
sity, the symmetry energy is larger in the asy-soft case,
favoring neutron emission, than in the asy-stiff case. Sim-
ilar results are obtained by molecular-dynamics studies,
as discussed below [18,19].

We will define emitted particles in the “gas phase” as
those particles localized in low-density regions (ρ < ρ0/3

Fig. 2. The time evolution of (N/Z)gas (left panel) and
(N/Z)liq (right panel) for three combinations of Coulomb
and symmetry interactions, for the reaction 124Sn + 124Sn at
50MeV/A and impact parameter b = 2 fm, as obtained in
IQMD.

for instance), while the remaining matter will be identi-
fied as “liquid phase”. Pre-equilibrium emission can be
associated with particles emitted (gas phase) at the first
collisional stage, i.e. up to ≈ 100–150 fm/c. Obviously,
the properties of the “liquid phase” will be influenced
by the characteristics of this particle emission. Figure 2
shows the time evolution of (N/Z)gas (left panel) and
(N/Z)liq (right panel) for the reaction 124Sn + 124Sn at
50MeV/A, b = 2 fm, obtained with the isospin quantum
molecular dynamics (IQMD) model considering the full
nucleon-nucleon interaction (full line), with Coulomb po-
tential only (dashed line) and with symmetry potential
only (dotted line). An asy-stiff parameterization has been
used for the symmetry energy. The Coulomb interaction
reduces the N/Z of the pre-equilibrium emission, while
the symmetry energy enhances it. At t ≈ 150 fm/c one
obtains (N/Z)gas ≈ 1.5 while (N/Z)liq ≈ 1.4. Hence the
gas phase is more neutron rich.

It is worthwhile to compare results obtained with the
different transport models quantitatively. In ref. [20], the
same reaction has been studied with the BUU code. Val-
ues of the (N/Z)liq = 1.44 are obtained at t = 100 fm/c
with an asy-stiff parameterization while an asy-soft pa-
rameterization leads to (N/Z)liq = 1.23. The value com-
pares rather well (within 3%) with the results of the IQMD
model. The different time scales in the two models depend
on the definition of the “liquid phase”, that for IQMD cor-
responds to cluster and intermediate mass fragment (IMF)
emission, while in the BUU model it is associated with a
composite excited source. As shown in fig. 3, these results
are also in agreement with stochastic mean-field (SMF)
simulations. Indeed, one observes that, with an asy-stiff
parameterization of the symmetry energy, after around
100 fm/c, the asymmetry I = (N − Z)/A of the liquid
phase equals 0.18, corresponding to (N/Z)liq = 1.44.

The antisymmetrized molecular dynamics (AMD) sim-
ulations for different Ca isotopes at 35MeV/A are studied
in ref. [18]. For the 48Ca + 48Ca reaction, that has roughly
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Fig. 3. Time evolution of the asymmetry of the liquid phase
(circles, lower curve), gas phase (squares, dashed line) and gas
phase in a central region (squares, full line), for the reaction
124Sn + 124Sn at 50MeV/A, b = 2 fm, SMF calculations. An
asy-stiff parameterization of the symmetry energy has been
used.

the same asymmetry of the 124Sn + 124Sn reaction, one ob-
serves that after ≈ 80 fm/c, (Z/A)liq = 0.42 correspond-
ing to (N/Z)liq = 1.39 (using an asy-stiff equation of state,
Gogny-AS). However, at later times, t ≈ 300 fm/c, the
liquid phase appears to be more symmetric in the BUU
calculations [18]. This indicates that the rate of neutron
enrichment of the gas phase is not the same and may be
related to the different evolution of the system in the two
models. Indeed AMD calculations include clusters in the
disassembly of the excited system, while in BUU calcula-
tions only a composite single excited source, that emits nu-
cleons, not clusters, survives until late times. The isospin
content of fragments formed in dissipative collisions at in-
termediate energies will be discussed in the next section.

It is interesting to look at the behaviour of pre-equilib-
rium emission in reactions at higher beam energies [21–23].
In this case, particles are emitted mostly from the high-
density region (compression phase), allowing one to test
the behaviour of the symmetry energy at densities above
saturation. Pre-equilibrium emission is also sensitive to
the momentum dependence of the isospin-dependent (iso-
vector) part of the nuclear interaction. Typical BUU cal-
culations are shown in fig. 4 for the reaction 132Sn + 124Sn
at 400MeV/A. The figure shows rapidity distributions of
pre-equilibrium neutrons and protons, at b = 5 fm ob-
tained with four interactions formed from the combina-
tions of with (MDI) or without (MDYI) momentum de-
pendence in the iso-vector part of the nuclear interaction
with asy-soft (1) or asy-stiff (0) parameterizations of the
density behaviour of the symmetry energy. With an asy-
stiff parameterization (thick dashed and solid lines) more
neutrons are emitted compared to the corresponding asy-
soft parameterization (grey dashed and dotted line). This
trend is the opposite to the low-density region as the sym-
metry energy for the asy-stiff parameterization is higher in

Fig. 4. Rapidity distributions of neutrons and protons, ob-
tained in the reaction 132Sn + 124Sn at 400MeV/A, b = 5 fm.
The results of four interactions are presented: the MDI(0),
asy-stiff (thick dashed line) and MDI(1), asy-soft (grey dashed
line), that contain momentum dependence also in the isovec-
tor part of the interaction; the MDYI(0) (thick solid line) and
MDYI(1) (dotted line), that are without iso-momentum de-
pendence. From [21].

Fig. 5. Neutron to proton ratio, as a function of transverse
momentum, for the same reaction and interactions of fig. 4.
From [21].

the high-density phase. However, when the momentum de-
pendence is implemented, less neutrons are emitted (com-
pare the thick full line and grey dashed lines for instance).
Indeed, for the interactions considered here, a splitting of
neutron and proton effective masses with m∗

n > m∗
p is ob-

tained. This reduces the neutron repulsion. Therefore, we
observe a kind of compensation between the effects due to
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the density dependence and to the momentum dependence
of the symmetry potential. In fact, the thick dashed line
(asy-stiff interaction with momentum dependence) and
the dotted line (asy-soft interaction without momentum
dependence) almost overlap. On the other hand, if the in-
teractions have the opposite splitting, m∗

n < m∗
p, neutrons

would be more repelled [22,24]. In fig. 5 the neutron to
proton ratio is plotted as a function of transverse momen-
tum, for particles in the mid-rapidity region. It is clear
that the decrease of N/Z observed with the MDI interac-
tions (see fig. 4) can be attributed to the high-momentum
tail of the nucleon emission that is more sensitive to the
momentum dependence.

In summary, the study of pre-equilibrium emission, as
a function of the beam energy, can be considered as an
interesting and promising tool to explore the reaction dy-
namics and to investigate the behaviour of the symmetry
energy from low to high density. The isotopic composition,
N/Z, of all emitted particles appears to be sensitive to the
stiffness of the symmetry energy while the dependence of
the isotopic content on rapidity, or transverse momentum,
appears to be a good candidate to study the momentum
dependence of the isovector part of the nuclear interaction.

3 Isotopic composition of fragments: the
iso-distillation

As a consequence of the initial collisional shock, or thermal
expansion effects, the excited nuclear system expands and
enters the low-density (co-existence) region of the nuclear-
matter phase diagram. Here a phase separation occurs and
fragments are formed, surrounded by a neutron-rich gas.
This process is often referred to as isospin distillation or
fractionation [14,25]. The isotopic composition of nuclear-
reaction products provides important information on the
reaction dynamics and the possible occurrence of a phase
transition in asymmetric nuclear matter [10–12], which
leads to separation into a symmetric dense phase (frag-
ments) and an asymmetric dilute phase (nucleons and
light particles) [10,12,25]. Such a phase transition can
be generated by fluctuations of density or concentration,
leading to a coupling of different instability modes. This
mechanism is predicted, for instance, by stochastic mean-
field (SMF) simulations [26], where fragments are formed
due to the development of spinodal (volume) instabilities.
After the first stage of particle emission, the asymmetry
of the liquid phase still decreases (fig. 3) while fragments
are being formed. Thus fragmentation is accompanied by
the iso-distillation process. The amplitude of the effect is
strictly related to the derivative of the symmetry energy,
as we will discuss more in detail in the section devoted to
isospin transport, while the width of the isotopic distri-
butions is more connected to the symmetry energy value.
The distillation effect is also predicted by statistical multi-
fragmentation models [27–29], where the partition of the
system into fragments and light particles is determined
according to the statistical weights, that depend on the
cluster (free) energies and hence also on the symmetry
energy coefficient.

Fig. 6. The mean relative free neutron and free proton density
as a function of (N/Z)0. The dashed lines are the expected n-
enrichment and p-depletion with the increase of isospin of the
initial systems. The solid lines are drawn to guide the eye.
From [30].

An experimental analysis of the N/Z of reaction prod-
ucts provides complementary information about the low-
density dependence of the symmetry energy.

3.1 Experimental evidence

The N/Z degree of freedom has been studied experimen-
tally with multifragmentation reactions [16,30,31]. Iso-
topically resolved data in the region Z = 2–8 have re-
vealed systematic trends, which however are substantially
affected by the decay of primary fragments.

In the study of the central collisions of four Sn sys-
tems at incident energy of 50MeV per nucleon, the relative
neutron and proton densities have been measured for the
112Sn + 124Sn, 124Sn + 112Sn, 124Sn + 124Sn, with respect
to the 112Sn + 112Sn system [30]. The extracted relative
neutron (ρn) and proton (ρp) densities are shown in fig. 6;
ρn increases while ρp decreases with the (N/Z)0 ratio of
the total system. The increase of ρn is consistent with
neutron enrichment in the gas phase while the decrease
of ρp suggests proton depletion. The experimental trend
(data points with the solid lines drawn to guide the eye)
is much stronger than the trend expected if neutrons and
protons were homogeneously mixed (dashed lines) in the
breakup configuration. Adopting an equilibrium breakup
model, the observation is consistent with isospin fraction-
ation, a signal predicted in the liquid-gas phase transition.
Since the isospin fractionation is governed by the symme-
try energy of the neutron and proton, it is a more gen-
eral property of heavy-ion reactions than the liquid-gas
phase phenomenon. In fact, dynamical models also give
predictions of isospin amplification, in qualitative agree-
ment with the data [30]. In this analysis, complete cance-
lation of the sequential effects is not necessary as long as
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Fig. 7. a) Multiplicity of all charged particles (squares) as a
function of the (N/Z)QP of the emitting PLF source, obtained
in the reaction 28Si + 112Sn at 50MeV/A. Circles and triangles
represent the multiplicity of LCPs and IMFs, respectively. The
lines are the results of model calculations. b) The ratio between
the N/Z of IMFs and LCPs is plotted as a function of the
(N/Z)QP . From [32].

the final yield is related to the primary fragment yield by
a multiplicative factor [30].

The composition of intermediate mass fragments in
several combinations of isospin asymmetry and excita-
tion energy of the fragmenting source has been studied by
considering quasi-projectiles created via peripheral reac-
tions of 28Si + 112Sn and 124Sn at 30 and 50MeV/A [32].
The quasi-projectiles have been reconstructed from iso-
topically identified fragments. It is observed that the de-
pendence of the mean fragment multiplicity and the mean
N/Z ratio of the fragments on the (N/Z)QP ratio of quasi-
projectiles are different for light charged particles (LCPs)
and intermediate mass fragments (IMFs). This is illus-
trated in fig. 7, for the reaction 28Si + 112Sn at 50MeV/A.
The squares represent the multiplicity of all charged par-
ticles. This is then broken down into the multiplicity of
light charged particles (circles) and the multiplicity of in-
termediate mass fragments (triangles). We can see that
the IMF multiplicity increases with the (N/Z)QP of the
system. The lines represent the results of hybrid calcu-
lations, obtained by combining a description of transfer
processes in deep-inelastic reactions (DIT model, [33]) to
statistical calculations of fragment production (statisti-
cal multifragmentation model, SMM). They are in good
agreement with the data. In [20,30], the multiplicity of
IMFs increases as a function of the multiplicity of charged
particles for the more neutron-rich systems. However, the
decrease in multiplicity of LCPs for neutron-rich systems
in fig. 7 is not observed in the multifragmentation of the
Sn + Sn system [34].

This effect, however, weakens at higher energies [35].
This is consistent with the temperature dependence of
the isospin distillation effect predicted by the lattice-gas
model [36] or by dynamical calculations [26]. The ratio
(N/Z)IMF /(N/Z)LCP decreases as (N/Z)QP increases, as
shown in fig. 7(b). As there are fewer neutrons available,
the excess protons go into the smaller fragments rather
than the larger ones. Neutron-poor quasi-projectiles pre-
fer to break up into very neutron-deficient (proton rich)

Fig. 8. Ratios of relative yields of neutron-rich to neutron-
deficient isotopes, as a function of the excitation energy, as
obtained in the fragmentation of PLF sources, from Au + Au at
35AMeV (circles) or in central Xe + Cu collisions at 30AMeV
(squares). The lines are the predictions of SMM calculations.
From [37].

LCPs and much more symmetric IMFs. On the contrary,
neutron-rich quasi-projectiles break up into neutron-rich
LCPs and more symmetric IMFs as a result of the distil-
lation effect discussed before [12,14,25].

As for the evolution of the N/Z of fragments with the
excitation energy of the fragmenting source, this is found
to increase, as shown in ref. [37] for fragments emitted
from excited PLF sources (see fig. 8). From the statisti-
cal point of view, this can be explained in terms of the
larger amount of excitation energy available, that allows
production of more exotic systems in a larger phase space.
This effect is also compatible with the weakening of the
distillation mechanism at high temperature, as discussed
above.

4 Isoscaling in nuclear reactions

The availability of fragmentation data, obtained with good
isotopic resolution for charge-asymmetric systems, makes
it possible to examine systematic trends exhibited by
isospin-dependent observables. In a series of recent pa-
pers, the scaling properties of cross-sections for fragment
production with respect to the isotopic composition of
the emitting systems were investigated [30,31]. The stud-
ied reactions include symmetric heavy-ion reactions at in-
termediate energy, leading to multifragment emission, as
well as asymmetric reactions induced by α particles and
16O projectiles at low to intermediate energies with frag-
ment emission from excited heavy residues. To quantify
the comparison of the isotope yields Y (N,Z) obtained
in reactions with different isospin asymmetry, the ratio
R21 = Y2(N,Z)/Y1(N,Z) is used. By convention, 2 de-
notes the more neutron-rich system.
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Fig. 9. The yield ratio R21 is plotted as a function of N (upper
panel) or Z (lower panel). The central reactions considered are
124Sn + 124Sn and 112Sn + 112Sn at 50MeV/A. From [38].

Figure 9 shows the isotope ratios, R21(N,Z), plotted
as a function of N (upper panel) and Z (lower panel), for
the central collisions of 124Sn + 124Sn and 112Sn + 112Sn,
at 50MeV/A. R21(N,Z) clearly exhibits an exponential
dependence on N and Z, which is called the isoscaling
relationship:

R21(N,Z) = Y2(N,Z)/Y1(N,Z) = C · exp(N · α + Z · β),
(1)

where C,α and β are fitting parameters. Since the intro-
duction of isoscaling as an isospin observable, isoscaling
has proved to be very robust and has been observed in
many different types of reactions, such as multifragmen-
tation, light ion-induced fragmentation, evaporation and
deep-inelastic reactions [30,31,39,40]. There are also re-
ports on the observation of isoscaling in spallation reac-
tions [41] and, more recently, in fission [42], though the
quality of the data is quite poor. Recent studies with re-
alistic fission models [43] suggest that the behaviour of
the isoscaling observed in fission is not the same as those
observed in multifragmentation, e.g. the neutron isoscal-
ing parameter α varies with the Z of the fission products.
The most important aspect of isoscaling is its connection
to symmetry energy and the temperature of the system,
as will be discussed below.

4.1 Isoscaling in statistical models

Isoscaling arises very naturally within a statistical descrip-
tion of fragment production; it is the difference of the
chemical potentials of systems with different (N0/Z0) ra-
tio. In the grand-canonical statistical description of mul-
tifragmentation, the mean multiplicity of a fragment with
mass number A and charge Z is given by

〈N(A,Z)〉 = gAZ
Vf

λ3
T

A3/2 exp
[
− 1

T
(FAZ(T, ρ)

−μn(A− Z) − μpZ)
]
, (2)

where T is the temperature of the fragmenting source, gAZ

is the degeneracy factor of the fragment, λT is the nucleon
thermal wavelength, Vf is the “free” volume, FAZ is the
fragment free energy and μn and μp are the neutron and
proton chemical potentials, respectively. It follows imme-
diately that, for two systems 1 and 2 with different total
mass and charge but with the same temperature and den-
sity, the ratio of fragment yields is given by eq. (1) with
parameters α = Δμn/T and β = Δμp/T .

In ref. [44], the chemical potentials for 124Sn and 112Sn
are calculated with the grand-canonical version of the
statistical multifragmentation model. Despite a consider-
able variation of the individual potentials, their difference
Δμ = μ112 − μ124 changes only slightly as a function of
the temperature. At T > 5MeV, the results are similar
to that obtained with the Markov chain version of the
statistical multifragmentation model (SMM), which takes
a completely microcanonical approach. At lower tempera-
ture different results are obtained indicating that the exact
conservation of charge, mass and energy makes important
differences whether the grand-canonical or microcanoni-
cal approximation is adopted. Calculating the difference
of chemical potentials within the grand-canonical approx-
imation, it is possible to connect the isoscaling parameter
α to the difference of asymmetry (Z/A) between the two
systems considered and the values of symmetry energy
and temperature, through the relation

ξ = α/(4Δ(Z/A)2) = Csym/T. (3)

An analogous relation is derived for β. The symmetry co-
efficient Csym is directly related to the symmetry energy
(per nucleon) of a given fragment having asymmetry I,
Esym = CsymI2. Isoscaling is not limited to models within
the grand-canonical approximation. As a matter of fact,
eq. (3) was first derived in the expanding emitting-source
EES model [45,46]. Isoscaling predictions have also been
observed in different statistical multifragmentation mod-
els [29].

There is an alternative explanation within the statis-
tical multifragmentation model why isoscaling should ap-
pear in finite systems. In most SMMs, a variant of the
liquid-drop mass formula is used. Charge distribution of
fragments with fixed mass numbers A, as well as mass dis-
tribustions for fixed Z, are approximately Gaussian with
average values and variances which are connected with
the T and Csym [44]. With a Gaussian distribution for
the charge Z, for instance, we obtain, for fragments with
a given mass A: Y (Z) = exp(−(Z−〈Z〉)2/2σ2

Z). The ratio
of this observable for two different systems is given by

Y2(Z)/Y1(Z) = c exp
(
− Z2

2
(1/σ2

2 − 1/σ2
1)

+Z(〈Z〉2/σ2
2 − 〈Z〉1/σ2

1)
)
. (4)

If the variances σ1 and σ2 are equal, then isoscaling is
observed. This is not unlikely since, in the approximation
σZ ≈

√
(AT/8Csym), the variances depend only on the

temperature and the symmetry-term coefficient. A similar
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Fig. 10. Top: mass distribution of carbon isotopes, as obtained
for the indicated systems, in SMM calculations, for primary hot
fragments and final fragments. Bottom: predictions for final
fragments are compared for two systems with different N/Z.
From [46].

expression for the mass distributions at given Z is also
obtained [44].

In cases when the experimental masses are used, the
isotope distributions are not strictly Gaussian. Figure 10
shows the hot carbon isotope distributions predicted by
the canonical ISMM (open circles, top panel) from a
source with A0 = 186, Z0 = 75 and T = 5MeV, ρ/ρ0 =
1/6. The solid circles correspond to the isotope distribu-
tions after sequential decays. Neither the primary nor the
final distributions are Gaussian. Nonetheless, from two
fragmenting sources with different (N0/Z0), one can derive
the yield ratios and observe isoscaling [46]. In such calcu-
lations, isoscaling parameters are only slightly modified by
the secondary-decay process, when the stable masses with
the standard value of Csym are used in the calculations.
The effect of secondary decay is much larger if Csym takes
on lower values as will be discussed in sect. 4.4.2.

4.2 Origin of isoscaling in reaction dynamics

Isoscaling has been observed also in dynamical fragmen-
tation models, such as the AMD model [18], QMD [47]
and classical molecular dynamics (CMD) [19], as well as
in SMF calculations [48] and in quasi-analytical calcula-
tions of the spinodal decomposition process [49]. For in-
stance, fig. 11 shows the dependence of α on the charge to
mass ratio, (Z/A)2liq, of the liquid phase for the collisions
of Ca isotopes, at 35MeV/A, as predicted by the AMD
model. A linear dependence of α on (Z/A)2liq is observed.
The two lines correspond to two different symmetry po-
tentials used in the simulations (full line, asy-soft, Gogny;
dotted line, asy-stiff, Gogny-AS). Thus, even in dynamical
models, isoscaling is intimately related to the symmetry
energy.

The study of isoscaling through dynamical simulations
can elucidate the origin of this phenomenon. If chemical

Fig. 11. Isoscaling parameter α, as a function of (Z/A)2liq as
obtained in AMD calculations with two different parameteri-
zations of the symmetry energy.

equilibrium is reached during the fragmentation process,
it is clear that one can apply the considerations outlined
in the previous section and directly relate the isoscaling
parameter to the value of the symmetry energy and the
temperature.

However, the linear relation between α and (Z/A)2
can be obtained in different conditions, without assum-
ing statistical equilibrium. If the origin of fluctuations in
a multi-fragmenting system can be considered a “white
noise” source, then the probability to observe a given fluc-
tuation of the isovector density δρi = δρn−δρp, in a given
volume V , can be expressed (for small amplitude fluctua-
tions) as

P ≈ exp(−δρ2
i /2σρi

), (5)

where the variance σρi
depends on the fragmentation

mechanism. Then, for a fragment of volume V and mass
A, the distribution P (N − Z) can be written as

P (N − Z) ≈ exp(−[N − Z − (N̄ − Z̄)]2/(FρinV )), (6)

where N̄ and Z̄ are the average neutron and proton
numbers in the volume V , and σρi

is proportional to
ρin, the density of the fragmenting system [50]. F is a
constant that depends on the symmetry energy and the
temperature.

In spinodal decomposition, for instance, fragments are
formed (and their density grows) due to the development
of isoscalar-like unstable modes. Hence isoscalar density
fluctuations grow while the isovector variance does not
evolve and keeps the memory of the initial isovector
fluctuations of the unstable diluted source. Therefore, we
may expect reduced iso-vector fluctuations (and larger
isoscaling parameters) with respect to the statistical case,
where the isotopic content of the entire fragment mass
may fluctuate.

As an example, the results of SMF, based on the spin-
odal decomposition scenario, are presented in fig. 12 [48].



172 The European Physical Journal A

Fig. 12. Scaled isotope yield ratio, as a function of N , as ob-
tained in SMF calculations of central reactions 124Sn + 124Sn
and 112Sn + 112Sn, at 50MeV/A, for primary and final frag-
ments. Two parameterizations of the symmetry energy are con-
sidered. From [48].

Here large isoscaling parameters are observed for the pri-
mary fragments. However, they are significantly affected
by the secondary decay and final values appear closer to
the data. But the relative differences between the two
parameterizations of the symmetry energy used are also
much reduced.

The results obtained in a quasi-analytical description
of spinodal decomposition, comparing fragment produc-
tion in nuclear matter with asymmetry I = 0.2 and
I = 0.1, are presented in fig. 13, for two parameteriza-
tions of the symmetry term [49].

The formula can be recast as follows:

P (Z,N) ≈ exp(−[(N − Z)2/A−N(4(Z̄/A)2 − 1)
−Z(4(N̄/A)2 − 1)]/[F/η]), (7)

where η is the ratio between the fragment final density
ρfin = A/V and the initial density ρin (η larger or equal
to 1).

In statistical models η is equal to 1 and F coincides
with T/Csym, while in the early spinodal decomposition
process the variance of the fragment isotopic distribution,
due to isovector fluctuations, is reduced with respect to
the equilibrium value F . However it should be noted that,
within such a scenario, isoscalar-like modes also contribute
to the variance, due to the beating of several unstable
modes, that bear a different distillation effect [49].

If one assumes that Z̄/A (and N̄/A) depends only
slightly on A and can be related to the average distil-
lation effect, that determines the average asymmetry of
the formed fragments, then from eq. (7) the isoscaling pa-
rameters are equal to

α = 4((Z1/A1)2 − (Z2/A2)2)/(F/η),
β = 4((N1/A1)2 − (N2/A2)2)/(F/η). (8)

Fig. 13. Yield ratio R21(N, Z) = Yα=0.2(N, Z)/Yα=0.1(N, Z)
calculated with the “super-stiff” symmetry term (solid lines)
and with the asy-soft symmetry term (dashed lines). Lines cor-
respond to different values of Z, Z = 3–8 from left to right.
The system is prepared with density and temperature inside
the spinodal region. The average values of the slope approx-
imatively are 2.2 and 1.5 for the asy-soft case and the asy-
super-stiff case, respectively. From [49].

Hence one gets the same formal expression as in statistical
models, but with a more complex relation of the isoscaling
parameters to the system properties. These parameters
appear connected to the distillation effect, but also to the
width of the isotopic distributions, that can in general
differ from the predictions of statistical models.

The link between isoscaling parameters and symme-
try energy depends on the way fragments are formed,
while the observation of isoscaling and the relation to the
(Z/A)liq value of the liquid phase appear as quite general
properties and do not require the assumption of statistical
equilibrium.

4.3 Temperature dependence of isoscaling

With the availability of models, we are able to explore
the temperature dependence of isoscaling. All calculations
(statistical or dynamical) show that the isoscaling pa-
rameters are inversely related to the temperature. So we
would expect these parameters to decrease with increasing
temperature, excitation energy or incident energy. Indeed,
such phenomenon was observed in refs. [39,51]. Figure 14
shows the isoscaling parameter α as a function of the inci-
dent energy. In this study, isobars with mass A = 58 (58Ni
and 58Fe) are used as target and projectile. Reaction 1 is
taken to be the symmetric 58Ni + 58Ni which has the ini-
tial (N/Z)ini value of 1.07. For the upper curve (solid
points), reaction 2 is taken to be the symmetric system
58Fe + 58Fe with (N/Z)ini = 1.23 and, for the lower curve,
the mixed system, 58Fe + 58Ni, with (N/Z)ini = 1.15 is
used as reaction 2. This figure clearly shows that the α
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Fig. 14. Evolution of the isoscaling parameter α, as obtained
in central collisions, versus the beam energy. From [52].
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Fig. 15. Scaled isotopic ratios for 12C + 112,124Sn at 300 (left)
and 600 (right) MeV/A. Three different centrality bins are con-
sidered. From [53].

value decreases with incident energy from E/A = 30MeV
to 47MeV. In addition, there is also a clear drop in the
α values with the decrease of the (N/Z)ini values of the
entrance channel. The latter has also been observed in the
collisions of central Sn isotopes which first established the
phenomenon of isoscaling [30].

Isoscaling has been studied in fragmentation processes
of excited target residues, in the reactions 12C + 112,124Sn
at 300, 600MeV/A [53]. Due to large uncertainties in the
IMF isotope ratios, the isoscaling parameter α is mainly
determined by the light charged particles, Z = 1, 2 (see
fig. 15). The isoscaling parameter α is observed to decrease

with increasing centrality of the reaction and the beam en-
ergy. Even though the temperature (measured from iso-
tope ratios) increases with centrality, the density of the
emitting source in the peripheral collisions is expected to
be larger than the density of the fragment formation cre-
ated in the central collisions. Thus this experiment does
not offer solid proof that α decreases with increasing tem-
perature.

4.4 Extraction of symmetry energy from isoscaling
analysis

In the past few years, there have been many attempts to
extract information on the density behaviour of the sym-
metry energy from the isoscaling analysis of fragmentation
reactions [44,51–56]. In the following we will review recent
developments in this field.

4.4.1 Insights from theoretical models

In the absence of equilibrium, the isoscaling parameter is
not directly connected to the symmetry energy value. This
is surely the case of SMF calculations, where large values
of the isoscaling parameters are obtained for primary frag-
ments, that do not reflect the low value of the symmetry
energy observed in the model at the fragmentation stage.

If equilibrium is achieved as in statistical models,
eq. (3) suggests that it is possible to extract informa-
tion on the symmetry energy coefficient from the isoscal-
ing analysis of the data. However, eq. (3) is strictly valid
for primary fragments only. If experimental data are used,
one must examine the effects of sequential decays on the
variables α, Δ(Z/A)2, and T . To study the dependence
of different parameters on the stiffness of the symmetry
term in the nuclear EOS, it is useful to obtain some in-
sights from model simulations.

The dependence of the α values as a function of stiff-
ness parameters was first obtained in expanding emitting-
source (EES) model calculation. In ref. [31], two sources
with initial charge of 100 and initial mass of 224 for
source 1 and 248 for source 2, initial thermal excitation
energies of 9.5MeV and collective radial expansion ener-
gies of 2.5MeV (corresponding to the compound systems
of 112Sn + 112Sn and 124Sn + 124Sn reactions at E/A =
50MeV) are assumed in the calculations. In the model a
power law dependence of Csym = 24.3(ρ/ρ0)γ is used to
describe the fragmentation stage [31]. A nearly linear de-
crease of the isoscaling parameter α with γ is observed as
shown in fig. 16. This suggests that the α value is larger
for smaller γ, consistent with more neutrons emitted with
an asy-soft interactions as discussed in sect. 3.

Unlike the EES and dynamical models, most statistical
models assume that Csym(≈ 25MeV) is constant through-
out the reaction. In most cases, this value is the same as
the symmetry energy coefficient in the liquid-drop mass
formula used in the model. Recently, the effects of the
symmetry energy coefficient on fragment isotope distribu-
tions is studied with a microcanonical Markov-chain ver-
sion of the statistical multifragmentation model [53]. The
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Fig. 16. Theoretical EES model predictions for the isoscaling
parameter α extracted from the emitted Z = 3–6 fragments.
From [31].

target nuclei 112,124Sn with excitation energies of 4,6 and
8MeV/A were chosen as inputs and the symmetry energy
Csym was varied between 4 and 25MeV in the model.
The isoscaling coefficient α was determined from the cal-
culated fragment yields before (hot fragments) and after
(cold fragments) the sequential decay stage of the calcu-
lations. The hot fragments exhibit the linear increase of
α values with increase in Csym. In the low-density region,
larger symmetry energy corresponds to asy-soft interac-
tions. Thus the trend is consistent with that observed in
the EES calculations.

With Csym ≈ 25MeV, the sequential processes lower
the α values by 10% to 20% [29]. However, at small val-
ues of Csym, one gets surprisingly the opposite effect: the
decay of the wings of the wider distributions of hot frag-
ments, which is directed towards the valley of stability,
leads to larger isoscaling coefficients (see fig. 17). Thus,
the effect of sequential decays on α not only depends on
the excitation energy but also depends on Csym.

To further examine the sensitivity of the isoscaling
parameters to the different steps of the reaction (pre-
equilibrium emission, fragmentation stage, secondary de-
excitation), the three quantities in eq. (3), α, Δ(Z/A)2 and
ξ = α/(4Δ(Z/A)2) obtained from the AMD simulations
of the central collisions of Ca isotopes are shown in fig. 18.
40Ca + 40Ca is chosen as reaction 1 in eq. (1) [57]. Reac-
tion 2 of 48Ca + 48Ca and that of 60Ca + 60Ca are labeled
in the figure. From the figure one can see that the isoscal-
ing parameters are affected by the isospin-dependent pre-
equilibrium emission and distillation effects which change
the Z0/A0 of the source, and by the symmetry energy
during the fragmentation stage, that influences the width
of the isotopic distribution through the value of ξ (see
eq. (8)). One may also note the compensation between the
two effects: while ξ is larger in the asy-soft case (Gogny,
closed points), Δ(Z/A)2 is larger in the asy-stiff case
(Gogny-AS, open points).

Fig. 17. The isoscaling parameter α, as obtained in SMM cal-
culations for the same system as in fig. 15, as a function of the
symmetry energy coefficient, for primary and final fragments.
From [53].

As expected from isoscaling, α is nearly indepen-
dent of the charge number of the isotopes. We note that
while α (bottom panel), Δ(Z/A)2 (middle panel) depend
on the reaction systems and the interacting potentials
(Gogny (asy-soft, closed diamonds) and Gogny-AS (open
squares)), ξ = α/(4Δ(Z/A)2) only depends on the in-
teracting potentials. For asy-soft (Gogny) interaction, the
symmetry energy is larger resulting in larger α and smaller
Δ(Z/A)2 values (solid symbols) as compared to the cor-
responding values (open symbols) obtained if the asy-stiff
(Gogny-AS) interaction is used. This trend is consistent
with the results from the EES and SMM simulations.

To further examine the effects of sequential decays,
the primary fragments emitted in the collisions of the Ca
isotopes in AMD simulations are then allowed to decay
and the corresponding quantities are plotted in fig. 19.
Isoscaling is still preserved but the α values no longer show
a difference between the two interactions. Furthermore, all
the three quantities, α, Δ(Z/A)2 and ξ have very different
values before and after sequential decays. To extract the
correct information on the symmetry energy, ξ, (i.e. the
value before decay), one must use the values of α and
Δ(Z/A)2 from the primary fragments.

4.4.2 Experimental extraction of symmetry energy

One of the major objectives in heavy-ion collisions is to
extract the density dependence of the symmetry energy
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Fig. 18. The three quantities ξ(Z) (top), Δ(Z/A)2 (middle)
and α (bottom) for the primary fragments, as obtained in AMD
calculations. The results with the Gogny and Gogny-AS forces
are shown by filled diamonds and the open squares, respec-
tively. From [57].

in the nuclear equation of state. Since only ground-state
particles are detected experimentally, theoretical models
are needed to extrapolate the properties of the primary
fragments or to simulate the effects of sequential decays.
Unfortunately, theoretical developments in heavy-ion re-
actions have not reached the state that calculations can
be done a priori. Nonetheless, we will review a few cases
where isoscaling is used in the analysis.

In ref. [54], dynamical models are employed to deduce
the (Z/A)liq of the liquid phase after pre-equilibrium emis-
sion, while the fragmentation stage is described by statis-
tical models. Using this hybrid approach, it is concluded
that an asy-stiff parameterization of Csym leads to better
agreement with the isoscaling analysis (112Sn + 112Sn and
124Sn + 124Sn at 50MeV/A). The result, especially the
trend, is in contradiction with the results from the same
data analyzed with the expanding emitting-source model
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Fig. 19. The same as fig. 18 but for the final fragments.
From [57].

as shown in fig. 16. To understand the inconsistency, we
examine the contributions of each stage of the calcula-
tions. The BUU stage predicts a larger Δ(Z/A)2 value
with asy-super-stiff interaction, this is similar to the pre-
dictions of EES, SMM and AMD discussed in last section.
Accordingly, it is expected that the SMM fragmentation
and decay stage would predict a smaller alpha value. How-
ever, the results from the hybrid calculation are just the
opposite. One explanation is that inconsistent results are
obtained if the dynamical stage (when symmetry energy
evolves with density and time) is coupled with a statistical
stage (when a fixed value of Csym ≈ 25MeV is adopted).

The dependence of the isoscaling parameter on the
symmetry interaction, simulated by the AMD model [18]
has been used to analyze several systems at T ≈
3.5MeV [44,56], indicating that the data are more con-
sistent with the Gogny-AS (asy-stiff) interaction, see
fig. 20 [52]. To perform this comparison, an estimation
of the (Z/A)2liq is deduced, as a function of the (Z/A)2ini
of the initial system, by extrapolating the results of AMD
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Fig. 20. Isoscaling parameter α, as a function of the difference
Δ(Z/A)2liq between the two compared systems, as obtained in
AMD calculations with two different parameterizations of the
symmetry energy. The points refer to the isoscaling parameter
extracted from several experimental data (see text for detail).
From [52].

calculations for the Ca systems shown in fig. 11. Recent
studies show that such extrapolations may not be valid
outside the simulated range of impact parameters [58].
The isoscaling parameter deduced from the experimen-
tal data is compared with the results of the AMD model.
However, this comparison is done without considering the
secondary-decay effect which is large.

Other studies aimed to extract the symmetry energy
value at the freeze-out configuration directly from the data
assuming that thermal and chemical equilibrium have
been reached. To do so, one needs to extract from the
data the isoscaling parameter, as well as the temperature
and the (Z0/A0) of the emitting source. In the study per-
formed in ref. [51], the value of (Z0/A0), as provided by
BNV calculations with a fixed value of Csym, is used. The
set of data has been analyzed with SMM calculations. The
latter, that take into account the secondary decay, are in
qualitatively good agreement with the experimental value
of the isoscaling parameters. As it appears from the calcu-
lations, for a fixed value of the symmetry energy (around
25MeV), the final isoscaling parameter, that can be com-
pared to data, appears to be lower than the one obtained
from the primary fragment yields, especially at high ex-
citation energies. This observation is used to correct the
experimental parameter, to try to remove the influence
of the secondary de-excitation process. Then one can use
eq. (3) to extract the value of the symmetry energy, once
the temperature has been estimated. The results obtained
for the symmetry energy are shown in fig. 21. Low sym-
metry energy values were obtained. However, it should be
noted that the results of the analysis depend on the use
of a hybrid model; the estimation of the (Z0/A0) of the

Fig. 21. Top: isoscaling parameter α versus the excitation
energy, as obtained in the data (circles) and in SMM calcula-
tions for primary (dashed) or final (full lines) fragments. The
band associated with calculations are due to uncertainty in the
size of the fragmenting source. Bottom: symmetry energy co-
efficient, as extracted from α, assuming statistical equilibrium.
From [51].

emitting sources is determined by the BNV model and
sequential decay effects are obtained from the SMM. As
discussed before, such approach has its own problems.

A similar analysis is performed in ref. [53], where frag-
mentation processes of excited target residues produced in
the reactions 12C + 112,124Sn at 300, 600MeV/A are stud-
ied. The symmetry energy coefficient is extracted from the
isoscaling parameters using eq. (3) and assuming that the
Z0/A0 of the fragmenting sources is the same as the initial
systems. The extracted Csym value changes from 25MeV
to a value around 15MeV (see fig. 22) when the centrality
of the reaction is increased.

However, as stressed above, in this kind of analysis one
has to use the isoscaling parameters as deduced from the
primary fragments and not the final ones. So the authors
try to go back to the properties of the primary fragments
with the help of new SMM simulations, where the density
dependence of the symmetry energy is partly taken into
account by changing the symmetry energy constants used
in the mass formula (see fig. 17).

This means that to get the observed isoscaling pa-
rameters for central reactions, Csym should assume even
lower values (4MeV or less). These results would point
to a strong reduction of the symmetry energy (and hence
a strong dilution of the system) at the time of chemi-
cal freeze-out. It is clear, however, that any conclusion
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Fig. 22. Evolution of the isoscaling parameter versus the im-
pact parameter, for the same reactions as in fig. 15 (top panel).
The evolution of the temperature of the TLF sources and of
the extracted apparent symmetry energy coefficient are shown
in the middle and bottom panels, respectively. From [53].

in this direction depends on the isotopic evolution of the
multi-fragmenting system as it approaches the chemical
freeze-out. Moreover, the results are only based on the
predictions of the SMM and on a particular way to imple-
ment the density dependence of the symmetry energy in
a fragmenting system.

While the effects of sequential decay on α and Δ(Z/A)2
and T are important in any analysis that involves using
eq. (3) to extract the symmetry energy, such effects are
not easy to evaluate and may depend on specific models.
In fig. 23, we have compiled the α values before (hor-
izontal axis) and after (vertical axis) sequential decays
obtained for many systems using statistical models (left
panel) and dynamical models (right panel). The statis-
tical models used include statistical multifragmentaton
models such as SMM95, I(mproved)SMM, microcanonical
Markov-chain version of the SMM, microcanonical multi-
fragmentation model (MMM), and the expanding emitting
source (EES) [29]. The three dynamical models used are
the asymmetrized molecular dynamical model, AMD, the
Boltzmann-Nordheim-Vlasov model, BNV and the isospin
quantum molecular dynamical models, IQMD. In general,
the α values from primary fragments are much larger in

Fig. 23. Effect of sequential decays on the isoscaling param-
eter, α, for statistical models (left panel) and for dynamical
models (right panel).

dynamical models such as SMF (fig. 13) and AMD (figs. 18
and 19) models than statistical multifragmentation mod-
els. (Note the difference in the vertical scale of the left
and right panel of fig. 23.) Sequential decay effects reduce
the α values in nearly all dynamical models and the ef-
fects are large, more than 50%. Such large effects obscure
the differences in the isoscaling parameters from realistic
interactions (see fig. 19).

The trend is not as clear in statistical models. For
Csym ≈ 25MeV (including results from SMM-Markov
chain calculations joined by the solid lines), the sequen-
tial decay effects are small. However, if lower Csym values
are used, as in the simulations shown in fig. 17 [53], the
α values increase after sequential decays (points joined by
dot-dashed, dashed and dotted lines). It is unphysical to
assume a constant Csym throughout the expansion phase
when fragments are formed. Furthermore, when the Csym

values are reduced, there will be a mismatch of the masses
of the excited fragments and the ground-state fragments.
More study is needed to understand the sequential-decay
effects in isoscaling.

In conclusion, isoscaling remains a nice algorithm in
data analysis. Unfortunately, the extraction of the sym-
metry energy using eq. (3) is not so transparent due to
the uncertainties in the determination of the (Z0/A0) of
the emitting source and the secondary-decay effects on the
isoscaling parameter α of the emitting source. Our current
understanding of the sequential-decay effects on primary
fragments is not adequate to allow us to distinguish dif-
ferent realistic asy-EOS interactions. On the positive side,
all studies seem to support that much lower values of the
symmetry energy than that of normal nuclei are obtained
in the low-density region when multifragmentation occurs.
This is also in agreement with the results of AMD simu-
lations [18]. Ideally, one should study the properties of
the primary fragments directly from experiments. Alter-
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natively, one could find an observable which cancels out
the effects of sequential decays as well as other undesir-
able effects from Coulomb repulsion and pre-equilibrium
emissions. The latter two effects mimic the effects from
symmetry energy. From the theoretical point of view, it is
crucial to follow the whole reaction path within the same
model, including the same density dependence of the sym-
metry term in the equation of state from start to finish.
Hybrid models definitely have drawbacks and should be
used with caution.

5 Isospin transport

In peripheral collisions it is possible to identify projectile-
like and target-like residues in model calculations, as well
as in experiments. Calculations suggest that at incident
energy above 30MeV per nucleon and for charge-asym-
metric reactions, the symmetry term of the nuclear EOS
provides a significant driving force that speeds up the
isospin equilibration between the two reaction partners.
Thus peripheral collisions may allow one to measure the
time scales for charge and mass transport and diffusion.
The degree of equilibration, correlated to the interaction
time, should provide some insights into transport proper-
ties of fermionic systems and, in particular, give informa-
tion on transport coefficients of asymmetric nuclear mat-
ter [59].

5.1 Insight into isospin transport in nuclear reactions

The mechanisms responsible for isospin transport can be
essentially related to the presence of isospin, but also to
density gradients along the reaction path. Isospin diffusion
bears information about the value of the symmetry energy
at low density, while the drift (transport in the presence
of density gradients) is more connected to the derivative
of the symmetry energy.

In asymmetric systems, isospin transport can arise
from isospin gradients (diffusion) and from density gra-
dients (drift). Through the low-density neck region, den-
sity gradients may be present also in binary systems. The
neutron-excess is pushed towards the low-density regions,
because this situation is energetically more favorable. This
mechanism can induce isospin transport even in reactions
between nuclei with the same N/Z [60].

The role of the EOS in isospin transport mechanisms
can be made more explicit by studying the response of nu-
clear matter, in the presence of neutron and proton density
gradients. Since we are mostly facing situations where lo-
cal thermal equilibrium is reached, we will discuss results
obtained within the hydrodynamic limit, where the deriva-
tion of the isospin transport coefficients is more transpar-
ent.

In such a framework the proton and neutron migration
is dictated by the spatial gradients of the corresponding
chemical potentials μp/n(ρp, ρn, T ), where ρp and ρn are

proton and neutron density and T denotes the tempera-
ture [10,61]. The currents of the two species can be ex-
pressed, in terms of the total density ρ = ρn + ρp and
asymmetry I = (ρn − ρp)/ρ, as follows:

jn = Dρ
n∇ρ−DI

n∇I, (9)

jp = Dρ
p∇ρ−DI

p∇I, (10)

where Dρ
q and DI

q are drift and diffusion coefficients due
to density and isospin gradients, respectively:

Dρ
q = ct

(
∂μq

∂ρ

)
I,T

, (11)

DI
q = −ct

(
∂μq

∂I

)
ρ,T

, (q = n, p) (12)

(ct is a negative constant).
They can be expressed as

Dρ
q = ct

[
N−1 +

∂U

∂ρ
± 2I

∂Csym

∂ρ
+ O(I2)

]
, (13)

DI
q = ±2ct ρ

[
Csym ± I

(
ρ
∂Csym

∂ρ
− Csym

)]
, (14)

(+n,−p),

where N−1 is the level density of symmetric matter at the
same density and temperature and U(ρ) is the isoscalar
part of the mean-field potential.

One can see that the isovector part of the nuclear inter-
action enters the coefficients Dρ

q through the derivative of
the total symmetry energy Csym. On the other hand, the
isospin diffusion coefficients DI

q depend, in leading order,
on Csym. Moreover, it appears that the difference of neu-
tron and proton drift coefficients, Dρ

n − Dρ
p = ∂(μn−μp)

∂ρ ,

is equal to 4I ∂Csym

∂ρ , as one can simply derive from the
relation μn − μp = 4CsymI.

In conclusion, the diffusion appears essentially related
to the value of the symmetry energy, while the drift is con-
nected to its derivative. From this study one can see more
clearly that the isospin distillation effect, as discussed in
sect. 3, which originates from the presence of density gra-
dients in the fragmentation process, is sensitive essentially
to the derivative of the symmetry energy at low density.

5.2 Experimental studies and comparison with
calculations

Experimentally, one examines the isoscaling properties of
the fragments originating from the (projectile) residues.
Figure 24 shows the isoscaling phenomenon observed in
the reaction of 124Sn (projectile) + 112Sn (target) and its
inverse reaction 112Sn (projectile) + 124Sn (target) [16].
Unlike the central collision isoscaling data, the slope is
larger for the reaction with neutron-rich projectile than
the reaction with the proton-rich projectile. Differences
in the asymmetric systems reflect the driving force that
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Fig. 24. Isotope yield ratios, as a function of the mass A, for
fragments emitted from PLF in peripheral collisions (left). The
isoscaling parameters, as obtained in different projectile-target
combinations, are compared in the right part of the figure.
From [16].

causes isospin diffusion. As shown before, the force arises
from the symmetry term in the equation of state. If the
force is weak, one would not expect any isospin mixing to
occur and the α value should resemble those of the pro-
jectiles in the symmetric systems. In order to quantify the
transition from no isospin diffusion to complete mixing,
the isospin transport ratio, Ri is used

Ri =
2OPT −OPP −OTT

OPP −OTT
. (15)

Here P, (T ) stands for the projectile-like (target-like) frag-
ment. The quantities Oi refer, in general, to any isospin-
dependent observable, characterizing the fragments at sep-
aration time, for the mixed reaction (PT , 124Sn + 112Sn
or 112Sn + 124Sn), the reactions between the neutron-rich
(PP , 124Sn + 124Sn), and between the neutron-poor nu-
clei (TT , 112Sn + 112Sn), respectively. Similar ratios con-
structed using free protons have been used as isospin
tracer in central heavy-ion collisions [62], to check stop-
ping and thermal equilibration. The insensitivity to sys-
tematic errors and the ability to calibrate the observ-
ables from the two symmetric systems, 124Sn + 124Sn and
112Sn + 112Sn to +1 and −1 offer many advantages. It has
been shown that non-isospin effects such as effects from
Coulomb force will be largely canceled using the isospin
transport ratio [63]. Furthermore, in comparison with cal-
culations that cannot predict the same experimental ob-
servables, due to model limitations, one can use another
observable to construct the isospin transport ratios as long
as both the experimental and theoretical observables are
linearly related to each other. For example, in model cal-
culations, one can use the asymmetry I = (N − Z)/A of
the emitting source, instead of isoscaling, to evaluate the
transport (imbalance) ratio since, to the first order, α and
I are linearly related. In fact, as we have seen previously,

Fig. 25. The isospin transport ratio RP,T , eq. (15), for the asy-
soft (full squares) and asy-super-stiff (circles) interactions as a
function of the interaction time tc, corresponding to different
impact parameter b, in the range 6–10 fm. The band between
the two solid lines corresponds to the experimental data of [16].

α, as extracted from primary fragments, is related to the
difference (Z2

1
A2

1
− Z2

2
A2

2
), which for not too large asymmetries

can be rewritten as (I2 − I1)/2. The linear relation be-
tween α and I has been confirmed experimentally [30,56],
suggesting that it holds for the isoscaling parameters ex-
tracted from the final fragments. Hence, the asymmetry
of projectile-like or target-like residues can be used as the
observable O in eq. (15).

The dependence of isospin transport (and equilibra-
tion) on the centrality of the reaction has been investi-
gated in ref. [64] using SMF simulations without momen-
tum dependence. Figure 25 shows the isospin transport ra-
tio as a function of the interaction time tc among the two
reaction partners, that is inversely related to the impact
parameter, for two interactions: an asy-super-stiff (open
symbols) and an asy-soft (SKM*) (solid symbols) inter-
actions. A more detailed analysis shows that it is pos-
sible to explicitly estimate the effects of isospin trans-
port and pre-equilibrium emission on the transport ratios
R. The interplay between the two processes leads to a
stronger equilibration for asy-soft EOS, as it is evidenced
by the isospin transport ratio. Actually, in the asy-super-
stiff case, a larger isospin transfer is observed in the calcu-
lations, due to the presence of density gradients, directed
from PLF and TLF towards the neck region, in line with
the analytical predictions illustrated above. Indeed, in the
asy-stiff case, the derivative of the symmetry energy, just
below normal density, acquires larger values. However, we
observe a kind of compensation between the asymmetry
of the matter transferred from projectile to target (IPT )
and from target to projectile(ITP ), so finally isospin equi-
libration is more effective in the asy-soft case.

In refs. [16,65] BUU calculations which use different
density dependence of the symmetry terms in the equation
of state are performed for the same system at b = 6 fm. In
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Fig. 26. Isospin transport ratio, relative to peripheral col-
lisions of 124Sn + 112Sn, E/A = 50MeV, as obtained in the
data (hatched area) and in model calculations using different
parameterizations of the symmetry energy.

fig. 26, the parameter x indicates the stiffness of the sym-
metry term, ranging from an asy-soft behaviour (larger x)
to an asy-stiff behaviour (negative x). Momentum depen-
dence is included in the calculations. Within error bars,
the isospin transport ratio Ri decreases with the softness
of the symmetry term suggesting that the driving force
for isospin equilibration is much larger for the asy-soft in-
teraction. Using the isoscaling fitting parameter α as the
experimental isospin observable O in eq. (15), the isospin
transport ratios of the two asymmetric systems shown in
the right panel of fig. 24 appear as the two horizontal
lines in fig. 25 and as the shaded region in fig. 26. Assum-
ing that data can be directly compared with calculations
performed at b = 6 fm, the best agreement is obtained
in the range x = −1, 0. Without including momentum
dependence in the calculations, a stiffer symmetry term
would be needed to fit the data (see fig. 25 at 140 fm/c
and [16]). This is due to the fact that the overall dynamics
becomes more repulsive when the momentum dependence
is included and isospin equilibration depends not only on
the strength of the symmetry term, but also on the system
interacting time.

It should be noted that this comparison is well suited
only if one assumes that PLF and TLF fragments are
near normal density, independent of the parameteriza-
tion adopted for the symmetry energy. Otherwise, the
isoscaling parameter cannot be simply related only to the
(N0/Z0) of the source, but would also depend on the value
of the symmetry energy, that is model dependent. It would
be interesting to check this hypothesis using a model that
includes fragmentation (such as AMD), and calculating
the isospin transport ratio directly from the isotope yields,
as done in the experiments. In this way one would better
test the sensitivity of the results to the behaviour of the
symmetry energy. In other words, as discussed in sect. 4.4,

Fig. 27. a) Yield ratios R21(N, Z) of projectile residues from
the reactions 86Kr + 112,124Sn at 25MeV/A, with respect to
N , for the Z’s indicated. b) Isoscaling parameter α versus the
charge of the fragment Z. The straight line is a constant value
fit for the lighter fragments Z = 10–26. From [55].

it is essential to consider the density dependence of the
symmetry energy in the fragmentation process.

The dependence of the (N/Z)PLF versus the excita-
tion energy of the system has been studied for the INDRA
reactions, Ni + Ni and Ni + Au at 52 and 74MeV/A [66],
looking at the reconstructed PLF, in binary collisions. In
the symmetric case, (N/Z)PLF is seen to increase with
centrality due to a proton-rich pre-equilibrium emission.
For the Ni + Au case, it is possible to observe isospin equi-
libration among the reaction partners.

In the analysis presented in ref. [55], the goal was to
extract the (N/Z)PLF of the PLF sources and hence to
discuss isospin equilibration between projectile and tar-
get. The systems 86Kr + 112,124Sn at 25MeV/A have been
considered (fig. 27). The isoscaling parameter α, as a func-
tion of the charge Z of the projectile residue, exhibits a
plateau, at Z ≤ 22. This would suggest that fragments are
emitted from equilibrated sources formed in more central
collisions. (Any source characterization will require im-
pact parameter selection, not available in this data set.)
As Z increases, a decrease of α is observed, i.e. the strict
isoscaling relation of eq. (1) is not obeyed suggesting a
non-equilibrium process. One interpretation of this obser-
vation is that the heavier fragments coming from PLFs
are formed in more peripheral reactions. In the extreme
case when the fragment composition is close to that of the
projectile with little transfer of nucleons from the targets,
Δ(Z/A)2 becomes small resulting in small α values.
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6 Conclusions and outlook

From the results discussed above, several indications on
the density dependence of the symmetry potential can
be extracted from the study of reactions with charge-
asymmetric systems in the Fermi energy domain. The iso-
topic content of emitted light particles and IMFs, as well
as the reconstructed degree of N/Z equilibration between
reaction partners, bear important information on the sym-
metry energy. We summarize below the main conclusions,
as well as improvements and new studies that can be en-
visaged.

– In model calculations, the isotopic content of pre-
equilibrium emission appears quite sensitive to the
stiffness of the symmetry term, and to its momen-
tum dependence. A more neutron-rich pre-equilibrium
emission is expected for higher values of the symmetry
energy. Thus experiments to measure the ratios of free
neutrons and free protons will complement the results
obtained with fragments. In fragment formation the
degree of isospin fractionation (i.e. the transfer of the
neutron excess towards the gas phase) is sensitive to
the slope of the symmetry energy at low density.

– The isoscaling analysis, based on the comparison of
the isotopic content of fragments emitted from systems
with different initial asymmetries could in principle be
used to extract the value of the symmetry energy in
situations where equilibrium is reached. However, it
is not so easy to disentangle the predictions given by
the different parameterizations. Indeed not only the
isoscaling parameters reflect the width of the isotopic
distributions, but they are quite sensitive to the dif-
ference Δ(Z/A)2 between the fragments asymmetries
of the two compared systems, that is also largely in-
fluenced by the symmetry energy behaviour. Hence,
compensation effects diminish the sensitivity of the fi-
nal results to the asy-EOS. Moreover, as shown by both
statistical and dynamical simulations, large secondary
decays may reduce significantly the differences com-
ing from different symmetry terms in the EOS used in
the models. However, most experimental results seem
to suggest that the symmetry energy of excited frag-
ments at low density may be lower than the symmetry
energy at normal nuclear-matter density. However, the
extraction of the accurate value of symmetry energy
and the differentiation of different interactions require
theoretical models to simulate the sequential-decay ef-
fects and the reaction path. More work is needed in
model development. Experiments that can extract the
properties of primary fragments directly will also ad-
vance our understanding in this issue.

– It would be important to perform a cross-check of
model predictions against several experimental observ-
ables, sensitive to the different phases of a reaction,
from pre-equilibrium emission to fragmentation and
de-excitation stage. This allows better identification of
the isotopic content of the gas and liquid phases, that is
essential for the analysis of the de-excitation process of
the excited primary products and related observables

(such as isoscaling). The use of models that can fol-
low the whole path of the reaction is highly desirable.
This would also allow to ascertain the fragmentation
mechanism and the way the system approaches chem-
ical freeze-out. The study of correlations between the
fragment isotopic content and kinematical properties
can be envisaged as a tool to learn about time scales
for fragment formation and N/Z equilibration.

– In semi-peripheral collisions, it is interesting to com-
pare the behaviour of reactions with different entrance
channel asymmetries to investigate isospin exchange
between projectile and target. Indeed the N/Z equili-
bration among the reaction partners gives information
about the strength of the symmetry term. However, it
should be noticed that the amount of isospin exchange
is also strictly connected to the interaction time, when
the two reaction partners are in contact. This is clearly
influenced also by the isoscalar part of the nuclear in-
teraction. Hence, the sensitivity of this observable to
the value of the symmetry energy is not so transpar-
ent. The study of the interplay between isoscalar and
isovector parts of the nuclear interaction in the reac-
tion dynamics deserves further attention.

MBT acknowledges the support of the National Science Foun-
dation under Grant No. PHY-01-10253.
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Abstract. The studies of the evolution of the hot Giant Dipole Resonance (GDR) properties as a function
of excitation energy are reviewed. The discussion will mainly focus on the A ∼ 100–120 mass region where a
large amount of data concerning the width and the strength evolution with excitation energy are available.
Models proposed to interpret the main features and trends of the experimental results will be presented
and compared to the available data in order to extract a coherent scenario on the limits of the development
of the collective motion in nuclei at high excitation energy. Experimental results on the GDR built in hot
nuclei in the mass region A ∼ 60–70 will be also shown, allowing to investigate the mass dependence of
the main GDR features. The comparison between limiting excitation energies for the collective motion and
critical excitation energies extracted from caloric curve studies will suggest a possible link between the
disappearance of collective motion and the liquid-gas phase transition.

PACS. 24.30.Cz Giant resonances – 25.70.Ef Resonances – 25.70.Gh Compound nucleus

1 Introduction

A well-established result of nuclear physics is the observa-
tion of giant resonances, small amplitude, high frequency,
collective modes of excitation in nuclei. Among all possible
modes of collective excitation, the Giant Dipole Resonance
(GDR), a collective vibration of protons against neutrons
with a dipole spatial pattern, has been widely investigated
and is now considered a general feature of all nuclei.

The experiments performed over many years have
shown that the GDR is an efficient tool to probe nu-
clear properties of the ground state as well as at finite
temperature. In fact, the gamma-ray emission due to the
GDR decay is sufficiently fast to compete with other de-
cay modes with a sizable branching ratio and therefore to
probe the characteristics of the nuclear system prevailing
at that time. The resonance energy being proportional
to the inverse of the nuclear radius, the investigation of
the strength distribution gives access to the study of the
nuclear deformations in the ground state but also to the
shape evolution of nuclei as a function of spin and tem-
perature of the system. Shape evolution and shape fluc-
tuations are the main issues in the study of the GDR in
nuclei populated at low excitation energy (E∗ < 100MeV)
and spin up to the fission limit. This region has been ex-
tensively studied and the GDR properties, which are ex-

a e-mail: santonocito@lns.infn.it

pected to be influenced by shell effects, are rather well
understood [1,2] even if some recent results indicate an
interesting discrepancy between data and theoretical mod-
els at temperatures T ∼ 1–1.5MeV which deserves further
investigation.

Conversely, populating nuclei at progressively higher
thermal energies up to the limits of their existence, one
can follow the evolution of the collective motion in ex-
treme conditions up to its disappearance. The investiga-
tion of the GDR features at high excitation energy is par-
ticularly interesting because it also opens up the possi-
bility to investigate the limits of validity of the standard
statistical scenario in describing the decay properties of
hot nuclei. The statistical model assumes, in fact, that
the system reaches thermal equilibrium before it decays.
Increasing the excitation energy, the compound nucleus
lifetime decreases significantly and collective degrees of
freedom might not reach equilibrium before the system
decays. Therefore, the GDR strength distribution will re-
flect the relative influence of the different time scales which
come into play, the population and decay time of the GDR
on one hand and the equilibration and decay times of hot
nuclei on the other. In the following the experimental re-
sults collected up to E∗ ∼ 500MeV will be presented and
compared to statistical model calculations. The evidence
in the gamma spectra of a vanishing of the GDR strength
at high excitation energies relative to the standard statis-
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tical calculation led to the development of different the-
oretical models whose main features will be discussed in
the text. The comparison between data and statistical cal-
culations including different model prescriptions will allow
us to draw some conclusions concerning the effects leading
to the GDR disappearance. Eventually, the existence of a
limiting excitation energy for the collective motion will be
discussed and compared to the limiting excitation ener-
gies extracted from the caloric-curve studies in different
mass regions. This will allow to investigate a link between
the liquid-gas phase transition and the disappearance of
collective motion.

2 GDR built on the ground state: general
features

The GDR was first observed in 1947 by Baldwin and
Klaiber in photo-absorption and photo-fission experi-
ments [3,4]. They observed an increase of the absorption
cross-section above 10MeV in several nuclei with reso-
nance energies between 16 and 30MeV.

The observed peak in the photo-absorption spectrum
was interpreted by Goldhaber and Teller [5] as the exci-
tation of a collective nuclear vibration in which all the
protons in the nucleus move collectively against all the
neutrons creating an electric dipole moment. Since then,
the GDR has been extensively studied, and a broad sys-
tematics for almost all stable nuclei exists on the GDR
built on ground states. Most of the information was ex-
tracted from photo-absorption experiments because of the
high selectivity of this reaction to E1 transitions [6].

The shape of the resonance in the photo-absorption
spectrum can be approximated, in the case of a spherical
nucleus, by a single Lorentzian distribution [6,7]:

σabs(Eγ) =
σ0E

2
γΓ

2
GDR

(E2
γ −E2

GDR)2 + E2
γΓ

2
GDR

, (1)

where σ0, EGDR and Γ are, respectively, the strength, the
centroid energy and the width of the Giant Dipole Reso-
nance. In nuclei with a static deformation, the GDR splits
in two components corresponding to oscillations along and
perpendicular to the symmetry axis, and the cross-section
for photo-absorption can be well reproduced by the super-
position of two Lorentzian distributions. This particular
feature allows one to extract the nuclear deformation from
the centroid energies of the two components and to dis-
tinguish, from the relative intensities, prolate from oblate
deformations.

The systematics shows that the resonance energy de-
creases gradually with increasing mass number. This mass
dependence can be reproduced by [6]:

EGDR = 31.2A−1/3 + 20.6A−1/6 (2)

which is a linear combination of the mass dependen-
cies predicted by Goldhaber-Teller and Steinwedel-Jensen
macroscopic models for the energy of the GDR [5,7].

The width of the resonance is also strongly influenced
by the shell structure of the nuclei. The systematics shows
values ranging from about 4–5MeV for closed-shell nuclei
up to about 8MeV for nuclei between closed shells [6].

The collectivity of the excitation, which is related to
the number of participating nucleons, can be estimated
in terms of the Energy-Weighted Sum Rule (EWSR) for
dipole radiation. This sum rule, also known as Thomas-
Reiche-Kuhn (TRK) sum rule gives the total integrated
cross-section for electric dipole photon absorption. It is
given by:

∫ ∞

0

σabs(Eγ)dEγ =
2π2e2h̄

Mc

NZ

A
=

60
NZ

A
(MeV · mb),

(3)

where N , Z and A are, respectively, the neutron, the pro-
ton and the mass number and M is the nucleon mass [6].
The systematics shows that for nuclei of mass A < 80 the
TRK sum rule is not exhausted by the data while in the
region of mass A ∼ 100 the photoneutron cross-section
integrated up to about 30MeV exhausts the TKR sum
rule [6]. For heavier mass nuclei the experimental data
exceed the TKR sum rule by about 20–30% [6].

3 GDR built on excited states: historical

The field of the study of Giant Resonances built on excited
states was launched by Brink [8] who stated the hypoth-
esis that Giant Resonances could be built on all nuclear
states and that their characteristics, aside from the depen-
dence on the shape, should not depend significantly on the
nuclear state. This opened up the possibility of investigat-
ing nuclear shapes also in excited nuclei and to study the
evolution of the properties of collective motion up to the
limits of existence of nuclei. Indeed the disappearance of
collective motion has been considered a further signature
for a phase transition in nuclear matter.

Evidence in favor of the Brink hypothesis was ex-
tracted for the first time in 1974, in the study of the γ-ray
spectrum emitted from spontaneous fission of 252Cf [9].
The enhancement observed in the γ spectrum above
10MeV was, in fact, correctly attributed to the de-
excitation of the GDR built on excited states of the fission
products. The first evidence for the existence of the GDR
built on an excited state using a reaction study emerged in
a proton capture (p, γ) experiment on 11B where the GDR
built on the first excited state of 12C was observed [10].
From subsequent (p, γ) and (n, γ) experiments on vari-
ous other light nuclei emerged a coherent picture support-
ing the Brink hypothesis [11]. An important step further
in the study of the GDR properties was made with the
use of heavy-ion reactions which opened up the possibil-
ity to populate highly excited continuum states through
the mechanism of complete fusion in a wide variety of nu-
clei. The first observation of the gamma-decay of the GDR
built on highly excited states in nuclei formed in fusion
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Fig. 1. Measured γ-ray spectra from the decay of 111Sn at
E∗ = 66 and E∗ = 100MeV. Full lines represent the statistical-
model calculations using a level density parameter a = A/8
while the short-dashed line is a similar calculation with a =
A/8.5 and the long-dashed one is obtained including the decay
from the giant quadrupole resonance [24].

reaction was made in 1981 studying 40Ar-induced reac-
tions on 82Se, 110Pd, and 124Sn targets [12]. The impor-
tance of these measurements stems from the fact that they
demonstrated the possibility to study the GDR in the γ-
ray de-excitation spectra following fusion reactions where
the statistical emission of high-energy gamma-rays occurs
from an equilibrated system and in competition with par-
ticle evaporation indicating a sizable branching for gamma
decay. The experiments performed since then have been
focused on establishing the existence of the GDR built on
excited states as a general feature of nuclei and on the evo-
lution of the parameters governing the GDR properties as
a function of the excitation energy, spin and mass.

4 GDR built on excited states: general
features

When the GDR built on excited states is studied at in-
creasing excitation energy the scenario becomes gradually
more complex due to the opening of different decay chan-
nels. In heavy-ion collisions up to 5–6AMeV the reaction
dynamics are dominated by mean-field effects which lead,
for central collisions, to a complete fusion of projectile and
target nuclei. In this case a compound nucleus is formed
with a well-defined excitation energy and a broad distribu-
tion in angular momentum. The equilibrated system will
then undergo a statistical decay emitting light particles
and gamma-rays according to their relative probabilities
which can be very well accounted for in the framework
of the statistical model. Gamma-rays can be emitted at

all steps during the decay sequence and the emission of a
high-energy gamma-ray will be in competition with light-
particle emission, driven by the ratio of the level densities
between initial and final states for both decay channels.
In general light-particle emission is much more probable
than γ-decay, but the latter, which has a probability of the
order of 10−3, is a more useful probe of the GDR proper-
ties since the γ-ray carries all the energy of the resonance.
The decay rate Rγ is given by

RγdEγ =
ρ(E2)

h̄ρ(E1)
fGDR(Eγ)dEγ , (4)

where ρ(E1) and ρ(E2) are, respectively, the level densities
for the initial and final states which differ by an energy
Eγ = E1 −E2 and fGDR(Eγ) ∝ σabsE

2
γ . It can be written

as

fGDR(Eγ) =
4e2

3πh̄mc3
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4
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GDR)2 + E2
γΓ

2
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,

(5)

where σabs is the photo-absorption cross-section and
SGDR is the fraction of the exhausted sum rule. Compar-
ing the above expressions with the neutron emission rate
it follows that the GDR gamma yield is higher during the
first steps of the decay cascade [1]. This means that, if
the decay is statistical, the GDR γ-rays essentially reflect
the GDR properties at the highest excitation energies. Be-
sides, since the nuclear level density varies exponentially
with the excitation energy the number of transition pho-
tons decreases exponentially with transition energy. This
last argument together with the competition at all steps in
the emission process reflects and explains the shape of the
measured gamma-ray spectrum. A typical spectrum mea-
sured studying the decay of the GDR in hot nuclei popu-
lated in complete-fusion reactions between heavy ions at
beam energies up to 5–6AMeV is shown in fig. 1. Below
Eγ ∼ 10MeV the spectrum is dominated by the statisti-
cal emission of gamma-rays from the equilibrated system
at the end of the decay process. Above Eγ ∼ 10MeV a
broad bump is observed which is a signature of the GDR
decay.

In order to extract quantitative information on the
GDR properties at different excitation energies from the
spectrum we need to make a comparison with statisti-
cal calculations which take into account all the decay se-
quence. This kind of analysis is usually carried out using
the statistical code CASCADE [13] which treats the sta-
tistical emission of neutrons, protons, alphas and γ-rays
from a hot equilibrated system. In the code, the GDR is
assumed to be Lorentzian in shape in analogy to the ob-
servation made on cold nuclei. The dipole emission is ex-
pected to dominate the spectrum above 10–12MeV even
if small contributions from quadrupole emission cannot be
ruled out and are typically included in the calculation. All
the results strongly depend on the assumptions made for
the level densities.
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In the following, the results concerning the GDR prop-
erties will be discussed for increasing excitation energy.
We will generally assume that E∗ and T can be related
by the Fermi-gas formula E∗ = aT 2 [14]. An extensive
discussion of the determination of the level density pa-
rameter a can be found in ref. [15]. The main part of the
discussion will be focused on mass region A ∼ 120 due
to the existing broad systematics. The discussion will be
divided in two main sections, one for experiments up to
E∗ ∼ 200MeV where the main issue is the increase of
the GDR width while the strength retains its full collec-
tive character and a second one, above E∗ ∼ 200 where a
progressive quenching of the GDR, is observed in all the
experiments. A detailed analysis of this effect will be un-
dertaken from the theoretical and the experimental point
of view leading to some conclusions concerning the GDR
properties up to the limits of its existence.

5 The evolution of the GDR at moderate
excitation energies up to 200MeV

Once the main features of GDR built on the ground state
are well understood the question arises as to what happens
to GDR properties built on the excited states. In this case
the main aim is to probe the stability of collective motion
in nuclei under increasing temperature and angular mo-
mentum. In particular, populating hot nuclei at increasing
excitation energy and in different spin ranges one is able
to follow the shape modifications and fluctuations asso-
ciated to the weakening of shell effects which dominate
the nuclear properties of the ground state. At the same
time it is also possible to extract new information on the
relative time scales involved in shape rearrangements. A
further important issue in these studies is the evaluation
of the relative influence of angular momentum and tem-
perature effects on the evolution of the GDR parameters.
In a typical fusion experiment the higher excitation ener-
gies are associated to large transfer of angular momentum.
Recently, inelastic scattering has been used to populate
nuclei in a wide range of excitation energies with little
angular momentum transfer allowing to disentangle the
relative contribution of angular momentum and tempera-
ture effect on the GDR features.

The existing hot GDR systematics can be reasonably
well accounted for in the framework of the adiabatic ther-
mal fluctuation model [16–19]. However, recent results on
width measurements in the region of temperatures below
about 1.5MeV showed important discrepancies between
predictions and data in different mass regions which re-
main hitherto unexplained [19–22]. In the following, we
will concentrate on tin isotopes (A ∼ 110) tracing an his-
torically based overview of our understanding of the GDR
features up to now. In this mass region the GDR built
on the ground state is characterized by a resonance en-
ergy of about 15MeV, a strength fulfilling 100% of the
EWSR and a width of about 5MeV. A significant modi-
fication of the GDR width was observed for the first time
by Gaardhøje et al. [23] studying the gamma spectra emit-
ted in the statistical decay of 108Sn nuclei populated up to

Fig. 2. The systematics for the energy (a) and width (b) of
the GDR as a function of E∗. Open symbols are from refs. [23,
24] while full circles are from ref. [25]. The full line corresponds
to the parametrization of the width given by eq. (6).

E∗ = 60MeV and angular momenta up to I � 40h̄. Re-
producing the data through a statistical calculation per-
formed with the code CASCADE using a single Lorentzian
function centered at EGDR = 15.5MeV called for a width
Γ = 6–6.5MeV for the three excitation energies investi-
gated, values which were clearly in excess of the typical
widths measured on the ground state.

Similar results were obtained in the study of the
GDR decay from 111Sn nuclei populated at E∗ =
66 and 100MeV excitation energies using the reaction
20Ne + 91Zr at Ebeam = 100 and 140MeV [24]. The mea-
sured γ spectra and the corresponding statistical calcu-
lation are shown in fig. 1. In this case a strength corre-
sponding to 100% of the EWSR and widths of 7.5 and
11MeV, respectively, were needed to reproduce the γ-
ray spectra. Therefore, the results of these experiments,
shown as open symbols in fig. 2, pointed to a progressive
increase of the width with excitation energy at least up to
E∗ = 100MeV. The authors suggested two possible inter-
pretations for such an increase as due either to an increase
of the GDR damping width with E∗ and/or spin I or to
a change in deformation.

The systematic study of the GDR properties in Sn iso-
topes was extended by the work of Chakrabarty et al. [25]
at higher excitation energies (E∗ = 130MeV) and spin.
The results concerning the centroid energies and widths
are shown in fig. 2 as full circles. Within the experimental
errors, the centroid energy of the GDR as extracted from
best fits to experimental data are independent of excita-
tion energy while the absolute value seems to be slightly
lower than the one measured on the ground state. The
width of the resonance was observed to increase with ex-
citation energy although less strongly than reported in
the previous work, the discrepancy being relevant only for
E∗ = 100MeV. Different calculations were performed to
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Fig. 3. a) Gamma spectrum measured in coincidence with fusion events from the reaction 40Ar + 70Ge at Elab = 10A MeV.
The full line represents the statistical calculation, the dotted line indicates the bremsstrahlung contribution while the dashed
line is the sum of the previous two. b) The trend of the maximum angular momentum populated in the different fusion reactions
leading to Sn isotopes as a function of excitation energy. c) The systematics of the GDR width measured on 108–112Sn isotopes
as a function of excitation energy. The width value at E∗ = 230MeV is the one measured by Bracco et al. [26] suggesting the
width saturation. The full line corresponds to the parametrization of the width given by eq. (6).

investigate the sensitivity of the results to the level density
parameter adopted. Small differences were observed and
included in the estimated error bars. The average width
trend, including the ground-state value, can be well ac-
counted for by the relation

Γ = 4.8 + 0.0026E1.6 MeV, (6)

where the first constant represents the ground-state value.
Such a trend is in qualitative agreement with calculations
performed on 108Sn at high spin and temperatures which
predict a width increase reflecting the increase of deforma-
tion at higher angular momenta and the progressive im-
portance of thermal fluctuations of the nuclear shape [16].
In particular, Sn isotopes are predicted to evolve from
spherical towards oblate shapes with increasing spin and
temperature. Thermal fluctuations wash out the struc-
tures of the absorption strength function calculated for
fixed deformation inducing a broadening and a smoothing
of the strength function.

It is important to mention at this point that, while a
clear trend as a function of excitation energy is observed
for the width, each single statistical model calculation
used as a comparison to estimate the GDR parameters was
performed with a fixed width all along the decay chain.
Therefore, the extracted parametrization reproduces the
trend for the width averaged over the decay cascade. A
proper treatment of the problem calls for the inclusion of
the energy and spin dependencies of the width in the cal-
culation. Chakrabarty and co-workers investigated these
dependencies and found that a good fit to the data can be
obtained assuming [25]

Γ = 4.5 + 0.0004E2 + 0.003I2. (7)

An abrupt change to the smooth increase of the GDR
width with excitation energy observed up to 130MeV
was found in the study of the GDR structure at about
E∗ = 230MeV. In this experiment performed using an
40Ar beam at 10AMeV the GDR gamma decay was in-
vestigated in 110Sn nuclei and a width similar to the one
previously measured at 130MeV was observed indicating
the onset of a saturation effect above 130MeV [26].

At 10AMeV beam energy the reaction dynamics are
still dominated by the mean field which leads, for cen-
tral collisions, mainly to complete-fusion events. However,
modifications of the mean-field dynamics due to the ef-
fect of nucleon-nucleon collisions occur leading also to
incomplete-fusion events characterized by a partial trans-
fer of nucleons from the lightest to the heaviest partner of
the collision which affects the final excitation energy and
mass of the hot system produced. It is no longer straight-
forward to ascertain the excitation energy and spin distri-
bution populated in the reaction. The higher bombarding
energy also induces a new high-energy component in the
γ-spectrum due to nucleon-nucleon bremsstrahlung in the
first stages of the reaction. This component must be un-
derstood and subtracted before drawing conclusions on
the GDR characteristics. A proper identification of the
reaction mechanism and of the initial masses and excita-
tion energies are needed in order to characterize the emit-
ting source and follow the evolution of the GDR proper-
ties. Bracco and co-workers [26] used, in the experiment,
two Parallel Plate Avalanche Counters (PPAC) to detect
the reaction products in coincidence with γ-rays. Such a
setup yields a measurement of the linear momentum trans-
fer (LMT) from the projectile to the compound system.
Complete-fusion events are characterized by 100% LMT.
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Only such events were retained in the analysis and the
gamma spectra were built accordingly. Figure 3 displays
the γ-ray spectrum measured in ref. [26] which shows a
clear bump associated to the GDR decay and, at higher
energies, the contribution arising from bremstrahlung γ-
rays originating from nucleon-nucleon collisions in the first
stage of the reaction. The full line represents the statis-
tical model calculation performed assuming a Lorentzian
shape for the GDR with 100% of the EWSR, a centroid
energy of 16MeV and a width of 13MeV constant over
the whole decay path. The dotted line is the estimate of
bremsstrahlung contribution while the dashed one indi-
cates the sum of the both statistical and bremsstrahlung
contributions which nicely reproduces the whole spec-
trum. On the right side of fig. 3 the GDR width system-
atics for Sn isotopes is shown including the new result at
E∗ = 230MeV. Its value is similar to the one extracted at
E∗ = 130MeV suggesting a saturation of the effects which
lead to the observed increase at lower excitation energy.
Thermal fluctuations of the nuclear shape are expected to
increase with the temperature of the emitting system and
therefore the observation of a saturation suggests a differ-
ent origin as the main contribution to the width increase.
As already observed, angular momentum drives the nu-
cleus towards shape modifications leading to prolate or
oblate configurations which become stable at high spin.
In fusion reactions the transferred angular momentum in-
creases with beam energy reaching the maximum angular
momentum a nucleus of mass A ∼ 110 can sustain before
fissioning at about E∗ ∼ 100MeV. In fig. 3 the trend of
maximum angular momenta populated in the reactions in-
vestigated is compared to the width increase in the same
excitation energy region. The similarities observed in the
two curves drove the authors to suggest that the angular
momentum is the main effect for a width increase.

Evidence for a saturation of the width was also ob-
tained by Enders et al. studying the GDR gamma decay
in nuclei populated in deep inelastic reactions [27]. They
studied the system 136Xe + 48Ti at 18.5AMeV and mea-
sured the gamma-rays in coincidence with binary events.
In order to investigate the excitation energy dependence
of the GDR width, three different regions of excitation
energy were selected and the gamma-ray spectra built
accordingly. The results concerning the width show that
a value of about 10MeV reproduces the spectra at all
excitation energies. Such a value is lower than the one
measured by Bracco et al. [26] and the results seem to
be insensitive to the particular choice of level density
adopted in the statistical calculation. Further evidence for
the width saturation came from the work of Hofmann et
al. [28] who investigated the GDR properties using the
12.5 and 17.5AMeV 16O beam impinging on the 118Sn
target. Assuming complete-fusion reactions, nuclei at ex-
citation energies of 160 and 230MeV, respectively, were
populated [28]. The comparison of experimental spectra
with statistical calculations indicated that a width value of
10.5–11MeV led to a good reproduction of the data. Such
values are in agreement, within the errors, with Enders’
results. However, the systematics of momentum transfer

Fig. 4. Comparison of the GDR width extracted from
50A MeV α-particle inelastic-scattering experiment (full sym-
bols) on 120Sn [29] and from fusion reaction data (open sym-
bols) on 108–112Sn nuclei [23–25]. The lower part shows the
comparison of the α inelastic-scattering experiment results
with adiabatic coupling calculations [32] shown as a full line.
The dashed line includes the contribution to the width due to
particle evaporation width [35].

indicates, for reactions at 12.5 and 17.5AMeV beam en-
ergy, an average value of 90% LMT. Calculations includ-
ing corrections for incomplete momentum transfer led to
differences of about 5% for the width, a value which did
not affect the conclusions concerning the saturation [28].
However, this systematics of average momentum trans-
fer was built measuring recoil velocities whose distribu-
tion becomes broader with increasing beam energy and
they might not take properly into account pre-equilibrium
emission which could affect the excitation energy and mass
of the equilibrated system.

Once the systematics was established using fusion re-
actions, the next step was to attempt to disentangle the
effects of the two parameters driving the width evolution,
temperature and angular momentum.

A way to populate nuclei at well-determined temper-
atures and low angular momentum was proposed by Ra-
makrishnan et al. [29]. They used the inelastic scatter-
ing of α-particles at 40 and 50AMeV as a tool to popu-
late 120Sn nuclei in the excitation energies range of 30–
130MeV and low angular momentum states (about 15h̄
on the average) which allowed one for the first time to
study the effects of large amplitude thermal fluctuations
and angular momentum separately. The initial excitation
energy of the target nuclei was determined from the en-
ergy loss of the scattered α-particle and the GDR evo-
lution was followed gating on different windows of energy
loss. Data analysis indicated a monotonic increase of GDR
width with target excitation energy for both beam ener-
gies. Besides, the results were found in good agreement



D. Santonocito and Y. Blumenfeld: Evolution of the GDR properties with excitation energy 189

Fig. 5. Evolution of the width as a function of angular momen-
tum at T ∼ 2MeV [30]. The solid line represents a calculation
of the width evolution with spin assuming a moment of inertia
of the nucleus equal to the rigid-rotor value while the dashed
line is a similar calculation assuming a reduction of 16% in the
rigid-rotor value [30].

with the existing systematics built on fusion data as shown
in fig. 4. The agreement found up to E∗ = 130MeV in the
data sets extracted using different reaction mechanisms
which populate nuclei in rather different spin regions sug-
gests that the increase in the width is mainly driven by
temperature effects differently from what was previously
suggested by Bracco et al. [26].

In order to evaluate the angular-momentum depen-
dence of the GDR width at a fixed temperature fusion
evaporation experiments were used to populate hot Sn nu-
clei at about T � 2MeV [30]. Differently from previously
described fusion-evaporation experiments a multiplicity
filter was used to select fusion events according to differ-
ent average spin regions. The results, together with other
exclusive measurements showed that the width measured
at T � 2MeV is roughly constant up to spin J ≤ 35h̄ and
then progressively increases up to the highest measured
spin as shown in fig. 5 [30,31]. This trend is rather well
reproduced by the calculations based on adiabatic theory
of thermal shape fluctuations [19,32].

The results clearly suggest that the observed disagree-
ment in the conclusions concerning the dominance of an-
gular momentum and temperature effects on the width
increase could be attributed to the different region of an-
gular momentum investigated by the two types of exper-
iments. In fact, the results of ref. [30] indicate that the
influence of angular momentum on the width becomes re-
ally important only above I ∼ 35h̄, as is the case for the
highest excitation-energy fusion data [26]. Such a conclu-
sion finds a theoretical support in the results of adiabatic
theory of thermal shape fluctuations which predicts the
same effect.

Thermal shape fluctuation calculations give also a rea-
sonable description of the overall GDR width increase as
a function of the system temperature as shown in fig. 4.

The temperatures indicated are the initial temperatures
of the compound nuclei. Taking into account a weighted
average of the temperatures of nuclei contributing to the
GDR gamma emission over the various decay steps would
reduce these values by at most 0.6MeV [33,34]. The in-
clusion of the evaporation width contribution [35] to the
GDR width due to the finite width of both initial and
final nuclear states involved in the GDR decay improves
and extends the agreement between data and theory up
to the highest E∗ points (see fig. 4). However, the cal-
culations are not able to reproduce the data trend below
T < 1.2MeV. The recent observation of a width close to
the ground-state width at very low temperatures made
the scenario a bit more confused casting some doubts on
the validity of the calculations in the low-temperature re-
gion. Data from the 17O inelastic scattering on 120Sn [20]
extracted at T = 1MeV indicate that the GDR width
in 120Sn is 4MeV, a value similar to the one extracted
on the ground state compounding the difference with the
calculation made in the framework of the standard the-
ory of shape fluctuations [20]. This result cannot be cur-
rently explained in the framework of the thermal shape
fluctuations [20,21]. Some new results were recently pub-
lished also about the angular-momentum dependence of
the width. In particular, an experiment on 86Mo using fu-
sion reactions did not show any dependence of the width
on angular momentum which was measured to be con-
stant up to 30h̄ at T � 1.3MeV [36]. The experimental
evidence and theoretical framework discussed up to this
point suggest that both angular momentum and temper-
ature are effective in driving the nucleus towards more
deformed or elongated shapes which influence the GDR
width which becomes progressively broader with increas-
ing excitation energy. At about E∗ � 130MeV the system
reaches the limiting angular momentum for a nucleus of
mass A ≈ 120 and this strongly affects the increase of
the GDR width which seems to saturate. A smooth in-
crease is instead predicted by thermal models due to the
increase of the temperature effects which should lead to a
T 1/2-dependence.

More recently some doubts were cast on the excitation
energy determination in the fusion reactions. In particu-
lar it was pointed out that a proper determination of pre-
equilibrium emission is mandatory in the estimate of the
E∗ of the system whose uncertainties could affect the con-
clusions concerning the width saturation. Recently, pro-
tons and α-particle pre-equilibrium emission has been es-
tablished down to Ebeam = 7AMeV [37,38]. The measure-
ments show that, on the average, the compound nucleus
excitation energy is reduced by few percent at 7–8AMeV
and about � 20% at 11AMeV using asymmetric reac-
tions populating the A ∼ 115–118 mass region [37,38].
At the same time, the mass of the compound system is
reduced by a few units relative to complete fusion. The
inclusion of the pre-equilibrium emission in the energy
balance lowers the computed temperatures and increases
the extracted GDR width and strength because of the
lower excitation energy value used in statistical model cal-
culations to reproduce the gamma-ray spectra. The ev-
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Fig. 6. Evolution of the width as a function of excitation en-
ergy applying the correction for pre-equilibrium emission to the
highest E∗ points [39] which were extracted in refs. [26,27].

idence of a pre-equilibrium emission already at 8AMeV
suggested a re-analysis of the data taken above 10AMeV
due to an overestimation of the initial excitation energy
which, in some cases, was estimated assuming complete
fusion. When excitation energies and temperature are re-
computed including the pre-equilibrium emission the re-
sults of refs. [26,27] indicate that the width is still increas-
ing up to temperatures T ∼ 3.2MeV as shown in fig. 6 [38,
39]. The calculations based on adiabatic thermal shape
fluctuations including the contribution to the GDR width
coming from the evaporative decay support this conclu-
sion (see fig. 6) up to T � 3MeV [19]. However, recent
experimental findings showed a significant difference in
pre-equilibrium emission between symmetric and asym-
metric reactions which affects the final excitation energy
of the system and, therefore, the conclusions concerning
the GDR width saturation [40].

From the analysis of all the experimental findings up
to an excitation energy of 200MeV a scenario emerges
where the strength of the GDR retains 100% of the EWSR
and the width progressively increases due both to tem-
perature and spin effects, the latter mainly playing a role
above 35–40h̄. The observed saturation of the width above
about E∗ = 150MeV is due to limiting angular momen-
tum from the opening of the fission channel. There is no
strong evidence of a saturation of the width with increas-
ing temperature at fixed angular momentum.

Dynamical effects start to set in at the highest end
of the energy range discussed. They have non-negligible
effects on the conclusions and are not completely under
control. This problem will be exacerbated when moving
to even higher energies in the next section.

6 Disappearance of the GDR above
E∗ ∼ 200MeV

The study of the GDR properties at high excitation en-
ergies was mainly focused in the Sn mass region where

broad systematics was collected in different experiments.
The experimental investigation was undertaken by the dif-
ferent groups in a rather coherent way since in all ex-
periments gamma-rays were detected in coincidence with
reaction products. Typically, PPACs were used to iden-
tify incomplete-fusion events where only part of the light
projectile is transferred to the target, through the simul-
taneous measurement of energy loss and time of flight
of the residues. Broad distributions of recoil velocities
were detected reflecting a range of momentum transfers
leading to systems with different masses and excitation
energies whose values can be estimated using a massive
transfer model [41]. This is a very attractive feature of
intermediate-energy heavy-ion collisions since, as long as
the hot nuclei can be properly characterized, the broad ex-
citation energy distribution measured can be used to fol-
low the evolution of the gamma emission as a function of
excitation energy in a single experiment. The recoil veloc-
ity distributions were sorted in bins corresponding to dif-
ferent average excitation energies and gamma spectra were
built accordingly. The analysis of the gamma spectra was
usually carried out using a statistical decay code which
treats the statistical emission of γ-rays, neutrons, protons,
alpha particles and in a few cases also a fourth particle
(like a deuteron) from an equilibrated compound nucleus.
The bremsstrahlung γ-ray contribution which dominates
the high-energy part of the spectrum was estimated fit-
ting the spectral shape with an exponential function above
about 30MeV. Since it gives also a sizeable contribution
to the region below 30MeV which is difficult to deter-
mine experimentally and which affects the estimate of the
GDR yield, the exponential fit is extrapolated down to
low energies. Eventually, this contribution was subtracted
from the experimental spectrum in order to obtain the
GDR gamma yield and to allow for a direct comparison
with statistical calculations folded with detector response.
However, even though the basic approach is the same, the
authors followed, in the data analysis, different hypoth-
esis concerning the GDR properties at high E∗, which
lead, at least for some time, to controversial conclusions.
In the following we will show the results of the different
experiments, the procedure adopted in the analysis and
eventually the comparison with theoretical models which
provides the present understanding of the GDR behavior
at very high temperature.

The first pioneering work to investigate the persistence
of collective motion at very high excitation energies was
performed by Gaardhøje et al. who studied the reaction
40Ar + 70Ge at 15 and 24AMeV beam energies [42]. Hot
nuclei formed in incomplete-fusion reactions were popu-
lated at average excitation energies E∗ = 320MeV and
E∗ = 600MeV for the two reactions. These estimates,
based on average momentum transfer, did not take prop-
erly into account pre-equilibrium particle emission which
affects significantly the excitation energy value in the case
of the reaction at 24AMeV. However, even if corrections
should be applied to extract a proper value of E∗ for
the emitting system, the general conclusions of this work
remain the same, the excitation energy of the system



D. Santonocito and Y. Blumenfeld: Evolution of the GDR properties with excitation energy 191

Fig. 7. Gamma spectra measured in the reactions 40Ar + 70Ge
at 15 and 24A MeV. The full line represents the statistical
model calculation performed at E∗ = 320MeV while the
dashed line is a calculation assuming E∗ = 600MeV. Dotted
lines are the sum of statistical plus bremsstrahlung contribu-
tions [42].

populated at 24AMeV is in any case much higher than
300MeV.

The γ-ray spectra were reproduced assuming for the
GDR a single Lorentzian shape with a centroid energy
EGDR = 15.5MeV, a width Γ = 15MeV and 100% of
the EWSR. As it can be seen in fig. 7, the statistical cal-
culation reproduces the gamma-ray spectrum measured
at 15AMeV while a strong over-prediction of the GDR
gamma yield is observed in the case of 24AMeV. These
data indicated, for the first time, the existence of a sup-
pression of the γ emission at high excitation energies [42]
compared to the prediction of the statistical model which
was interpreted as a loss of collectivity of the system.
The spectrum measured at 24AMeV was found similar to
the one measured at 15AMeV and could be reproduced
assuming an excitation energy E∗ = 320MeV, a value
much lower than the estimated one. Such an approach
lead to the interpretation of the sudden disappearance of
the GDR with increasing excitation energy. These obser-
vations suggested, for the first time, the existence of a lim-
iting temperature T ∼ 4.5MeV for the collective motion.

Further evidence for the suppression of the γ yield
at very high excitation energies was then found study-
ing the reactions 40Ar + 92Mo at 21 and 26AMeV [43],
36Ar + 90Zr at 27AMeV [44] and 36Ar + 98Mo at
37AMeV [45]. These results could not be explained in the
framework of statistical models because at higher excita-
tion energies the number of emitted gamma-rays should
increase due to the higher number of steps available for
the GDR to compete with particle emission. Interest for
this new problem spread through the theoretical commu-
nity. Different approaches were proposed to explain the

quenching of the GDR. The different ideas point to two
main effects which could lead to a saturation of the GDR
gamma yield at high excitation energy, either a suppres-
sion of the GDR or a rapid increase of the width. In the
following section we will first describe the different the-
oretical models and then we will come back to a more
detailed description of the experimental results.

6.1 Theoretical models: yield suppression

The statistical model used to reproduce the gamma-ray
spectra emitted in the decay from a hot compound nu-
cleus is based on the assumption that the nucleus survives
long enough to reach thermal equilibrium before decaying.
This hypothesis, valid for nuclei at low excitation ener-
gies, may not always be fulfilled at very high excitation
energies where the time needed for the system to equili-
brate the different degrees of freedom, in particular the
collective ones, could become longer than the nucleus life-
time [46]. In this case the system will start to cool down by
particle emission before being able to develop a collective
oscillation.

The observation of a GDR quenching at high excita-
tion energies has been interpreted by some theoreticians
as a possible evidence of such pre-equilibrium effects. The
time scale governing the GDR equilibration can be re-
lated to the GDR spreading width Γ ↓. Since the particle
evaporation width Γev increases as a function of the tem-
perature according to the statistical model predictions, as
shown in fig. 8, the existence of the GDR above a cer-
tain excitation energy depends on the relative size of the
spreading and evaporative widths [47]. The model sug-
gested by Bortignon et al. [47] is based on the assumption

Fig. 8. Particle evaporation widths as a function of excitation
energy estimated in the framework of the statistical model for
three values of the level density parameter ranging from a =
A/8 to a = A/12 [47]. The full symbol represents the value of
the Γ ↓ of the GDR measured on the ground state in 108Sn.
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Fig. 9. Comparison of GDR suppression factors as a function
of excitation energy for a system with E∗ = 550MeV. Circles
indicate the results obtained estimating the suppression fac-
tor according to eq. (10) while squares are obtained using the
relation given by eq. (8) [39].

that the compound nucleus states can exist in two dif-
ferent classes, with or without the GDR. Assuming that
GDR states are not populated at the beginning of the re-
action, the excitation energy at which the spreading width
and evaporative width are comparable Γev ∼ Γ ↓ defines
a critical temperature for the existence of collective mo-
tion [47]. Above this temperature, in fact, the compound
nucleus will evaporate particles before the GDR can be
present in thermal equilibrium reducing its temperature.
This affects the GDR yield which will be reduced by an
amount related to the time needed to develop the collec-
tive oscillation relatively to the particle decay time. The
model predicts a hindrance factor for the GDR emission
dependent on excitation energy given by

F =
Γ ↓

Γ ↓ + Γev
, (8)

where Γev increases rapidly with temperature. The fulfil-
ment of the condition Γev ≥ Γ ↓ relies on the tempera-
ture dependence of the spreading width as compared to
the particle decay width. Since a suppression of the GDR
was observed above E∗ � 250MeV this was interpreted
by Bortignon and co-workers as an indication that, at
this excitation energy which corresponds to a temperature
T ∼ 5MeV, the condition Γev ≥ Γ ↓ is fulfilled. Compar-
ing the value Γ ↓ measured on the ground state which is
about 4.5MeV to Γev calculated at E∗ = 250MeV which
is ∼ 5MeV the authors concluded that Γ ↓ is essentially
independent of temperature. Similar conclusions concern-
ing the independence of the spreading width of the tem-
perature can be found in the theoretical work of Donati
et al. [48].

It has been noted that the pre-equilibrium effects
might be overestimated in the preceding model due to the
hypothesis of a complete absence of population of GDR
states at the beginning of the reaction on which the model

is based. In fact, the existence of some initial dipole oscil-
lations in the fused system due to the long equilibration
time of the charge degree of freedom has been theoreti-
cally investigated together with the excitation energy de-
pendence of the spreading width. The calculations suggest
that a suppression or an enhancement of the gamma emis-
sion could be observed depending on the initial conditions
of the system out of equilibrium [49].

More recently the effect of the equilibration time for
different degrees of freedom has been re-investigated [39].
Assuming that the equilibration of the collective vibration
occurs with a probability given by

P (t) = 1 − exp(−μ0t), (9)

where μ0 = Γ0/h̄ is a characteristic mixing rate related
to the spreading width and t is the time elapsed in the
decay process, one can estimate the inhibition factor for
the GDR decay et each step of the decay. At the first step
the time to consider in eq. (9) will be the mean lifetime
of the compound nucleus tev = h̄/Γev. For the n-th de-
cay step the probability will be modified by the elapsed
time which can be estimated as t ∼ ∑n

i=1 tev(i), where
tev(i) is the mean lifetime for the i-th decay step. Then
the suppression factor is reduced and becomes [39]

Fn ∼ 1 − exp

(
−Γ0

n∑
i=1

Γev(i)−1

)
. (10)

The comparison of this suppression factor with the
one predicted by eq. (8) for a compound system with
E∗ = 550MeV, mass A = 110, Γ0 = 4MeV and assum-
ing A/a = 11 is shown in fig. 9. The different points in
the figure are computed assuming an energy release per
decay step given by ΔE = Bn + 2T , where Bn ≈ 9MeV
and T =

√
(E/a) [39]. As it can be observed, the two

suppression factors are similar at the first step but then,
during the de-excitation process, eq. (10) predicts a rapid
decrease of the suppression which becomes negligible al-
ready around E∗ = 300–350MeV while eq. (8) gives still
a not negligible suppression at E∗ ∼ 100MeV.

A different origin of the suppression of the GDR γ
emission was suggested by Chomaz [50]. In his model the
explanation of the quenching effect is again related to the
different time scales which come into play in the emission
process. Differently from the previous approach, he sug-
gests to take also into account the period of one oscilla-
tion of the emitting system given by TGDR = 2π/EGDR.
In fact, in order to be able to emit characteristic pho-
tons the system needs to make at least one full oscillation
without perturbation of its dipole moment. Conversely,
the associated spectrum cannot show a characteristic fre-
quency. Since particle emission can induce fluctuations of
the dipole moment the times which come into play and
compete are the time between the sequential emission of
two particles tev and the period of one collective oscillation
TGDR. The condition tev � TGDR defines the threshold to-
wards a chaotic regime where the collective oscillation is
suppressed. The probability to make at least one oscilla-
tion can be computed and a GDR quenching factor can
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Fig. 10. Evolution of quenching factors predicted for Sn nu-
clei as a function of excitation energy for different values of the
level density parameter. Thick lines show the reduction factor
predicted in ref. [50] while thin lines are predictions made ac-
cording to ref. [47].

be extracted. It depends on the resonance energy and the
evaporative width according to the relation

F = exp
(−2πΓev

EGDR

)
. (11)

The excitation energy dependence of the GDR suppres-
sion factor is shown in fig. 10 for Sn nuclei. In the same
figure the suppression factor proposed in ref. [47] is shown
as a comparison. The effect of different values of the level
density parameter on the suppression factor is also shown.
Chomaz’s approach to explain the GDR quenching leads
to a suppression factor whose effects are much stronger
than those predicted in ref. [47]. In particular, a sizeable
quenching is predicted already between 150–200MeV exci-
tation energy, an excitation energy region where the GDR
was measured to retain 100% of the EWSR.

6.2 Theoretical models: width increase

A completely different interpretation of the quenching ef-
fect was developed following the idea of a GDR width
strongly increasing with the temperature. This argument
is not in disagreement with the apparent saturation of the
width at about 12–13MeV observed above 250MeV ex-
citation energy in different experiments and, as we will
see, its implication should give a clear signature in the
gamma-ray spectrum which is not predicted by models
which interpret the GDR quenching in terms of yield sup-
pression. Such difference will become the key issue to seg-
regate between the two theoretical interpretations of the
GDR quenching.

In the attempt to reproduce the experimental data two
different explanations leading to a rapid width increase
at high excitation energy were put forward. Following a

Fig. 11. Excitation energy dependence of the GDR width for
Sn isotopes. Open square symbols represent the results of the
calculations of Bonasera et al. [53]. The dashed line is the ex-
trapolation to higher energies of the width parametrization
given by eq. (6). The solid line is the estimate for the width
increase according to Smerzi et al. [51], the dotted one is a fit
of the width trend extracted from ref. [43] and the dot-dashed
one is a parametrization assuming a constant width of 11MeV
above E∗ = 130MeV. In the same figure the Γev values cal-
culated for level density parameters a = A/12 (circles) and
a = A/10 (crosses) are shown.

semiclassical approach solving the Vlasov equation with
a collision relaxation time, Smerzi et al. [51] studied the
interplay between one- and two-body dissipation on the
damping of collective motion. They evaluated the escape
width Γ ↑ and the spreading width Γ ↓ contributions as
a function of temperature. The escape width was found
to be of the order of few hundred keV while a strong in-
crease of the spreading width was observed as a function
of the temperature [51]. Such an effect is due to two-body
collisions which become increasingly important with tem-
perature because of the suppression of Pauli blocking.

The excitation energy dependence of the GDR width
for Sn isotopes is shown in fig. 11 as open squares and
can be described reasonably well by the dashed line which
is an extrapolation to higher energies of the Chakrabarty
parametrization for the width found at lower excitation
energies [52,53]. At about E∗ � 230MeV the calculations
predict a GDR spreading width of the order of the reso-
nance energy and the contribution to the gamma-ray spec-
trum around the GDR energy becomes small. In fact, the
γ-rays are spread out over a very large decay energy range.
Therefore, the conclusion is that the GDR progressively
disappears with excitation energy due to this broadening
of the resonance. This interpretation should be able to
explain the quenching of the γ yield and paradoxically is
not in contradiction with the apparent width saturation.
The analysis of the spectral shape in a region above the
resonance should reveal the contributions not present at
lower excitation energies. This part of the spectrum then
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Fig. 12. Evolution of the total GDR width and its various
components in Sn isotopes as a function of excitation energy.
The thick solid line displays the total width predictions accord-
ing to the parametrization suggested in ref. [54] including the
particle evaporation width contribution [35]. The thick dashed
line represents the standard prediction assuming the satura-
tion at 12MeV. The thin lines show the contribution to the
width due to the various components. In particular, the thin
solid line represents the intrinsic width including the particle
evaporation width contribution while the dotted one shows the
intrinsic width.

becomes of great importance to draw conclusions concern-
ing the validity of the different models.

A different idea based on the width increase was pro-
posed by Chomaz to explain the observed saturation of
the yield [35,50]. The key issue is that each nuclear level
involved in the GDR gamma decay has a finite lifetime τ
due to particle evaporation. The value of the lifetime in-
duces, according to the Heisenberg uncertainty principle,
a width of each nuclear level of the order of h̄/τ . Therefore
the transition energies between nuclear levels, like gamma-
ray energies, cannot be determined to better than 2h̄/τ .
This indetermination affects the total width of the reso-
nance but not the position of the centroid. Assuming for
each nuclear level a width equal to the evaporation width
of the compound system Γev the total width of the GDR
should contain the contributions coming from the spread-
ing width and the natural width of the elementary gamma
transition according to the relation [35]

ΓGDR = Γ ↓ + 2Γev . (12)

While at low excitation energies the contribution aris-
ing from Γev is negligible the statistical model predicts
a strong increase of the particle evaporation width with
excitation energy. In fig. 12 the evolution of the total GDR
width calculated including the evaporation width effect is
shown as a full thick line. In the same figure the contri-
bution arising from the 2Γev term is shown as full thin
line. The comparison with the prediction assuming a sat-
urating width according to the experimental observation
shows that the new contribution starts to be significant in
the region of E∗ � 150–200MeV, becoming the dominant
one above E∗ ∼ 300MeV.

The strong increase predicted by both models could, in
principle, explain the disappearance of the GDR at high
excitation energies but the comparison of the experimen-
tal data with the results of statistical calculations includ-
ing model prescriptions will show significant discrepancies
which cannot be accounted for assuming a width increas-
ing with temperature.

6.3 Evidence for the yield saturation

Now we come back to the experimental evidences for the
yield saturation discussing in detail the results of different
experiments performed in the Sn region together with the
different approaches adopted to interpret the data. His-
torically, after the first evidence for the yield saturation
observed by Gaardhøje, this issue was re-investigated at
RIKEN by studying the gamma-ray spectra measured in
coincidence with evaporation residues produced in the re-
actions 40Ar + 92Mo at 21 and 26AMeV [43]. At these
bombarding energies incomplete fusion is the dominant
reaction mechanism for central collisions and, therefore,
the characterization of the emitting source becomes rather
complex. Two methods were used to determine the excita-
tion energy of the system: one based on the recoil veloci-
ties and the other on the measurement of neutron spectra.
Gates on recoil velocity were applied to select nuclei with
different average excitation energies whose values were
estimated using a massive transfer model. Neutron and
gamma-ray spectra were built accordingly. Neutron spec-
tra were analyzed assuming the emission from two moving
sources, one associated to the compound nucleus and the
other to pre-equilibrium [55]. The results showed that both
the temperature and the multiplicity of neutrons emitted
from the compound nucleus source increase smoothly as
a function of residue velocity [43,55] supporting the in-
terpretation of a statistical emission from an equilibrated
system formed at progressively higher excitation energy.

Gamma-ray spectra were extracted for both reactions
and all velocity bins. The GDR gamma yield, integrated
in the region 12 ≤ EGDR ≤ 20MeV after bremsstrahlung
subtraction, was observed to be almost constant, within
the error bar, in the whole region above 250MeV exci-
tation energy [43,56], see fig. 13. The spectra were then
analyzed using the standard statistical calculation assum-
ing for the GDR a centroid energy EGDR = 15.5MeV, a
width ΓGDR = 20MeV and full strength of the EWSR.
The comparison clearly showed that the statistical calcu-
lation strongly overshoots the data in the GDR region.

In order to reproduce the spectra the authors proposed
to include the energy dependence of the GDR width in
the statistical calculation [43]. They showed that, taking
into account the width variation at each step of the de-
cay process, statistical model calculations were able to re-
produce the γ-ray spectra at different E∗ without intro-
ducing a reduction of the EWSR strength above a crit-
ical excitation energy. This was a really new approach
since, traditionally, each single calculation was performed
assuming a width constant during the de-excitation pro-
cess. The inclusion of the excitation energy dependence
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Fig. 13. a) Evolution of the gamma yield integrated in the region between 12 and 20MeV as a function of excitation energy
for different reactions. Circles correspond to 21A MeV data, diamonds to 26A MeV data while squares are from the reaction
32S + 100Mo at 150, 180 and 210MeV beam energies [56]. The solid line represents the calculation of the γ yield, integrated in
the same energy region, according to the parametrization adopted in ref. [43]. b) Comparison between the same set of data and
the theoretical predictions according to Smerzi et al. [52], (solid line) and Bortignon et al. [47] (dashed line) c) Same model
calculation as above but in the energy region 25–40MeV.

of the width in the calculation produces a spread of the
strength function outside the GDR peak region at high
E∗ leading, therefore, to a quenching of the gamma yield
in the GDR region. Figure 13 shows, as a solid line, a
calculation of the gamma yield integrated in the region
12 ≤ Eγ ≤ 20MeV including the energy dependence of
the width. The data trend is rather well reproduced and
the differences observed at low excitation energies can be
ascribed to a different initial mass of the emitting system
and to a different trigger adopted [56]. While a first anal-
ysis of the spectra suggested a strong dependence of the
width on E∗ [43], when the effect of equilibration time was
taken into account in the calculation including the factor
ΓGDR/(ΓGDR +Γev) [47,57] a good fit was obtained with
an energy dependence very similar to the one found by
Chakrabarty at lower excitation energy [56,57].

The analysis in terms of a strongly increasing width
found a significant theoretical support in a series of works
where a strong width increase with temperature due to
2-body collisions was predicted [51–53]. Using this model
the authors were able to reproduce the overall trend of the
γ yield [52,53] shown as a solid line in the right panel of
fig. 13. The saturation around E∗ = 250–300MeV is also
reproduced leading to a corresponding limiting tempera-
ture T � 4MeV for the GDR in the mass region A ∼ 120.

Therefore, while there was an agreement between
Kasagi et al. and Gaardhøje et al. data on the GDR
quenching and on the existence of a limiting tempera-
ture T � 4MeV for the collective motion, the different
hypotheses adopted in the analysis led to controversial
conclusions concerning the reasons of the GDR quench-

ing. The question how and why the GDR disappears was
still open and the answers were found later, in the re-
gion of the spectrum above the resonance. In fact, the
spread of the GDR strength function at high excitation
energies predicted by a strong width increase affects the
high-energy part of the spectrum where a sizeable differ-
ence in the spectral shape should be observed compar-
ing constant width and increasing width prescriptions.
In particular, a higher yield is predicted in the region
Eγ ≥ 25–40MeV by calculations including a width in-
crease as shown in the lower panel on the right of fig. 13.
This region of the spectrum is rather difficult to analyze
experimentally due to the presence of a significant contri-
bution from np bremsstrahlung emission which dominates
the γ-ray spectrum above 35MeV. The bremsstrahlung
contribution has to be evaluated and subtracted from the
spectrum to allow for a proper determination of the GDR
gamma multiplicity and to constrain different theoreti-
cal interpretations. The evaluation is typically done fit-
ting with an exponential function the high-energy part of
the spectrum (Eγ ≥ 30–35MeV) and then extrapolating
the fit down to lower energies. High statistics is needed
to allow for a precise determination of the slope of the
bremsstrahlung component which is the crucial ingredient
in the data analysis since it strongly affects the gamma
yield determination. The limited statistics of the RIKEN
data in the region above 25MeV may have affected the
proper determination of the bremsstrahlung contribution
precluding a correct comparison of the spectral shape with
statistical model calculations in this energy domain.



196 The European Physical Journal A

Fig. 14. a) Evolution of the gamma yield integrated in the
region between 12 and 20MeV as a function of excitation en-
ergy for the reaction 36Ar + 90Zr at 27A MeV [61]. Full symbols
are experimental results, the full line is the prediction of the
standard statistical calculation while the dashed one is the pre-
diction of a statistical calculation including a parametrization
for the width given by eq. (6) [25,61]. b) Same comparison as
above but in the energy region 20–35MeV.

A clear answer to the open questions concerning the
width and the strength behavior at high E∗ was obtained
in a set of experiments performed with the MEDEA de-
tector [58] at GANIL and more recently at the LNS-
Catania. In the GANIL experiments 36Ar beams at 27
and 37AMeV impinging, respectively, on 90Zr and 98Mo
targets were used to populate hot nuclei at excitation en-
ergies above 300MeV [44,45]. The characterization of the
hot nuclei was obtained through a complementary analysis
of the recoil velocities and the study of light charged par-
ticle spectra [44,59]. The gamma spectra corresponding to
the decay of systems with different average excitation en-
ergies were analyzed and the integrated gamma yield was
observed to be almost constant within the error bar in
the whole E∗ region for each beam energy. The top panel
in fig. 14 shows the gamma yield integrated in the region
12–20MeV for 27AMeV data for the three excitation en-
ergy bins investigated. Slightly lower values were observed
in the 37AMeV data.

The analysis of the spectra based on the comparison
with standard statistical model calculations assuming a
single Lorentzian shape for the GDR with centroid en-
ergy parametrized by EGDR = 76/A1/3, a constant width
Γ = 12MeV, a strength equal to 100% of the EWSR and a
level density parameter dependent on the temperature [60]
indicated a GDR quenching in both reactions. The sim-

Fig. 15. Comparison of the gamma-ray spectra extracted for
350 and 500MeV excitation energy bins after bremsstrahlung
subtraction with statistical calculations [61]. The dashed lines
represent the standard calculations while the full lines are the
calculations including the suppression of the GDR emission
above E∗ = 250MeV.

plest way to reproduce the data was to introduce a sharp
suppression of the gamma emission above a given excita-
tion energy, the so called cut-off energy. In the analysis
of the 27AMeV data the authors reproduced the spectra
extracted at all the excitation energies using the same cut-
off value of 250MeV as shown in fig. 15 [61]. A slightly
lower cut-off value was needed in the case of the 37AMeV
data.

In order to constrain the different theoretical inter-
pretations and find a definitive answer concerning how
and why the GDR disappears, statistical calculations in-
cluding the different model prescriptions were performed
and compared to the spectra. The results of the calcu-
lation, shown in fig. 16 [61], clearly indicate that models
including a continuously increasing width while leading to
a decrease of the yield near the centroid of the resonance
clearly fail to reproduce the high-energy part of the spec-
tra both in yield and slope. Conversely the smooth cut-off
prescription based on equilibration time effects suggested
in ref. [47] gives a reasonable reproduction of the data.
However, recently, Snover showed that this form of the
cut-off while being valid at the first step of the decay pro-
cess actually overestimates the inhibition over the entire
decay chain [39]. The calculation including the modified
smooth cut-off (see eq. (10)) led to a larger discrepancy
between data and model [39].
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Fig. 16. Top: comparison between spectra extracted at
500MeV excitation energy in the reaction 36Ar + 90Zr at
27A MeV [61] with statistical calculations including model pre-
scriptions of Bortignon et al. [47] (solid line), Smerzi et al. [51]
(dot-dashed line) and Chomaz [50] (dotted line). Bottom: same
spectrum compared with the prediction of a statistical calcula-
tion including a width increasing with E∗ according to eq. (6)
shown as a dashed line.

The effect of the increasing width on the spectral shape
can be evaluated in fig. 14 where the experimental inte-
grated yield in the regions 12–20MeV and 20–35MeV are
compared to the predictions of a statistical calculation in-
cluding the parametrization given by eq. (6) (shown as
a dashed line). As a reference, the yield according to the
standard statistical calculation is also reported in the same
figure as a solid line. The figure unambiguously shows
that, while in the GDR peak region the calculation with
an increasing width lies slightly above the data, this is no
longer the case in the region 20–35MeV where it predicts
an increase even larger than the standard statistical cal-
culation. Similar consideration holds for the slope of the
spectrum calculated above 20MeV after bremsstrahlung
subtraction [61]. The reasons can be found in the statis-
tical dipole emission rate formula (eq. (4)) where two in-
gredients contribute to the observed effect. The first is
the level density ratio which is roughly proportional to
exp (−Eγ/T ) and with increasing temperature tends to
increase the γ multiplicity at higher energies by decreas-
ing the slope of the spectrum. The second is the factor
E2

γ which multiplies the Lorentzian representing the GDR
strength function. It shifts the γ yield to higher energies
when the GDR width increases. Therefore, the overall ef-
fect, as already observed, is to induce a shift in the yield

Fig. 17. Predictions for the GDR quenching factor as a
function of E∗ [61] according to the models of Bortignon et
al. [47] (solid line), Smerzi et al. [51] (dot-dashed line) and
Chomaz [50] (dashed line).

rather then a quenching and this is not observed in the
data. Such considerations hold for all models including a
width increase in the calculation. The important conclu-
sion of the work is that the GDR gamma-ray saturation
is consistent with a disappearance of the GDR strength
above E∗ about 250MeV. This led the authors to con-
clude that E∗/A ∼ 2.5MeV represents a limit for the
existence of the dipole vibration for A ∼ 110 nuclei [44].

Similar considerations hold also for 37AMeV data
even if a slightly lower gamma multiplicity was observed.
The comparison of the average multiplicity measured in
the 27 and 37AMeV reactions with RIKEN data which
were extracted in the same region of E∗ but at lower
beam energies indicates a significant decrease of the γ
yield with bombarding energy suggesting the existence of
a dynamical effect which could influence the equilibration
time of the hot source and the development of collective
motion [45]. However, a different pre-equilibrium emission
among the reactions, not always properly evaluated, could
lead to emitting sources with different average masses and
charges, therefore affecting the emission probability which
depends on N · Z/A of the emitting system. Besides, the
comparison of the gamma yield between experiments per-
formed using different experimental setups can be biased
by the different response function of the detectors. These
considerations may weaken the conclusion of a dependence
of the γ-ray yield on beam energy.

A few other elements of this complicated puzzle remain
still unexplained. In particular, the mechanism that sup-
presses the collective motion at high excitation energies is
still unclear as well as the exact energy region where the
quenching appears. In fact, in the GANIL experiments, all
the systems were populated at excitation energies above
the cut-off energy of 250MeV, precluding a detailed study
of the onset of the quenching. Besides, the introduction of
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a sharp cutoff approximation to reproduce the data, while
pointing to a sudden disappearance of the GDR gamma
emission does not preclude the existence of a progressive
quenching of the GDR yield already below 300MeV ex-
citation energy which is actually predicted by different
models (see fig. 17).

It thus appeared important to investigate a region of
lower excitation energies where the saturation of the yield
was expected to set in and to map the progressive disap-
pearance of the GDR. The experiment performed at the
LNS-Catania with MEDEA coupled to Superconductive
Solenoid SOLE which focused the evaporation residues
on the focal plane MACISTE [62] investigated the excita-
tion energy region between 160 and 290MeV through the
study of the reactions 116Sn + 12C at 17 and 23AMeV and
116Sn + 24Mg at 17AMeV. The choice of reactions with a
strong mass asymmetry was driven by the need to reduce
the spread in momentum transfer which leads to a better
determination of the excitation energy of the system. The
reverse kinematics were used to better match the SOLE
acceptance. A single velocity window centered around the
center-of-mass velocity was selected for each reaction and
gamma-ray spectra were built accordingly. The spectra
were compared to standard statistical calculations assum-
ing a fixed width Γ = 12MeV, 100% of EWSR and a
centroid energy EGDR = 76/A1/3 similarly to what was
previously done for the reactions at 27 and 37AMeV.

The results shown in fig. 18 indicate that while the
spectra up to E∗ = 200MeV are remarkably well repro-
duced by the calculation over almost six order of mag-
nitude this is no longer the case for the spectrum at
E∗ = 290MeV where the calculation slightly overshoots
the data. In the same figure two spectra from the reac-
tion at 37AMeV measured at E∗ = 350 and 430MeV are
shown as a comparison together with the corresponding
calculations. The overall set of data shows a clear evolu-
tion of the GDR yield with E∗ from the low excitation en-
ergy domain where the statistical scenario provides a good
description of the data to a region of excitation energies
exceeding 300MeV where the GDR quenching becomes
progressively more pronounced suggesting that the criti-
cal region for the onset of the GDR quenching is between
200 and 290MeV in nuclei of mass A ∼ 110–130. All ev-
idence collected points to a limiting excitation energy of
about 250MeV for the existence of collective motion which
corresponds to a limiting E∗/A ∼ 2.5MeV. Above such
a value a rather strong suppression of the GDR gamma
emission is observed. This effect cannot be explained by a
continuous increase of the width. The reason of the sup-
pression has to be found in the competition between the
development of collective motion and particle decay.

6.4 Hot GDR disappearance in nuclei of mass
A ∼ 60–70

Since Giant Dipole Resonances are a general feature of all
nuclei it is important to investigate other mass regions to
study the evolution of their main features. In the follow-
ing, we will concentrate on the high-temperature region

Fig. 18. Gamma-ray spectra measured at 160, 200, 290, 350
and 430MeV excitation energy (a-e) in coincidence with evap-
oration residues. The spectra at E∗ = 160 and 200MeV are
from the reactions 116Sn + 12C at 17 and 23A MeV, the one at
E∗ = 290MeV is from the reaction 116Sn + 24Mg at 17A MeV
while the spectra at higher excitation energies were measured
in the reaction 36Ar + 98Mo at 37A MeV. Solid lines represent
the corresponding CASCADE calculations performed assum-
ing 100% of the EWSR and a constant width Γ = 12MeV.

where further evidence for a saturation of the γ yield was
recently observed in the mass region A ∼ 60–70. The first
information concerning the features of the GDR built on
the ground state were collected in the early seventies, as
in the case of the mass A ∼ 120, through photo-neutron
reaction studies [6].

The properties of the GDR built on excited states were
then investigated in detail through the study of 59,63Cu
nuclei [63,64]. Different entrance channels and excitation
energies were investigated in order to disentangle the ef-
fects driven by spin and temperature on the width and the
energy of the resonance [63,64]. The collected systematics
up to E∗ = 100MeV shows a centroid energy remarkably
stable with temperature while the width increases from
about 6–7MeV in the ground state, depending on the iso-
tope, up to about 15MeV [1,63,64].

More recently the study of the reactions 40Ca + 48Ca
and 40Ca + 46Ti at 25AMeV performed at the LNS-
Catania with the TRASMA detector [65] demonstrated
the existence of a limiting temperature for the collective
motion in systems of mass A ∼ 60 [66,67]. In this exper-
iment pre-equilibrium γ-rays were also investigated [67]
and a detailed description of this topic can be found in
refs. [68–72]. Heavy residues populated at about E∗ =
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Fig. 19. Gamma-ray spectrum measured in the reaction
40Ca + 48Ca at 25A MeV in coincidence with evaporation
residues. The full line is a calculation assuming a cut-off en-
ergy for the GDR emission at E∗ = 260MeV and a width Γ =
15MeV. The dashed line is a calculation assuming a smooth
cut-off expression according to [47]. The dotted line is instead
obtained assuming again a cut-off energy at E∗ = 260MeV
but a mass A = 70 for the emitting system. The dot-dashed
line is a GDR zero strength calculation used to linearize the
experimental data and calculations shown in the inset.

330–350MeV were detected in coincidence with gamma-
rays whose spectra were compared to statistical calcu-
lations assuming a centroid energy EGDR = 16.8MeV,
100% of EWSR and a width Γ = 15MeV kept constant
all along the decay process. The comparison provided ev-
idence for a quenching of the yield similarly to what was
previously observed in the mass region A ∼ 120. In or-
der to reproduce the data on 48Ca the authors intro-
duced a sharp suppression of the GDR gamma emission
above E∗ = 260MeV corresponding to a Ecut-off/A �
4.7AMeV [66,67]. The statistical calculation shown as a
solid line in fig. 19 nicely reproduced the whole spectrum.
A smaller value for the cut-off energy was needed in the
case of the 46Ti target. The authors also investigated the
effect on the cut-off of including a width dependent on
excitation energy. A width increasing up to the satura-
tion value of 15MeV reached at E∗ = 100MeV, was used
in the calculation and a cut-off energy of 240MeV was
extracted [67].

More refined calculations including the prescriptions
of different smooth cut-offs were also performed. A good
description of the data was obtained for both reactions

adopting the smooth cut-off suggested by Bortignon et
al. [47] which led to a slightly higher values of the cut-
off energy compared to the sharp cut-off approximation.
In particular, assuming a cut-off energy corresponding to
Γ ↓/(Γ ↓ + Γev) = 1/2, values of about 5.4 ± 0.5AMeV
and 4.7±0.9AMeV were extracted for 48Ca and 46Ti tar-
gets. Figure 19 includes as a dashed line the statistical
calculation performed using the smooth cut-off expres-
sion of ref. [47]. No difference with the calculation using a
sharp cut-off approximation can be observed. Other pre-
scriptions were investigated including the one assuming
a width continuously increasing with excitation energy
but a poorer agreement with data was found [67] con-
firming the results previously observed in the mass region
A ∼ 110–130. The important conclusion of this work con-
cerns the first evidence for a limiting excitation energy
for the GDR excitation in A ∼ 60–70 nuclei. Its value
of about 5MeV/nucleon differs significantly from the one
measured for nuclei in the mass region A ∼ 110–130 and
suggests the existence of a mass dependence of the limiting
temperature for the excitation of collective motion.

7 Mass dependence of the limiting
temperature

The study of the liquid-gas phase transition in nuclear
matter represents an issue widely investigated during the
last few years. It has been proposed that the presence of
collective states can be a signature of the existence of a
compound nucleus and that the disappearance of the GDR
could be a further evidence for a phase transition in nu-
clei [49,73]. In particular, the GDR disappearance at high
excitation energies gives access to the maximum excitation
energy at which nuclei can still show a collective behavior.
This energy can give complementary information to the
caloric-curve studies which provide important information
concerning the existence of a liquid-gas phase transition.
Recently, the analysis of the nuclear caloric curve for nu-
clei in different mass regions has shown evidence for the
existence of a plateau at high excitation energies which
represents the region of the equilibrium phase coexistence
between liquid and vapor. The limiting temperature rep-
resented by the plateau has been observed to decrease as
a function of the nuclear mass [15]. This affects the exci-
tation energy value at which the plateau appears which
decreases with mass as shown in fig. 20 [15].

Interesting similarities with this trend were found
studying the limiting excitation energy for the collec-
tive motion. In fact, the results indicate a decrease of
the maximum excitation energy for the collective motion
from about 5MeV/nucleon for nuclei of mass A ∼ 60–70
to about 2.5MeV/nucleon for nuclei in the mass region
A ∼ 110. Moreover, the values of the excitation energies
extracted in both mass regions are close to the energies
where the plateau of the caloric curve appears (see fig. 20).
This intriguing feature suggests the possible occurrence of
a transition from order to chaos in nuclei for excitation
energies close to the values where signals of a liquid-gas
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Fig. 20. Excitation energy per nucleon at which the limiting
temperature is reached as a function of the system mass [15].
Open symbols are the limiting excitation energies per nucleon
for the collective motion extracted in two mass regions.

phase transition were claimed to be present. The link be-
tween the two observations deserves further investigations.

8 Conclusions and perspectives

In the last twenty years of investigation, the main prop-
erties of the GDR built on excited states have been mea-
sured and understood. The most complete systematics was
studied for medium mass nuclei around A ∼ 110–120 for
which measurements were performed for excitation ener-
gies between 10 and 500MeV and spins up to J ∼ 60h̄
through both fusion reactions and inelastic scattering
yielding an extraordinarily detailed picture of the GDR
behavior.

No significant shift of the centroid energy with either
temperature or angular momentum has been observed.
The width increases both with excitation energy and spin,
the latter becoming important only above about 35h̄.
Inelastic-scattering experiments which populate a range
of excitation energies at low spin and fusion experiments
using a spin spectrometer setup have led to an experi-
mental de-convolution of temperature and spin effects. It
is now well established that the GDR width increases with
spin up to J ∼ 60h̄ and with temperature up to at least
T ∼ 3MeV. This behavior is satisfactorily accounted for
by the adiabatic thermal fluctuation model.

Above these values many claims for saturation of the
GDR width have been made in the literature. However
above 60h̄ fission sets in as the main decay channel and
increasing the angular momentum in the entrance chan-
nel does not probe higher spins. Many recent experiments
have succeeded to reach temperatures above T ∼ 3MeV.
In this region a saturation of the GDR gamma-ray yield is
observed while statistical calculations predict a continuous
increase with excitation energy. The results can be repro-
duced by a surprisingly sudden drop of the GDR strength
at E∗ ∼ 250MeV. The spectra are not compatible with
a continuous increase of the width as was predicted in

several theoretical papers. Nonetheless, it cannot be con-
cluded that the width saturates since, once the strength
has vanished, the characteristics of the GDR are no longer
probed. The drop in strength is related to a competition
between equilibration of collective motion and particle de-
cay. Several models were developed to account for such
effects and all predict a reduction of the gamma emission
probability, albeit with different laws. The lack of data
in the critical excitation energy region precludes us today
from distinguishing between the different models.

Measurements for lighter nuclei at high excitation en-
ergies show the same trends but the limiting excitation
energy for the existence of the GDR is E∗

lim/A = 5MeV
compared to approximately 2.5MeV in the A ∼ 110 mass
region. It is intriguing to compare these values with the
limiting excitation energies extracted from caloric-curve
studies. A link between the disappearance of collective
motion and a liquid-gas phase transition appears as a dis-
tinct possibility worthy of further studies.

Despite the global understanding of the characteris-
tics of collective motion at high temperatures achieved
over the past years several issues must still be elucidated.
In particular, it would be of great interest to assess the
sharpness of the disappearance of the GDR by measur-
ing a more complete excitation function in this region. A
slight bombarding-energy dependence of the GDR yield at
a given excitation energy has been observed and remained
hitherto unexplained. This effect, probably of dynamical
nature, needs to be confirmed experimentally and under-
stood theoretically. Finally, the link between the disap-
pearance of the GDR and phase transition may be better
understood by extending the systematics of high-energy
GDR studies to heavier systems as, e.g., in the lead region.
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Abstract. Different approaches for measuring nuclear temperatures are described. The quantitative results
of different thermometer approaches are often not consistent. These differences are traced back to the dif-
ferent basic assumptions of the applied methods. Moreover, an overview of recent theoretical investigations
is given, which study the quantitative influence of dynamical aspects of the nuclear-reaction process on
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reviewed. Guidelines for future investigations, especially concerning the properties of asymmetric nuclear
matter, are given.
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1 Introduction

The concept of a nuclear temperature was introduced
some seventy years ago in pioneering works performed by
Bethe [1] and Weisskopf [2]. The goal was to describe the
formation and the decay of a compound nucleus formed
in reactions induced by light projectiles, mostly neutrons.
Later on, the concept of a nuclear temperature was ex-
tended to reactions involving high-energy projectiles and
heavy ions [3]. These new studies were triggered by the
quest for nuclear instabilities and a possible liquid-gas
phase transition in nuclear matter [4,5]. To this goal, dif-
ferent experimental methods were developed and applied
in order to extract information on thermal characteristics
of highly excited nuclear systems (see, e.g., [6] and refer-
ences therein). Most of these “nuclear thermometers” rely
on the application of thermodynamic relations to charac-
terize the conditions at freeze-out. In general, the temper-
ature of a system with fixed number of particles Npart at
an energy E is defined according to statistical mechanics
as

1
T

=
∂S(E,Npart)

∂E
=

∂ ln ρ(E,Npart)
∂E

, (1)

where S is the entropy of the system, and ρ the density of
states at energy E. In order to apply this formula to obtain
a temperature, two conditions have to be fulfilled: Firstly,
the system has to be in full statistical equilibrium, i.e. each
of the states included in ρ(E,Npart) has to be populated
with equal probability, and secondly the density of states

a e-mail: a.kelic@gsi.de

has to be known. For nuclear systems these two conditions
can be critical. The degree to which the equilibrium is
reached in high-energy heavy-ion collisions is not a priori
known as the dynamical evolution of a nuclear system is
still not fully understood. What concerns the nuclear state
density, it is well known only at low energies. At high
excitation energies, on the contrary, the knowledge of the
nuclear state density is much poorer.

Apart from this, there are several other problems,
which make the extraction of nuclear temperatures even
more difficult:

– The nucleus is a microscopic system. External probes
are not applicable. Consequently, information on temper-
ature is obtained from the emission of (small) parts of the
system itself assuming that the emitted clusters made part
of the equilibrium and the density of states of the whole
system before emission, and are, therefore, representative
for the whole system.

– The nucleus is an isolated system. Due to the short
range of the nuclear force, the nucleus cannot exchange
its excitation energy with its external environment. Con-
sequently, the nuclear system is defined by the conditions:
E = const, Npart = const, and, therefore, the only ap-
propriate statistical ensemble in case of the nucleus is the
microcanonical ensemble used for isolated systems [6,7].
On the other hand, from the experiment it is not that
easy to fix the value of energy, as the amount of deposited
energy can vary strongly between different nuclear colli-
sions, especially in cases where several different reaction
mechanisms result in the emission of the same product.
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– The nucleus is a quantum fermionic system. Nucle-
ons inside the nucleus occupy different energy levels, and,
moreover, due to the Pauli principle not all nucleons can
participate in sharing the available energy. Consequently,
the effective number of degrees of freedom depends on ex-
citation energy, what is accounted for by the Fermi statis-
tics. Moreover, the global properties of a nucleus change
dynamically with energy (e.g., the density of the nucleus
reduces due to thermal expansion).

– The nucleus is an electrically charged system. The
long-range Coulomb force between protons introduces in-
stabilities [8] that could lead to a lowering of the critical
temperature.

– The nucleus heats up and cools down in a dynamical
process. Different signatures may correspond to different
freeze-out conditions, or represent different stages in the
dynamical evolution. Moreover, production during evapo-
ration can contribute to the yields of light fragments, while
expansion influences the kinetic energy of the fragments.

– The thermodynamical parameters (e.g., pressure, vol-
ume, chemical potential) are not under control. In the ex-
periment one does not have direct access to thermodynam-
ical parameters and is obliged to use model calculation in
order to extract them.

– Experimental signatures are modified by secondary
decay. Consequently, in most cases one needs robust sig-
natures, which are least affected by secondary decay (e.g.,
light IMFs).

2 Thermometer methods

In the literature, different thermometer methods have
been applied. According to their approach they can be
grouped as:

– Population approaches. Based on the grand-canonical
concept. The value of the nuclear temperature is extracted
from the yields of the produced clusters assuming a Boltz-
mann distribution: Yi ∼ exp(−Ei/T ). The most often
used methods are: Double ratios of isotopic yields [9,10],
also called isotopic thermometer; Population of excited
states (bound or unbound) [6,11–16]; Isobaric yields from
a given source [17,18].

– Kinetic approaches. Based on the concept of a canon-
ical ensemble. The value of the temperature is extracted
from the slope of the measured particle kinetic-energy
spectra; due to this, the method is named slope thermome-
ter. Two processes are studied within this approach: Ther-
mal evaporation from the compound nucleus [2] and sud-
den disintegration of an equilibrated source into observed
nucleons and light nuclei [19–23] or gamma rays [24,25].

– Thermal-energy approaches. The excitation energy at
the freeze-out is extracted by measuring the evaporation
cascade from a thermalised source by variation of neutron-
to-proton ratio N/Z. The temperature at freeze-out is then
obtained from the deduced excitation energy. An example
is the isospin thermometer [26,27].

2.1 Population approaches

2.1.1 Double ratios of isotopic yields

This method evaluates the temperature of equilibrated nu-
clear regions from which light fragments are emitted using
the yields of different light nuclides [9]. The basic assump-
tions of the method are those of the grand-canonical ap-
proach.

During the cooling and expansion stage of a hot nu-
clear system, the interactions between the constituent par-
ticles take place until density and temperature become
small enough so that the constituents do not longer inter-
act. From this time on the particle composition remains
unchanged (chemical freeze-out). As the system expands
beyond this point the frozen particles escape. By detecting
them one can obtain information on the freeze-out stage.
The starting assumption of the method is that thermal
equilibrium is established between free nucleons and com-
posite fragments contained within a certain interaction
volume V at a temperature T . In this case, the density of
a particle (A,Z) is [9]

ρ(A,Z) =
Npart

V
=

A3/2 · ω(A,Z)
λ3

· exp
(
μ(A,Z)

T

)
, (2)

where ω is the internal partition function of the particle
(A,Z): ω(A,Z) =

∑
[2 · sj(A,Z) + 1] · exp[−Ej(A,Z)/T ],

λ is the thermal nucleon wavelength λ = h/
√

2 · πmN · T ,
and μ is the chemical potential of the particle (A,Z).

In the next step, one imposes to the system also the
condition of chemical equilibrium: μ(A,Z) = Z · μpF +
(A−Z) ·μnF +B(A,Z), B being the binding energy of the
cluster (A,Z), and μpF and μnF the chemical potentials
of free protons and neutrons, respectively.

Then for the ratio Y (A,Z)/Y (A′, Z ′) between the
measured yields of two different emitted fragments one
gets [9]:

Y (A,Z)
Y (A′, Z ′)

=
ρ(A,Z)
ρ(A′, Z ′)

=
(
A

A′

)3/2

·
(
λ3

2

)A−A′

· ω(A,Z)
ω(A′, Z ′)

· ρZ−Z′
pF ρ

(A−Z)−(A′−Z′)
nF

· exp
(
B(A,Z) −B(A′, Z ′)

T

)
(3)

with ρpF and ρnF being, respectively, the densities of free
protons and neutrons contained in the same interaction
volume V at the temperature T as the cluster (A,Z). Us-
ing eq. (3) and two sets of the yields of two fragments
differing only by one proton, one obtains the temperature
of the emitting source at the moment of freeze-out [9]:

T = (ΔB1 −ΔB2)/ ln
[(

Y (A1, Z1)/Y (A1 + 1, Z1 + 1)
Y (A2, Z2)/Y (A2 + 1, Z2 + 1)

)

·
(

(A1 + 1) ·A2

A1 · (A2 + 1)

)3/2

·
(
ω(A1 + 1, Z1 + 1) · ω(A2, Z2)
ω(A1, Z1) · ω(A2 + 1, Z2 + 1)

)]
, (4)
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where ΔBi = B(Ai, Zi) − B(Ai + 1, Zi + 1), i = 1, 2. An
analogous relation is obtained if one takes pairs of nuclei
differing only by one neutron.

When applying this method to extract the value of
the nuclear temperature, several precautions have to be
taken. Firstly, as this method assumes that both thermal
and chemical equilibrium at the freeze-out are reached, it
is important to consider only those yields which can be
attributed to the equilibrium component of the whole re-
action mechanism. Secondly, one has to be sure that the
studied light particles are emitted during the freeze-out
and not as the product of secondary decay [28–30]. The
side-feeding to the considered nuclides from secondary de-
cay can result in a large spread of extracted temperature
values. Finally, in order to obtain the value of nuclear
temperature one needs to calculate the binding energies
of observed fragments, see eq. (4). Although eq. (4) de-
scribes the situation at the freeze-out very often in its
application the experimental binding energies have been
used. One should not forget that a binding energy depends
on the symmetry-energy coefficient used in the mass for-
mula, which might depend on density and temperature,
and, therefore, the use of experimental binding energies
in order to describe the situation at the freeze-out could
be questionable.

2.1.2 Population of excited states

This method has the same basic assumptions as the
double-isotopic-ratio method. The departure point is that
the population distribution of the excited states in a sta-
tistically equilibrated system should be given by the tem-
perature of the system and by the spacing between the
considered energy levels. The advantage of this method as
compared to the double-isotopic-ratio method is that one
can assume that isospin and dynamical aspects influencing
the population of the two considered states are the same.

Following this picture, the ratio R of the populations
of two states (if no feeding by particle decay takes place)
is given, similarly to eq. (3), as

R =
2 · ju + 1
2 · jl + 1

· exp
(
−ΔE

T

)
, (5)

where ju and jl are the spins of the upper and lower state,
respectively, and ΔE the energy difference between these
two states. This energy difference limits the temperature
that can be inferred by this method, as for temperatures
higher than ΔE one reaches saturation, i.e. the ratio R
approaches its asymptotic high-temperature value. The
considered excited states can be either particle-bound or
particle-unbound states. The advantage of taking particle-
unbound states lies in the fact that for the unbound states
ΔE has, generally, higher values than for the bound states,
thus allowing for the measurement of higher temperatures.
Moreover, the relative population between ground state
and particle-bound state can be changed by the sequen-
tial decay of primary fragments produced in a particle-
unbound state [11] or by the hadronic final-state inter-
actions that occurs after emission from the equilibrated

system [31]. This is important, as in cases where the pri-
mary population ratio is strongly influenced by secondary
decays the uncertainties in the extracted temperature can
be large [11].

2.1.3 Isobaric yields from a given source

This thermometer is mostly applied in studies of the ther-
mal properties of excited quasiprojectiles formed in heavy-
ion reactions in the Fermi energy regime. It uses the
model assumptions of the statistical multifragmentation
model [5], according to which, in the grand-canonical pic-
ture, the ratio between yields of two observed fragments
having the same ground-state spins and coming from the
same source is given as [17]

Y (A1, Z1)
Y (A2, Z2)

= exp
[
− 1

T
· (FA1,Z1(T, V ) − FA2,Z2(T, V )

−μn · (N1 −N2) − μp · (Z1 − Z2))
]

(6)

with F (T, V ) the internal free energy of the fragment,
Ni = Ai − Zi, T and V freeze-out temperature and vol-
ume, respectively. The internal free energy is calculated
as given in [5]. The results of this thermometer using the
Y (3H)/Y (3He) ratio compares very well with results of
double-isotopic-ratio methods using 2H, 3H/3He, 4He ra-
tios [17]. The problems inherent to the previous two meth-
ods are also present in the isobaric-yields method.

2.2 Kinetic approaches

The method of the slope thermometer is based on fit-
ting the exponential slope of measured particle spec-
tra. The spectral distributions of particles emitted by
an excited nucleus were firstly described by Weisskopf
in case of neutron-induced reactions using the standard
thermodynamic procedure [2]. The predicted spectra fol-
lowed a Maxwell-Boltzmann distribution proportional to
an energy-dependent pre-exponential factor and the Boltz-
mann function: dY/dEkin = f(Ekin) exp(−Ekin/T ). The
shape of the particle spectra was later discussed by Gold-
haber who mostly concentrated on the form of the pre-
exponential factor [32].

This method is applied to two processes:
– Thermal evaporation from the compound nucleus.

Except at very low excitation energies, the decay of an ex-
cited nucleus proceeds through several de-excitation steps.
Consequently, the mass and the temperature of the emit-
ting source vary in time, and the observed spectra rep-
resent the convolution of all these different contributions.
Therefore, for fitting the measured spectra dedicated mod-
els that properly describe the time evolution of the cooling
process have to be applied (e.g. [33–38]).

– Sudden disintegration. One assumes a single freeze-
out configuration from which nucleons and light particles
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are emitted. In this case, dynamical effects to be men-
tioned below if not properly described can lead to mis-
leading results concerning the magnitude of the extracted
nuclear temperature. Additional difficulties arise from the
fact that the observed fragment can emerge from any lo-
cation in the source, and that its Coulomb energy depends
on the number and position of all the other created frag-
ments [39]. Moreover, the Fermi motion of nucleons inside
the projectile/target as well as inside the source has to be
considered. The nucleonic Fermi motion within the collid-
ing nuclei has been discussed by Goldhaber as the origin of
the momenta of the produced fragments in fragmentation
reactions [40]. He has also pointed out that the resulting
behavior, i.e. the form of the fragment kinetic energies, is
indistinguishable from that of a thermalised system with
rather high temperature. Its relevance for the interpreta-
tion of the kinetic properties of nuclear decay products has
been underlined by Westfall et al. [21]. In ref. [22], it was
discussed that the slope temperature does not correspond
to the thermal temperature at the freeze-out but rather
reflects the intrinsic Fermi motion and, thus, the bulk den-
sity of the spectator system at the moment of break-up.
This would suggest that it may be difficult to attribute the
slope parameter of the energy spectra of the observed light
fragments directly to the thermal characteristics of the de-
caying system. As in the case of surface emission, the tem-
poral evolution of the emitting source [33,41,42] as well as
the sequential decay of excited primary fragments [33,43]
can complicate the interpretation of the measured kinetic-
energy spectra. Recently, it was proposed to use the energy
spectra of thermal Bremsstrahlung photons in order to
extract the nuclear temperature at the freeze-out [24,25].
The advantage of using gamma rays instead of nucleons
and light particles should lay in the following facts: mini-
mal contribution from pre-equilibrium processes, absence
of the reacceleration by the Coulomb field, sensitivity on
the temperature of the system right after equilibration,
and absence of final-state distortions [24].

The shape of the measured particle spectra can be in-
fluenced by collective dynamical effects —collective rota-
tion [44,45], translatory motion [20,41] and collective ex-
pansion of the source [46,47]. Each of these effects can
influence the spectra in a similar way as the changes in
the temperature; for more details see ref. [6].

2.3 Thermal approaches

Thermal approaches are based on the assumption that
the thermal energy after the freeze-out feeds an evapora-
tion cascade. The excitation energy at the freeze-out is
extracted by measuring the evaporation cascade from a
thermalised source by detecting either final residues [26,
27] or light charged particles [48,49]. While for the other
methods, the secondary decay is a disturbing effect, in
thermal approaches the evaporation cascade is used to de-
duce the temperature at the freeze-out, and it is, therefore,
also applicable to heavy reaction residues.

In the first approach —isospin thermometer— one
gains information on the excitation energy and, conse-

quently, on the temperature at the freeze-out configura-
tion by back-tracing the evaporation cascade [27]. This
idea is the base of the “thermometer for peripheral nu-
clear collisions” [26], a method to deduce the tempera-
ture of nuclear systems from the isotopic distributions of
the residues at the end of the evaporation cascade. The
method consists of applying an evaporation code with the
quite well-known ingredients of the statistical model in
order to deduce the temperature at the beginning of the
evaporation cascade. In this approach, the mean neutron-
to-proton ratio of the final residues is calculated for differ-
ent freeze-out temperatures, assuming that the N/Z ratio
of fragments at the freeze-out is the same as that of the
projectile. By obtaining agreement between measured and
calculated N/Z ratios one deduces the value of nuclear
temperature at the freeze-out. The assumption that the
fragments enter the evaporation stage with the same N/Z
as the projectile or, respectively, target nucleus is rather
simplifying, since according to some descriptions of the
nuclear break-up (e.g. [50,51]), the process of isospin frac-
tionation should result in different isotopic compositions
in case of heavy and light fragments (i.e. liquid and gas
phase), leading to a more neutron-rich gas phase and a less
neutron-rich liquid phase. While neglecting the isospin-
fractionation process will likely introduce only a small un-
certainty, details of the evaporation model especially at
high excitation energy are important for the qualitative
application of the isospin thermometer [52]. The isospin
thermometer is mostly applied at relativistic energies as
at Fermi energies the effect of isospin diffusion [53] can
complicate the interpretation of this method.

In the second case [48,49], a correlation technique for
the relative velocity between light charged particles and
IMF is applied in order to extract multiplicities and ve-
locity spectra of secondary evaporated particles. From this
information the average size and average excitation energy
of the primary hot fragments is reconstructed.

3 Corrections

One should not forget that one of the reasons for mea-
suring the nuclear temperature is the possibility to recon-
struct the nuclear caloric curve and to search for possible
evidence of a liquid-gas phase transition. Very often, the
predictions of different thermometers differ dramatically
(see e.g. [54]), and it is, therefore, of prime interest to
understand and apply all possible corrections that can in-
fluence the value of the obtained nuclear temperature.

Before we start a more detailed discussion on different
corrections to be applied, we would like to express a word
of caution —most methods mentioned above cannot re-
sult in the “correct” thermodynamical temperature of the
nucleus, as they are all based either on the canonical or
grand-canonical ensemble, but not on the microcanonical
ensemble. Moreover, due to the basic difference between
different methods (e.g. canonical vs. grand-canonical ap-
proach) one should not expect that the obtained, appar-
ent, temperatures have the same values. One should also
not forget that the measured quantity might reflect the
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temperatures on different stages (times) or different re-
gions (positions) of the system, and this is also one of
the reasons for different values of the apparent tempera-
ture. In connection with this, one can also pose the ques-
tion if some of the basic assumptions of different methods,
i.e. establishment of thermal and/or chemical equilibrium,
are fulfilled in nuclear reactions. And if so, are the mea-
sured observables characteristic of the established equilib-
rium? An optimistic answer was given in ref. [55], where it
was shown that caloric curves obtained using the above-
mentioned thermometer methods can still carry the signal
of the phase transition in a system with conserved energy.

If one assumes the validity of different thermometer
methods, in order that they are applicable one has first
to consider several corrections, and here we will discuss
some of them: finite-size effects [39,56], emission time dif-
ferences [57], multi-source emission [58], secondary de-
cay [28–30,59] and recombination [60].

3.1 Finite-size effects

One of the consequences of applying the canonical or
grand-canonical ensemble is that effects due to the fi-
nite size of the nucleus are neglected. In ref. [56] caloric
curves obtained using different double-isotopic-ratio ther-
mometers were compared with the results of microcanon-
ical calculations [4,61]. Results of this comparison have
shown that there are important differences between dif-
ferent double-isotopic-ratio temperatures themselves, as
well as between double-isotopic-ratio temperatures and
microcanonical temperatures. These deviations are es-
pecially important at higher excitation energies above
∼ 8MeV/nucleon.

The authors of ref. [56] proposed a method, indepen-
dent of the size of the source, to “calibrate” the differ-
ent thermometers using the microcanonical temperature.
They applied this procedure to re-evaluate different ex-
perimental caloric curves (ALADIN [10], EOS [62], IN-
DRA [63]). The re-evaluated caloric curves show the fea-
tures of a liquid-gas phase transition, which were missing
in the original experimental data.

3.2 Emission time differences

During a nuclear reaction, processes occurring on different
time scales (e.g. fast break-up, pre-equilibrium emission,
evaporation from the compound system) contribute to the
production of the observed fragments and light particles.
Fragments produced by these different mechanisms can
have quite different characteristics (e.g. N/Z ratio, veloc-
ity, angular distribution), and already Albergo et al. have
discussed the importance of selecting a proper subset of
observed events [9]. The influence of the reaction dynam-
ics on the observed yields of different isotopic thermome-
ters was studied in ref. [57] in more detail. It was shown
that the single ratios Y (A,Z)/A(A + 1, Z) involving one
nuclide with N < Z have several times higher values at
forward angles as compared to the backward angles, while

the single ratios including only N ≥ Z nuclides are ap-
proximately independent of the emission angle, the bom-
barding energy or the target-projectile system [57]. Based
on the expanding-evaporating source model EES [47] these
observations were interpreted as a consequence of differ-
ences in relative emission times of processes leading to
the final fragments [57]. Similarly, Hudan et al. have found
that in mid-peripheral and central collisions, isotopes with
N < Z have larger kinetic energies than heavier isotopes
of the same element [58]. The same was observed by Liu et
al. [64] for central collisions, and was explained by shorter
emission times for neutron-deficient isotopes.

3.3 Multi-source emission

Production of light charged particles and intermediate-
mass fragments is not only connected with different emis-
sion times, but also with different emitting sources. The
composition and excitation energy of the emitting source
can influence the size, composition and kinetic energy
of the observed fragments [65,66], and, consequently, the
value of the temperature extracted from yields or kinetic-
energy spectra of fragments.

For example, it was shown in ref. [58] that fragments
emitted from the mid-velocity source have broader peaks
and higher tails in transverse-velocity distributions and
are more neutron-rich as compared to fragments emitted
from the projectile-like source. In ref. [67] a detailed study
on the validity, accuracy and experimental limits of the ex-
citation energy measurements in the Fermi-energy regime
has been performed. There, it was shown that difficulties
in separating particles coming from different sources, es-
pecially for mid-peripheral and central collisions, as well
as different experimental thresholds and cuts can lead to
uncertainties in the source reconstruction.

Therefore, it is very important to identify in an exper-
iment all different sources that contribute to the produc-
tion of the observed fragments and their characteristics.
Otherwise, the extracted value of the nuclear temperature
will represent an average over different processes and con-
ditions.

3.4 Recombination

In statistical models based on the canonical or grand-
canonical ensemble, the momentum distribution of frag-
ments is Maxwellian at the corresponding temperature,
and, consequently, there is a probability that some pairs
of primary fragments come close enough to feel the nu-
clear force and may recombine to form an excited heavier
fragment, which may also decay later. This question on
the evolution of the primary fragments under the com-
bined influence of Coulomb and nuclear fields was studied
in refs. [60,68]. Samaddar et al. have shown that, while
the calculations without recombination predict an increase
in the temperature with excitation energy similar to the
Fermi-gas model predictions, inclusion of the recombina-
tion effect resulted in a decrease of the nuclear tempera-
ture and a plateau in the caloric curve [60].
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On the other hand, in models based on the micro-
canonical ensemble [4,61], the momenta and positions of
the fragments are coupled, and the probability of having
two fragments close in the freeze-out volume is strongly
reduced by the Coulomb repulsion. Consequently, the ef-
fects of recombination may be reduced as compared to
the above-mentioned results. Therefore, it would be very
interesting to perform more detailed and dedicated calcu-
lations based on the microcanonical ensemble in order to
quantitatively understand the recombination effect.

3.5 Secondary decay

The primary fragments produced at the freeze-out stage
are usually highly excited and they can undergo secondary
decays. Such decay is evidenced, for example, in refs. [48,
49] in which a method based on correlations between light
charged particles and IMF was applied in order to extract
multiplicities and velocity spectra of particles emitted
during the evaporation from the primary hot fragments.
Therefore, the measured yields used to extract the nuclear
temperature are different from the primary distributions
at the freeze-out stage. This question was studied on a
theoretical basis by several authors, see e.g. [28–30,69].

Tsang et al. argued that the fluctuations observed
in the value of the nuclear temperature applying differ-
ent double-isotopic-ratio thermometers appear to origi-
nate from structure effects in the secondary-decay process
and that each isotope ratio shows a characteristic behavior
independently of the reaction [30]. Calculations performed
by Xi et al. [69] indicated that due to strong feeding ef-
fects, the double-isotopic-ratio method is strongly influ-
enced by secondary decays at temperatures above 6MeV.
Raduta and Raduta [29] have applied the sharp micro-
canonical multifragmentation model [56] with inclusion
of secondary decay in order to evaluate the caloric curve
from different isotopic thermometers for primary decay
and asymptotic stages. In both stages, a dispersive char-
acter of the isotopic caloric curve increasing with the in-
crease of the excitation energy was evidenced. The authors
proposed a procedure to calibrate the isotopic thermome-
ters on the microcanonical predictions independently of
the source size and excitation energy [29].

A complex structure in the residue yields was re-
cently evidenced in the fragmentation reaction 238U+Ti
at 1 AGeV [59]. From the light fragmentation residues,
fully resolved in A and Z, an important even-odd stagger-
ing in the yields was observed. Using the statistical model
of nuclear reactions, it was shown in ref. [59] that for all
classes of nuclei except for N = Z nuclei structural effects
in nuclear binding and in the level density are responsible
for the observed staggering. The chain of N = Z nuclei
appears as a special class of nuclei with increased enhance-
ment in the production of even-even nuclei compared to
other chains with N −Z = even, and possible origins like
the Wigner energy, alpha clustering, and neutron-proton
pairing were discussed [59]. Therefore, when correcting for
secondary decay, complex structure, as extremely strong
even-odd staggering in N = Z nuclei, must be considered.

4 Thermometer results

4.1 Nuclear caloric curves

As indicated in a number of previous reviews, measure-
ments of nuclear temperatures, which have long been em-
ployed to explore excited nuclei, can also provide impor-
tant information on the van der Waals-like nuclear equa-
tion of state and the postulated liquid-gas phase tran-
sition [3,28,70–73]. A large number of theoretical cal-
culations have explored the nuclear equation of state
and reported values for the critical temperature, TC , of
semi-infinite nuclear matter (nuclear matter with a sur-
face). References [74–84] constitute a representative sam-
pling of these calculations. The different nuclear inter-
actions employed in the calculations lead to large differ-
ences in the critical temperatures derived from these in-
teractions. Values from 13 to 24MeV are reported in the
cited references. For finite nuclei, early theoretical work
by Bonche and collaborators explored the thermal prop-
erties and stability of highly excited nuclei by employing a
temperature-dependent Hartree-Fock model with Skyrme
interactions [8,85,86]. This work and later work with other
models [87–92] predict the existence of “limiting tempera-
tures”. The temperatures at which the expanded nucleus
reaches the limit of equilibrium phase coexistence between
liquid and vapor were designated “Coulomb instability”
temperatures [8,85].

In extensions of the work of refs. [85] and [8], Bespros-
vany and Levit mapped the limiting temperature surface
as a function of N and Z [86]. The limiting temperatures
that they calculated are shown in fig. 1. They are well
below the critical temperature of nuclear matter. This re-
flects size effects, Coulomb effects and isospin asymme-
try effects for the finite nuclei studied. It is important to
note that such predictions are sensitive to both the cho-
sen nuclear interaction and to the assumed temperature
dependence of the surface energy [93]. One important goal
of experimental measurements of temperatures of excited
nuclei has been to derive information on TC .

Fig. 1. Limiting temperatures predicted by Besprosvany and
Levit [86].
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Fig. 2. Mass dependence of limiting temperatures for various
Skyrme interactions [87].

Fig. 3. Correlation between limiting temperature and TC for
nuclear matter [87].

Employing a variety of Skyrme interactions, Song and
Su derived a mass-dependent scaling of the correlation
of limiting temperatures with the critical temperature of
nuclear matter [87]. Their results are shown in figs. 2
and 3. A similar scaling exists when other model inter-
actions are employed [87–90]. The limiting temperatures
are found to be quite sensitive to TC and rather insensi-
tive to the nuclear incompressibility, Kinc. These results,
together with gathering experimental evidence of multi
fragment disassembly modes at higher excitation ener-
gies, spurred the development of both statistical [4,5,94–
96] and dynamic [97–104] models capable of exploring the
multifragmentation process in much greater detail. Such
models have made much more detailed predictions on the
nature of multifragmentation processes and the excitation
energy dependence of the temperature, i.e., the nuclear
caloric curve.

In statistical models of multifragmentation, increas-
ing excitation energies lead to the onset of a plateau in

the temperature. This plateau occurs at a “cracking en-
ergy” which may be associated with the Coulomb instabil-
ity and leads to multiple fragment production [5,94,95].
Such plateaus are also observed within the framework of
classical molecular dynamics calculations [104–106] and
quantum molecular dynamics calculations [107,108].

Concurrently with these theoretical studies, many ex-
perimental investigations have resulted in the construction
of caloric curves [14,109–120]. In ref. [121], a number of ex-
perimental caloric curves derived from charged particle ob-
servables were compared. The nature of the experimental
collision dynamics encountered in the caloric-curve mea-
surements is generally such that the masses of the excited
nuclei that are produced in these experiments vary as the
excitation energy varies. Although data from different ex-
periments exhibit significant fluctuations, caloric curves
may be constructed for different mass regions selected
from the available data. Such curves, presented in fig. 4,
are qualitatively similar and flatten into broad plateaus
at higher excitation energies. Similar behavior is seen in a
caloric curve derived using a very different technique, ob-
servation of “second chance” Bremsstrahlung gamma-ray
emission for a series of reactions which span a wide range
of mass [24,25,122].

Parameterized in terms of an inverse Fermi gas level
density parameter, k = T 2/(Ex/A), the data indicate that
k initially increases from k ∼ 8 to k ∼ 13 as the excita-
tion increases. Such behavior has been explained in mod-
els which take into account the change in effective nucleon
mass with excitation energy [123–127]. Beyond excitation
energies corresponding to the onset of the plateau, the de-
rived values of k become progressively smaller reflecting
the limiting temperature behavior seen in fig. 4. An anal-
ysis of this trend, carried out assuming a nondissipative
uniform Fermi gas model, indicates a rapidly increasing
expansion of the nuclei with increasing excitation energy
above the excitation energy where the limiting tempera-
tures are first reached [128]. Further evidence for this ex-
pansion is found in significant barrier lowering for ejected
clusters [21,129,130] as well as in coalescence radius deter-
minations [131]. Recent papers modeling the caloric curves
assuming an expanding mononucleus are in generally good
agreement with the experimental data [126,127]. Never-
theless, the effect of clustering on the level density of the
system needs to be better understood. In models that in-
clude clusterization, the possible existence of negative heat
capacities near the onset of the plateau has been exten-
sively discussed [5,94,132–134] and some experimental ev-
idences for observations of such negative heat capacities
have been presented [135–137]. However, these interpre-
tations have been subjected to some criticism [138,139].
It appears that, at present, the evidence for negative heat
capacities is much more secure in analogous measurements
of caloric curves for atomic clusters [140,141].

Although fig. 4 shows that there is a considerable
spread in limiting temperature data from different mea-
surements, the average temperatures in the plateau re-
gions for each mass window have been employed to study
the mass dependence of limiting temperatures. The lim-
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Fig. 4. Caloric curves for five selected regions of mass. See
ref. [121].

iting temperatures characterizing these plateaus decrease
with increasing nuclear mass (see fig. 5).

Both, the flattening of the caloric curve and the de-
crease of limiting temperature with increasing mass, are
in agreement with a large number of theoretical calcula-
tions. Employing Fisher scaling analysis, Elliott et al. [142]
concluded that the critical temperature for a nucleus with
A ∼ 168 at Ex/A = 3.8MeV is 6.7MeV. This tempera-

Fig. 5. Limiting values of temperature vs. mass. Tempera-
tures derived from double isotope ratio measurements are in-
dicated by solid diamonds. Temperatures derived from thermal
Bremsstrahlung measurements are indicated by open squares.
The lines represent the calculated limiting temperatures from
references [90] (dashed line) and [82] (solid line).

ture is in good agreement with the limiting temperature
deduced from the caloric curve. It appears that the point
identified as the critical point by the droplet analysis is
the point of initial flattening of the caloric curve.

4.2 Caloric curves and the nuclear equation of state

In ref. [143], the mean variation of Tlim/TC with A deter-
mined from commonly used microscopic theoretical calcu-
lations has been used, together with the five experimental
limiting temperatures reported in ref. [121], to extract a
critical temperature of nuclear matter of 16.6±0.86MeV.
Using a relationship between parameters used to describe
nuclear matter suggested by Kapusta [144] and Lattimer
and Swesty [145], both the incompressibility and the ef-
fective mass can be derived. The compressibility modulus
for moderately excited nuclei, determined from the critical
temperature in this manner is consistent with that deter-
mined from measurements of the nuclear Giant Monopole
Resonance [146]. In attempts to derive the nuclear mat-
ter coexistence curve from Fisher scaling analysis nuclear
matter critical temperatures of 10 to 14MeV have been
obtained [147]. These values are surprisingly close to the
values derived for the finite systems studied [148]. Here,
again, the temperature dependence of the surface energy
plays an important role in the extrapolation to nuclear
matter.

4.3 Temperature evolution

Both dynamic and thermodynamic considerations lead us
to expect significant temperature changes as the reactions
progress. Thus, probing the thermal evolution of the sys-
tem can provide considerably more information on the his-
tory and degree of equilibration of the collisionally heated
systems. In some recent measurements, the kinetic energy
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Fig. 6. THHe vs. surface velocity. See text. Horizontal bars are at 3–3.5 cm/ns corresponding to entry into the evaporation
phase of the reaction. Solid lines indicate fits to data.

variation of emitted light clusters has been employed as a
clock to explore the time evolution of the temperature for
thermalizing composite systems in the reactions of 26A,
35A and 47AMeV 64Zn with 58Ni, 92Mo and 197Au [149].
Figure 6 presents experimental results for the double iso-
tope ratio temperatures as a function of velocity in the
nucleon center-of-mass frame.

For the earliest stages of the collision, transport model
calculations demonstrate a strong correlation of decreas-
ing surface velocity with increasing time [149]. For each
system investigated, the double isotope ratio temperature
curve exhibits a high maximum apparent temperature, in
the range of 10–25MeV, at high ejectile velocity. These
maximum values increase with increasing projectile en-
ergy and decrease with increasing target mass and are
much higher than the limiting temperatures determined
from caloric-curve measurements in similar reactions.

In each case, the temperature then decreases mono-
tonically as the velocity decreases below the velocity at
which the maximum is seen. The maxima in the tempera-
ture curves appear to signal the achievement of chemical
equilibrium (a pre-requisite for employment of double iso-
tope temperatures) at least on a local basis. They are quite
comparable to those reported for QMD transport model
calculations of the maximum and average temperatures
and densities achieved in symmetric or near symmetric
heavy ion collisions [150]. Those results strongly suggest
the presence of an initial hot, locally equilibrated, par-
ticipant zone surrounded by colder spectator matter. A
similar picture is obtained in the AMD-V calculations of
ref. [151]. For each different target, the subsequent cooling
as the ejectile velocity decreases is quite similar. Tempera-
tures comparable to those of limiting temperature system-
atics are reached at times when AMD-V transport model
calculations predict entry into the final evaporative or
fragmentation stage of de-excitation of the hot composite
systems. Calibration of the time-scales using AMD-V cal-
culations indicate that this occurs at times ranging from
∼ 135 fm/c for the Ni target to ∼ 165 fm/c for Au [149].

5 Conclusions

From all what was said, it is clear that it is not straight-
forward to determine the thermodynamical temperature
T (1/T = ∂S/∂E) of a nuclear system. Important the-
oretical progress in understanding the conceptual differ-
ences in the apparent temperature values obtained from
the different experimental methods has been made in the
last ten years. Also on the experimental side, efforts have
been made in order to obtain more information on the
influence of the reaction dynamics on the apparent tem-
perature values.

An enormous complexity of effects involved in the in-
terpretation of apparent-temperature measurements has
been evidenced. Understanding of these effects helped
in approaching the results obtained using different ther-
mometer methods. The question is whether we still have
more complexity to expect. Le Fèvre et al. [55] have shown
that apparent temperatures, even if uncertain in absolute
value, seem to be surprisingly robust in showing signa-
tures of phase transitions. In other words, caloric curves
obtained using some of the above-mentioned thermometer
methods can still carry the signal of the phase transition
in a system with conserved energy.

On the other hand, for the systems already studied,
the differences in the entrance channel isospins and in the
first stage dynamics lead to some variation of the isospin
of the fragmenting nuclei. However, the systematic uncer-
tainties in the present measurements are such that sen-
sitivity to this variable is not obvious. In the future, ex-
tension of caloric-curve measurements to nuclei far from
stability should be very instructive. With the proposed
radioactive beam facilities it will be possible to employ
caloric-curve measurements to determine the critical pa-
rameters for quite asymmetric nuclei. In the future, de-
termination of the nuclear level densities, of the limiting
temperatures and of critical temperatures for asymmetric
nuclear matter will play a significant role in providing a
means to establish the isospin dependence of the nuclear
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equation of state and the nature of the phase transition
in asymmetric nuclear matter.
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A. Kelić et al.: Nuclear thermometry 213

105. A. Strachan, C.O. Dorso, Phys. Rev. C 58, 632 (1998).
106. M.J. Ison et al., Physica A 341, 389 (2004).
107. Y. Sugawa, H. Horiuchi, Prog. Theor. Phys. 105, 131

(2001).
108. T. Furuta, A. Ono, Prog. Theor. Phys. Suppl. 156, 147

(2004).
109. K. Hagel et al., Nucl. Phys. A 486, 429 (1988).
110. R. Wada et al., Phys. Rev. C 39, 497 (1989).
111. D. Cussol et al., Nucl. Phys. A 561, 298 (1993).
112. M. Gonin et al., Phys. Rev. C 42, 2125 (1990).
113. T. Odeh, GSI Report Diss. 99-15, August 1999, and ref-

erences therein.
114. J.A. Hauger et al., Phys. Rev. C 62, 024616 (2000).
115. R. Wada et al., Phys. Lett. B 423, 21 (1998).
116. K.B. Morley et al., Phys. Rev. C 54, 737; 749 (1996).
117. J. Cibor et al., Phys. Lett. B 473, 29 (2000).
118. K. Hagel et al., Phys. Rev. C 62, 034607-1 (2000).
119. A. Ruangma et al., Phys. Rev. C 66, 044603 (2002).
120. B. Borderie, Proceedings of the Conference Bologna 2000,

Bologna, Italy, 2000, edited by G.C. Bonsignori et al.,
Vol. 1, Nucleus-Nucleus Collisions (World Scientific, Sin-
gapore, 2001) p. 187, preprint nucl-ex/0102016.

121. J.B. Natowitz et al., Phys. Rev. C 65, 034618 (2002).
122. D.G. d’Enterria et al., Phys. Rev. Lett. 87, 22701 (2002).
123. R. Hasse, P. Schuck, Phys. Lett. B 179, 313 (1986).
124. S. Shlomo, J.B. Natowitz, Phys. Lett. B 252, 187 (1990).
125. S. Shlomo, J.B. Natowitz, Phys. Rev. C 44, 2878 (1991).
126. L.G. Sobotka et al., Phys. Rev. Lett. 93, 132702 (2004).
127. J.N. De et al., Phys. Lett. B 638, 160 (2006).

128. J.B. Natowitz et al., Phys. Rev. C 66, 031601 (2002).
129. A.S. Hirsch et al., Phys. Rev. C 29, 508 (1984).
130. V.E. Viola et al., Phys. Rev. Lett. 93, 132701 (2004).
131. J. Cibor et al., in Isospin Physics in Heavy-Ion Collisions

at Intermediate Energies, edited by Bao-An Li, W.U.
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Abstract. Methods for determining the heat content E∗/A of hot nuclei formed in energetic nuclear reac-
tions are discussed. The primary factors involved in converting raw data into thermal physics distributions
include: 1) design of the detector array, 2) constraints imposed by the physics of the reaction mechanism,
and 3) assumptions involved in converting the filtered data into E∗/A. The two primary sources of uncer-
tainty in the calorimetry are the elimination of nonequilibrium emissions from the event components and
accounting for the contribution of neutron emission to the excitation energy sum.

PACS. 25.40.Ve Other reactions above meson production thresholds (energies > 400MeV) – 25.70.Pq
Multifragment emission and correlations – 25.70.-z Low and intermediate energy heavy-ion reactions

1 Introduction

In order to describe the thermodynamic behavior of hot
nuclear matter formed in energetic nuclear reactions, a
knowledge of the heat content is fundamental. Stimu-
lated by the caloric-curve measurements of the ALADiN
group [1], extensive effort has been devoted to the deter-
mination of this energetic factor over the past decade. For
hot nuclei the heat content is expressed in terms of the
excitation energy E∗. Since nuclei are finite systems, the
number of nucleons A is also necessary, so that the relevant
thermodynamic quantity is E∗/A. This paper is devoted
to the factors involved in evaluating E∗/A and the lim-
itations imposed on the results due to experimental and
physics constraints.

Ideally, the dynamics of the entrance channel lead to
well-defined disintegrating ensembles and the calorimet-
ric measurement of E∗/A requires an apparatus that col-
lects the total kinetic energy (K), charge (Z) and mass
(A) of all charged particles and neutrals that compose a
given event. With this information each event can be re-
constructed, permitting the calculation of E∗ and A of the
source, where

E∗
source =

∑
i

Kcp(i) +
∑

j

Kn(j) −Q(i, j) (1)

and

Zsource =
∑

i

Zcp(i), (2)

a e-mail: viola@indiana.edu

Asource =
∑

i

Acp(i) +
∑

j

An(j). (3)

Here Kcp is the kinetic energy for all LCPs (H and He),
IMFs (3 ≤ Z � 20) and heavy residues (A � 20). Kn

is the neutron kinetic energy and energy of gammas, and
the removal energy (−Q) is the negative of the reaction
Q-value. All kinetic energies should be calculated in the
source frame. The charge and mass of the source are given
by Zsource and Asource; the charge of the emitted charged
particles is Zcp, and Acp and An are the mass numbers of
the charged particles and neutrons, respectively.

However, no calorimeter is perfect and, moreover, the
entrance channel dynamics may lead to several sources
that produce particles. Thus, in order to extract E∗/A of
a given source from data, one must construct a detector
filter that converts the measured distributions into final
data. Among the sources of energy, charge and mass loss
or contamination are:

1. acceptance limitations imposed by the construction of
the apparatus and the properties of its constituent de-
tectors [2];

2. physics uncertainties, most importantly the criteria for
accepting only studied source particles that are classi-
fied as “equilibrium-like”; i.e., pre-equilibrium, mid-
rapidity emissions and possible contamination from
other source productions (target-like and fusion events
if projectile-like events are under study) must be re-
moved from the sums for eqs. (1)-(3).

3. Measurement uncertainties, most importantly particle
characterization (Z, A, angles and energy) and the
characterization of the source frame used for eq. (1).
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Table 1. Systems and detectors reviewed for calorimetry mea-
surements.

Reaction type Detector/Collaboration References

p̄ + A Berlin n/cp Ball [3,4]
p̄, p, π, 3He + A ISiS [5,6]
p, 4He, C + A FASA [7]
A + C EOS [8,9]
A + A ALADiN [1,10]
A + A INDRA [11]
A + A TAMU [12,13]
A + A Chimera [14]
A + A Laval array [15]
A + A Superball [16]
A + A Multics [17–19]

4. Finally, since no two-detector arrays have the same
acceptance, differences in procedures for converting the
filtered data into E∗/A must be examined.

In the following sections, these issues are surveyed
along with their inherent uncertainties. The analysis is
drawn from those references in table 1, which are repre-
sentative (but not complete) examples of the procedures
currently employed in nuclear calorimetry.

2 The detection filter

The existing multifragmentation detector arrays are of
various types. Most charged-particle detection involves
some combination of silicon, gas ionization chamber and
CsI scintillator telescopes for Z (and in some cases A)
identification [3–7,11,12,14,15]. The EOS experiment [8,
9] employed a time projection chamber (TPC) and AL-
ADiN utilized a magnetic spectrometer [1,10], both cou-
pled to several detector arrays. Neutrons have been mea-
sured with large tanks of Gd-loaded scintillator liquid and
via time-of-flight techniques [3,4,16]. Few experiments
have been performed with simultaneous Z and A identi-
fication for the entire multifragmentation yield. For rela-
tivistic beams, the EOS TPC is well suited for complete Z
and A identification in the forward laboratory hemisphere
and the ALADiN experiments permit A detection over a
significant mass range. Medium- and heavy-fragment iden-
tification by most other arrays relies on mass balance tech-
niques and/or partial information (A or Z), with N/Z as-
sumptions. In developing a reliable detector filter, several
factors must be considered, as enumerated below. The fil-
ter must then be tested to ensure that it reproduces input
from an appropriate simulation.

2.1 Solid-angle acceptance

In constructing any detector array, allowance must be
made for beam entry/exit ports and any shadowing by the
target. For light-ion reactions, for which the laboratory an-
gular distributions are nearly isotropic, target shadowing

must be treated carefully. For inverse kinematics or A+A
reactions, the effect of the exit port dead solid angle is pro-
jectile energy dependent. This effect may be controlled for
high-energy beams by using a magnet. In any case the re-
sulting geometric-acceptance factor must then be applied
to all events, which due to fluctuations, may either over-
or under-correct the data. For most detectors, geometric
acceptance ranges from about 75% to the nearly complete
acceptance for the EOS TPC in inverse kinematics. But
those numbers should be reconsidered when speaking of
real acceptance since the solid-angle acceptance depends
on impact parameter and type of particle.

2.2 Detector granularity

Since the final states in multifragmentation reactions may
involve large numbers of particles, high detector granu-
larity (N > 100) is essential to minimize multiple-hit
misidentification of fragments. In addition, angular in-
formation is required to test whether events classified as
“equilibrium-like” meet the isotropic emission standard
for a randomized system and is fundamental to rebuild
the studied source velocity. The detector granularity and
the angular resolution of a detector are technically differ-
ent because they are related to different issues.

2.3 Detector characteristics —charged particles

The technical challenge of charged-particle detection is re-
lated to the large energetic range of particle detection and
the necessity of identifying everything from light charged
particles up to heavy residues.

– Energy identification thresholds:
Ideally, for eqs. (1) and (2) Z and A identification
of the products is required. Practically, this is almost
done for light charged particles and light IMFs with
an energetic threshold that depends, for example on
the ΔE-E technique, on the thickness of the ΔE. Be-
low the threshold and for all other charged particles
either A (ΔE-E technique) or Z (time-of-flight tech-
nique) remains unknown and mean values are used in
the calorimetry.

– Energy thresholds:
The low-energy component of spectra measured with
ΔE-E particle identification telescopes is constrained
by the thickness of the ΔE element. Lowest thresholds
are obtained with gas ionization chambers, essential
for light-ion–induced reactions or excited target-like
source reconstruction. The kinematic boost for frag-
ments produced in heavy-ion reactions permits the use
of higher stopping power, Si and CsI ΔE elements in
the forward direction. Since the energy threshold de-
pends on the detected species, this may affect the over-
all real detector acceptance. Ideally, corrections to the
energy sum must be made for the missing part of the
spectrum due to threshold effects.
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– Detector resolution:
Si semiconductor detectors provide the highest energy
resolution for the determination of energy loss and to-
tal energy K. For this reason Si-Si telescopes can pro-
vide both Z and A information for a significant range
of the multifragmentation spectrum, limited by the
minimum ΔE thickness and maximum E thickness.
Si detectors are also used for time-of-flight A identifi-
cation. Because of their minimum stopping power, gas
ionization chambers are most effective as ΔE detec-
tors for fragments with low kinetic energy per nucleon
but usually do not yield both Z and A identification.
Although CsI provides the poorest energy resolution,
the ability to form very thick crystals makes it ideal
for detecting the most energetic particles. Depending
on the energy of the emitted particles, TPC measure-
ments usually yield energy resolution intermediate be-
tween Si and CsI for IMFs and heavier fragments. In
addition, plastic scintillators and pulse-shape discrim-
ination have been employed, as well as silicon pulse-
shape analysis, to identify fragments.

2.4 Detector characteristics —neutrons

The greatest experimental uncertainty in determining the
total kinetic-energy sum is the contribution from neu-
tron emission, for which multiplicities are greater than or
comparable to charged particles. The energy associated
with gamma rays is usually assumed to be small. The
neutron kinetic-energy spectrum is measured via time-
of-flight techniques, using fast plastic/liquid scintillators.
Such measurements sample only a small fraction of 4π be-
cause of the spatial limitations imposed by the flight path.
Hence, they yield only limited multiplicity information.
Neutron multiplicities and charged-particle correlations
have been determined with ≈ 4π tanks of Gd-loaded liq-
uid scintillator [4,12,16]. Neutron detection must be cor-
rected for energy-dependent efficiency losses, which con-
tribute to the multiplicity uncertainty. When neutrons are
not detected, mean values for neutron multiplicity and to-
tal neutron kinetic energy are assumed. In the case of full
identification of the source charged products, the neutron
multiplicity is accessible via a source N/Z hypothesis on
an event-by-event basis. For the mean total neutron ki-
netic energy, several techniques based on proton charac-
teristics or on experimental results or on average effective-
temperature estimates are employed.

2.5 Replacement of unmeasured quantities

As has been described, there exist several methods to re-
place an unmeasured quantity in eqs. (1) and (2). Each
method has its own advantage or disadvantage depending
on the experimental context and the best choice depends
on the goal of the measurement. Therefore, caution should
be taken by keeping only conservative hypotheses, con-
trolled with simulations taking into account the detector
acceptance.

2.6 Statistics

The total number of events in the case of highly excited
nuclei (E∗/A ≥ 2MeV) is a function of both the maximum
event rate of the detector array and the availability of ac-
celerator time. TPC and neutron tank measurements are
limited in counting rate, so statistics are usually low. De-
tector array studies of A+A reactions exhibit a wide range
of statistics, depending on the number of systems studied
in a finite amount of accelerator time. Most of the light-ion
data have accumulated large numbers of events by using
secondary beams over long (months) running time. Since
the multifragmentation yield decreases with increasing ex-
citation energy, the accumulation of high statistics is an
important factor in determining reliable distributions.

3 Physics issues

In addition to mechanical and detector response contri-
butions to the filter, several physics issues must be ad-
dressed, the most important of which is the selection of
“equilibrium-like” events. The time evolution of nuclear
reactions above the Fermi energy extends from the initial
collision phase to an eventually randomized state that de-
cays statistically. Particle emission occurs at all stages as
translational projectile energy is converted into internal
excitation energy. Selection of only those emissions that
have a statistical origin is therefore a nontrivial problem.
Other physics issues also come into play; e.g. neutron-
proton multiplicity correlations, kinematics effects on the
event reconstruction process in A+A and inverse kinemat-
ics reactions, and the primary N/Z ratio of the emitted
fragments. Below, these contributions to the filter are dis-
cussed.

3.1 Pre-equilibrium and mid-rapidity emission

Two essential first-order tests of a randomized system are
the Maxwellian nature of its spectra and the forward-
backward symmetry of its particles in the system frame.
This is completely true when the collision dynamics lead to
a unique fully equilibrated source of particles. It is not nec-
essarily true for a deformed source or when Coulomb re-
pulsion effects occur within the presence of another source
of particles or in the presence of collective effects. Last but
not least, the characterization of the source frame veloc-
ity is of prime importance for the angular symmetry test,
where in some conditions this test may be used for deter-
mining the source velocity.

In figs. 1-5 spectra are shown for light-ion–induced
reactions at GeV energies. These spectra best illustrate
the prompt vs. statistical emission ambiguity, since there
is only a single emitting source and the difference be-
tween the laboratory and center-of-mass velocities is small
(≈ 0.01 c). Figure 1 shows neutron spectra at a far back-
ward angle for reactions of 1.2GeV antiprotons on several
targets [3,4]. Two components are present: a low-energy
Maxwellian peak and an exponential high-energy tail. The
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Fig. 1. Neutron kinetic-energy spectra at 145 deg for several
target nuclei bombarded with 1.2GeV antiprotons. Taken from
ref. [20].

former is associated with “equilibrium-like” behavior and
the latter with pre-equilibrium emission. Separating these
two components on an event-by-event basis is not a trans-
parent procedure. Figure 2 shows inclusive spectra for
LCPs and IMFs measured in the 8GeV/c π− + 197Au
reaction [6]. These spectra have been decomposed using a
two-component moving-source model that assumes a sta-
tistical model for the low-energy component (dashed line)
and an arbitrary Maxwellian function for the high-energy
tail (dotted line). Pre-equilibrium emission is seen to be
primarily important for LCPs and decreases in significance
as the fragment charge increases.

In fig. 3 the angular dependence of the spectra is
shown, along with the moving-source decomposition. Pre-
equilibrium emission is forward-focused, whereas the sta-
tistical component (when integrated) is nearly isotropic in
the lab system. By demanding forward-backward isotropy
of the statistical component, the average source veloc-
ity can be determined, as well as the fragment energy at
which the pre-equilibrium contribution is a negligible con-
tribution to the total yield (cutoff energy). The average
source velocity and cutoff energy can be determined from
moving-source fits to the data. These are then incorpo-
rated into the filter, using a Z-dependent function for the
cutoff energy.

As examples of how the separation between statistical
and pre-equilibrium affects the determination of E∗/A,

Fig. 2. Angle-integrated kinetic-energy spectra for Z = 1, 2, 3
and 6 particles observed in the 8.0GeV/c π−+197Au reaction.
Lines are the result of a two-component moving-source fit com-
posed of a thermal source (dashed line), nonequilibrium source
(dotted line) and their sum (solid line). Taken from ref. [6].

fig. 4 compares the excitation energy distribution for the
π− + 197Au reaction using both the EOS cutoff energy of
Kcp/A = 30MeV for all particles [8,9] and that employed
by ISiS, K = 30MeV for protons and Kcp = 9Z+30MeV
for higher fragment charges [21]. The EOS prescription
enhances the probability for high E∗/A values, leading to
the difference of nearly 200MeV at the 1% probability
level. (In all other regards the 1GeV 197Au + 12C results
from EOS are consistent with the 8GeV/c π− + 197Au
results from ISiS.)
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Fig. 3. Alpha-particle kinetic-energy spectra as a function of
the angle, from ref. [6].

Fig. 4. Comparison of excitation energy distributions for the
same experimental data set analyzed with the thermal cutoff
energies of refs. [6] (circles) and [9] (triangles).

The pre-equilibrium/statistical separation process is
further complicated by the evolution of the spectra with
E∗/A as shown in fig. 5. Here H and He spectra, which
dominate the pre-equilibrium yield, are shown for E∗/A =
2–4, 4–6 and 6–9MeV bins. The ISiS cutoff assumptions
were derived from the lower-energy bin. However, as E∗/A
increases, the spectra evolve into a single Maxwellian dis-
tribution, so that separation of the two components be-
comes more ambiguous.

Fig. 5. Kinetic-energy spectra for Z = 1 and 2 nuclei as a
function of excitation energy for the 8.0GeV/u reaction. From
ref. [6].

For A + A reactions the situation is complicated by
the existence of three sources: the projectile-like, target-
like and mid-rapidity ones, each of which is then subjected
to the same constraints as for light ions. The behavior
of the three sources is illustrated in fig. 6, which shows
invariant cross-section distributions for Z = 3, 6 and 9
fragments as a function of bombarding energy for periph-
eral 197Au + 197Au data from the INDRA@GSI Collabo-
ration [22]. The separation of the Coulomb rings for the
projectile-like source (high y) from the target-like source
(low y) becomes increasingly distinct as the bombarding
energy increases. For Z = 3 the pre-equilibrium skew-
ing of the spectra along the beam axis (x = 0) is appar-
ent. For Z = 6 and 9 this contribution becomes less im-
portant. At lower bombarding energies, the mid-rapidity
source masks the projectile-like and target-like statistical
spectra, complicating their separation, a procedure that
entails the same type of arbitrary assumptions that exist
for the light-ion data.

The effect of assumptions about nonequilibrium emis-
sion is presented in fig. 7 for peripheral 197Au + 197Au re-
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Fig. 6. Invariant cross-section plots for Z = 3, 6 and
9 fragments as a function of bombarding energy for the
197Au + 197Au reaction [22].

action energies of 600, 800 and 1000GeV, data obtained by
the ALADiN group [23]. In the caloric curve shown in the
top panel, the E∗/A distribution extends up to 25MeV for
the 1000A MeV data, and the two caloric curves are not
consistent. In the central panel, the relative contributions
of neutrons, LCPs and IMFs indicate that the nonequi-
librium contributions to the spectra grow significantly be-
tween 600 A and 1000A MeV. As shown in the bottom
panel, when corrections are made to eliminate nonequilib-
rium components, the caloric curves overlap, with maxi-
mum E∗/A values reduced to E∗/A ≈ 12MeV for both
bombarding energies.

For A + A central collisions at lower energies (see for
example [24]), a single statistical source can be identified
and concerning light charged particles, cuts are applied
in order to take into account particle emission at differ-
ent stages. In general the more massive particles are as-
sumed to originate from a single source, even though their
angular distributions in the source frame present some
anisotropy. This so-called source deformation depends on
bombarding energy. Sophisticated event selections based
on isotropy criteria and only operatives in case of quasi-
complete detection are also used in order to extract from
the central events almost fully equilibrated events. Even
in this case, cuts are applied to light charged particles for
excitation energy measurement because of pre-equilibrium
emission.

3.2 Neutrons

The evaluation of E∗/A via eqs. (1) and (2) requires
a knowledge of the kinetic energy and multiplicity of
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Fig. 7. Top panel: caloric-curve comparison for E/A = 600
and 1000MeV 197Au + 197Au reaction, uncorrected for non-
thermal effects. Center panel: average fragment kinetic energies
for E/A = 600, 800 and 1000MeV as a function of Zbound. Bot-
tom panel: caloric-curve comparison when corrected for non-
thermal effects [23].

the neutrons in an event. Because of the inherent dif-
ficulties in measuring neutrons, as discussed previously,
only few measurements exist that measure neutrons and
charged particles simultaneously. Important examples are
the studies carried out with the Berlin Ball [3,4], the
Rochester Superball [16], the ORION detector [25] and
the Texas A&M NIMROD [12] systems. For those ar-
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Fig. 8. Experimental correlations between neutron and light-charged-particle multiplicities from the 209Bi + 136Xe reactions [26].
The left panel shows a correlation compared with SMM and MMMC predictions; the right panel compares results for different
bombarding energies.
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rays that detect only charged particles, the existing mea-
surements of neutron-proton multiplicity correlations and
spectra must be relied upon to estimate the missing neu-
tron contribution to E∗/A. Neutron spectra were shown
in fig. 1 which emphasizes the fact that neutrons may also
originate from pre-equilibrium emission.

In figs. 8 and 9 the neutron-light-charged particle
multiplicity correlations are compared for A + A and
light-ion reactions. Two systems are shown: 28MeV/A
Xe + Bi [26] and 1.2GeV p̄+ several targets [3,4], respec-
tively. Both cases behave similarly, with a target mass-
dependence (fig. 9) that favors an increasing growth in
the n/LCP ratio with increasing target mass. The total
particle multiplicity is known to be strongly correlated
with excitation energy. For heavy targets the neutron mul-
tiplicity increases rapidly with excitation energy up to

E∗/A ≈ 2MeV, while charged-particle emission remains
low due to Coulomb inhibition. At higher excitation en-
ergies, the probability for additional neutron emission is
approximately balanced by LCP emission. The left part of
fig. 8 compares the Xe + Bi multiplicity correlation with
the average predicted by two multifragmentation models,
SMM [27] and MMMC [28]. It was assumed that neu-
trons and light charged particles are emitted from excited
projectile- and target-like sources containing total excita-
tion energy of 0.9GeV or 1.0GeV. Without entering into
details of models and data comparisons, we see that the
mean trend of the correlation can be understood within
the framework of an equilibration scenario. The effect of
increased bombarding energy on the n/LCP correlation is
indicated for the Xe + Bi case in the right part of fig. 8. No
strong dependence is observed and here again a statistical
de-excitation model (GEMINI [29]) is able to reproduce
the mean trend.

For heavy targets the relative insensitivity of the
n/LCP ratio to colliding system or bombarding energy,
as well as the general agreement with models, provides
guidance in accounting for the missing neutron fraction
of E∗/A in arrays that measure only charged particles.
Various approaches have been followed: use of model cal-
culations calibrated to the LCP multiplicity, or direct use
of the experimental multiplicity correlation centroids. An
alternative is to employ a mass balance approach, as de-
termined from the experimental event structure. In this
latter event-by-event method the neutron multiplicity is
determined by mass conservation assuming the N/Z ratio
of the studied source. This requires a reliable determina-
tion of total Z.

Figure 10 illustrates the effectiveness of such tech-
niques, using the 1.2GeV p̄ + 197Au results [3,4]. SMM
(dotted curve) and SIMON-evaporation [30] (dashed line),
both statistical models, provide a reasonable description
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Fig. 10. Comparison of neutron vs. charged-particle multiplic-
ity for the 1.2GeV antiproton + 197Au reaction with SMM,
SIMON-evaporation and mass balance assumptions as indi-
cated in the legend. Taken from ref. [6].

of the data for MLCP ≥ 3 (E∗/A ≈ 2MeV), considering
that statistical models do not describe the pre-equilibrium
particle emission. Mass conservation (open squares) is not
satisfactory in this case, although in some instances the
nature of the data may provide a more satisfactory fit.

Finally, even in case of neutron detection, the primary
difficulty in the determination of the neutron contribution
to E∗ and the source mass Asource is that the neutron
tanks provide multiplicity information (good for Asource)
but not neutron energies, while the time-of-flight method
provides energies (good for Kn) but only limited multiplic-
ity data. By use of LCP-calibrated models, it is possible to
obtain a reasonable approximation to the total excitation
energy contributed by neutrons. However, in doing so, one
is employing averages that fail to introduce fluctuations in
Mn and Kn.

3.3 Additional factors

While non-equilibrium emission and neutron emission con-
stitute the major sources of uncertainty in the determina-
tion of E∗/A, several other factors must be taken into
account, as discussed in the following.

– Source reconstruction:
Among the various multifragmentation programs, cal-
culations of the properties of the emitting source
—charge, mass and velocity— are usually detector-
array–dependent. For light ion + A reactions, for
which there is only one source, the reconstruction
depends on the acceptance of the array. The EOS
TPC measurements provide nearly complete charged-
particle detection [9], as shown in the left part of
fig. 11, from which the statistical component of an
event can be extracted.

Fig. 11. Quasiprojectile reconstructed charge distributions
for EOS (left part, taken from ref. [9]), and for MULTICS-
MINIBALL (right part, taken from ref. [17]). In both cases the
initial projectile charge is ZP = 79. The shaded areas give the
events used for the calorimetric and thermodynamic analyses.

Fig. 12. Schematic representation of the momentum tensor
analysis to reconstruct the reaction plane (see text).

For A + A reactions some authors utilize a center-of-
mass tensor analysis in order to reconstruct the reac-
tion plane, schematically shown in fig. 12. This pro-
cedure, only adopted in the case of a nearly perfect
detection, is used to isolate the fragments of the stud-
ied source. For the schematic example of fig. 12, the
forward center-of-mass emitted fragments are assumed
to originate from the excited projectile-like source, and
only light charged particles emitted in the forward
hemisphere of the source are taken into account for
calorimetry because of pre-equilibrium effects at mid-
rapidity. Going back to fig. 6, we can see that mid-
rapidity emission concerns also light fragments and
thus, depending on the reaction and the experimen-
tal apparatus, additional criteria and/or checks are
used for accepting only studied source fragments that
are classified as “equilibrium-like”. As an example,
total-charge results for projectile-like fragments from
197Au + 197Au studies of the MULTICS/MINIBALL
are presented in the right part of fig. 11 [17]. In nearly
all cases, the emitting-source mass is determined from
the A/Z ratio of the heavy collision partner(s). The
velocity of the statistical source is determined as the
vectorial sum of fragment velocities.
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Fig. 13. Upper panel: decay channel probability for multiplic-
ities M ≤ 2 and M ≤ 3. Lower panel: extra radial expansion
energy for light-ion–induced reaction (yellow band) and sev-
eral heavy-ion reactions, as indicated in the legend. Taken from
ref. [31].

Representative protocols for evaluating the source
properties are described in the next section.

– Primary-fragment N/Z ratio:
In the framework of statistical multifragmentation, to
trace back the freeze-out stage of an event, it is nec-
essary to know the mass and the charge of primary
fragments before secondary decay. This information is
not necessary for calorimetry but it is relevant to mea-
sure, for example, the mass and volume of the source.
In most cases, only the fragment charge is measured
for all but the lightest elements. Various approaches
have addressed the conversion of the data to primary
yields. One is to use the N/Z ratio of the cold frag-
ments, the composite system, or some combination of
the two. Another is to use the N/Z ratio of IMFs emit-
ted in reactions of protons with heavy nuclei at ener-
gies below 500MeV, where secondary emission should
be small.

– Collective energy:
Finally, any internal energy used to expand/deform
or rotate the hot source, must be subtracted from the
excitation energy sum of eq. (1) in order to access ther-
modynamic properties of nuclear systems. As shown in
fig. 13, for light-ion reactions this is a small, but non-

negligible contribution at high excitation energies [31].
For A+A reactions, compression effects produce con-
siderable expansion and therefore can contribute a sig-
nificant amount to the E∗ sum at high excitation en-
ergies. This correction also accounts in part for the
bombarding energy dependence of E∗ shown in fig. 7.
The amount of collective energy is generally deduced
from data-model comparisons. In the case of expan-
sion, the comparison is based on kinetic properties of
the fragments and thus is dependent on model assump-
tions about the source volume since Coulomb repulsion
is acting [19]. A and Z fragment identification over a
wide range, as well as correlation measurements, could
disentangle this problem.

4 E∗/A protocols

The procedures for converting measured data to E∗/A
differ for every multifragmentation experiment. Once de-
tector calibration and filter development are complete, the
salient variables can be applied to eqs. (1) and (2). In this
section, several methods are described that are represen-
tative of the approaches that have been employed.

4.1 Model-based calorimetry

In the p̄ studies of the Berlin Neutron/Silicon Ball [3,
4], E∗ is determined by comparison of the light-charged
particle multiplicity with that predicted by the evapora-
tion code GEMINI [28] at a given excitation energy. Since
IMF multiplicities are rarely greater than unity in this
experiment, the use of an evaporation code is appropri-
ate. For the higher-energy LCP + A studies employed by
the FASA group, an empirical parameter α is obtained
from the comparison of observed charged-particle multi-
plicities with the multiplicity distribution predicted by a
hybrid RC + SMM model [32]. The excitation energy is
then taken to be a function α times the predicted exci-
tation energy. For experiments with good fragment de-
tection, the element distribution (or the distribution of
the biggest fragment) is used to deduce the mean excita-
tion energy and size of the source. Genuine distributions of
source characteristics (size, excitation energy, volume, . . . )
of collected event ensembles are accessible via backtracing
procedures. In both cases this is done with data-model
comparisons and event-by-event information is not acces-
sible.

Below, we summarize the calorimetry procedures used
in several representative systems that calculate E∗/A on
an event-by-event basis.

4.2 Calorimetric protocols

In this section we schematically review different assump-
tions that have been employed in the literature to perform
the calorimetric measurement. They include both correc-
tions for the incomplete detection (neutron multiplicity
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and energy, masses of heavy products) and techniques
to separate pre-equilibrium and source mixing contami-
nations, as we have discussed in the previous sections. For
more details about the procedures and their justification,
we refer the reader to the original publications of the dif-
ferent collaborations. As a general statement, the validity
of a calorimetric protocol is usually tested from an ex-
tensive use of statistical as well as dynamical simulations
using realistic models [11,19]. For example in the case of
the MULTICS detector, the input energy of SMM sim-
ulations, filtered using the same calorimetric protocol as
data, is reproduced within 10% in the multifragmentation
regime [19]. A similar performance can be associated to
the INDRA detector [11].

– EOS :
In the analyses of the data obtained with the EOS
detection system [8,9], the total charge of the studied
source is estimated from the initial projectile charge
by subtracting pre-equilibrium particles and fragments
identified according to a cutoff energy prescription (see
sect. 3.1). A number Mneq

cp of nonequilibrium charged
products of charge Zneq

i is thus defined event by event,
leading to

Zsource = Zproj −
∑

i

Zneq
i , (4)

Asource = Aproj −
(∑

i

Zneq
i + 1.7Mneq

cp

)
. (5)

Once the source size is known, the neutron multiplicity,
Mn, can be inferred from mass conservation, while the
average neutron energy, Kn, is estimated via an effec-
tive temperature T obtained within a Fermi-gas ansatz
with a level density parameter a = A/13MeV−1:

Mn = Asource −
∑

i

Athermal
i , (6)

〈Kn〉 = Mn · 3
2
T. (7)

– ISiS :
In the case of the ISiS detector [5,6] the procedure is
similar to that of EOS, as discussed above, except that
excited target-like residues are studied:

Zsource = Ztarget −
∑

i

Zneq
i , (8)

Asource = Atarget −
(∑

i

Zneq
i + 1.93Mneq

cp

)
. (9)

Since heavy residues are not detected, it is assumed
that all missing charge resides in a single fragment,
an assumption that is in good agreement with the
EOS data and SMM simulations. Neutron multiplic-
ities have been calibrated by the measured neutron-
charged particle correlations of ref. [4] and kinetic en-
ergies were based on both Fermi gas and model simu-
lation results. The IMF mass AIMF is estimated based

on the data of ref. [33], with the assumption that no
charged-particle decay of IMFs has occurred. An over-
all geometrical efficiency correction is also applied.

– INDRA and MULTICS quasiprojectile:
Such a correction is not applied to INDRA data since
the complete Z identification over 4π allows the se-
lection of events with complete charge. Completeness
conditions can vary from 70% to 90% in the different
analyses and are often complemented by completeness
condition of linear momentum. For MULTICS data the
completeness condition is 90% and good Z identifica-
tion of all emitted products is effective in the forward
direction (up to about 30 degrees in the laboratory
frame). We have already seen in fig. 6 that at low
incident energies in the Fermi-energy range the kine-
matic distinction between different emission sources is
blurred. The contamination from non-quasiprojectile
sources is minimized by selecting as the QP i) only
forward-emitted fragments (IMFs and heavy residues)
via a tensor analysis, and ii) only light charged parti-
cles forward emitted in the source frame:

Zsource =
∑

i

ZIMF+HR
i + 2

∑
i

ZLCP
i , (10)

Asource = (A/Z)proj · Zsource, (11)

Mn = Asource −
∑

i

AIMF+HR
i − 2

∑
i

ALCP
i . (12)

In these expressions, all sums over IMFs and HR are
restricted to the forward hemisphere in the center-of-
mass frame, while the sums over LCPs are restricted to
the forward hemisphere in the reconstructed QP frame.
Concerning the neutron kinetic energies, three differ-
ent prescriptions have been shown to give comparable
results [11]:

〈Kn〉 = bT, (13)
〈Kn〉 = 〈KZ=1〉 − 3.5MeV, (14)

〈Kn〉 = Mn · 3
2
T. (15)

For the first Kn prescription the b parameter varies
from b = 1 to b = 2 depending on excitation energy.

– INDRA central :
For INDRA symmetric central collisions the same QP-
prescription has been used, but i) all detected IMFs
and heavy residues have been attributed to the source,
ii) the retained LCPs are those emitted between 60
degrees and 120 degrees in the center-of-mass frame
and the A/Z ratio is that of the total entrance channel.

– TAMU central :
For asymmetric systems central collisions detected by
TAMU experiments cited above [12,13], the studied
source corresponds to target-like sources. The selected
events correspond to central events (multiplicity cut).
Three sources are present: the projectile-like, target-
like and a hypothetical source whose velocity corre-
sponds to the velocity of the nucleon-nucleon collision
frame. The data rely on identification of p, d, t, 3He,
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4He and of 3 < Z < 14 elements. The neutron multi-
plicity is measured. A three-source fitting procedure is
applied to energy spectra (with efficiency corrections)
to obtain the size of the target-like source and the equi-
librated target-like neutron multiplicity (Mn) out of
the total neutron multiplicity:

〈Kn〉 = Mn · 3
2
T ; T = 4 − 4.7MeV. (16)

– ALADiN :
For ALADiN experiments cited above, the collision
of the relativistic projectile and the target leads to
a projectile spectator, a target spectator and a fire-
ball whose size is increasing with centrality. The stud-
ied source is the forward-emitted projectile spectator
whose size is decreasing with centrality. The selection
among detected source particles is based on a rapid-
ity (y) cut and a bombarding energy-dependent an-
gular cut. Neutrons are detected by the apparatus but
Z = 1 particles are not. The He isotopes are not identi-
fied over the full solid angle. Therefore ALADiN does
not use eqs. (1) and (2) on an event-by-event basis
but rather uses them with mean assumptions for un-
known quantities to extract a mean value. The data
are divided into Zbound (sum of selected Z from He up
to projectile size) ensembles and for each ensemble a
mean calorimetry is applied.

– Alternative method :
An alternative method relative to eq. (1) to estimate
the excitation energy is to measure the source velocity.
Its validity is based on the reaction mechanism which
is at the origin of the source excitation. Complete or in-
complete fusion of asymmetric systems (mass tranfer)
or a pure binary collision mechanism provide a link be-
tween E∗ and the source velocity [14]. Because precise
measurements of particle angles, masses and energies
are needed, this method is used as a check after using
eqs. (1)-(3) [17].

5 Summary and conclusions

From the analysis of the filtered multifragmentation data,
all three terms in eq. (1), charged-particle kinetic ener-
gies, neutron kinetic energies and removal energy (−Q) are
found to have significant weights in the excitation energy
sum. In the upper panel of fig. 14 the relative kinetic-
energy percentages are shown for LCPs, neutrons and
IMFs as a function of E∗/A for ISiS data [6]. Neutrons and
LCPs are roughly equivalent, each accounting for 20–30%
over the entire E∗/A range. IMFs do not become signifi-
cant until about E∗/A ≈ 3–4MeV, reaching a maximum
of ≈ 10% near E∗/A ≈ 6MeV. Above E∗/A ≈ 6MeV, all
three percentages remain nearly constant. As is apparent
from the previous discussions, these percentages vary, de-
pending on assumptions about nonequilibrium emission,
neutrons, etc.

The bottom frame of fig. 14 compares the percentage
of the E∗ sum for total kinetic-energy release with that

Fig. 14. Upper panel: relative kinetic-energy contributions to
the excitation energy for neutrons, LCPs and IMFs as a func-
tion of excitation energy. Lower panel: relative contributions
to the excitation energy from total kinetic energy and removal
energy, as indicated in the legend. Taken from ref. [6].

for the removal energy derived from event reconstruction.
For low excitation energies, the kinetic-energy sum and
removal energy are roughly equivalent. One factor that
tends to stabilize eq. (1) with respect to input assumptions
is that some of the uncertainties are self-compensating. If,
for example, the neutron multiplicity and/or energy input
to the filter is too high, the separation energy decreases,
and vice versa. Another factor that must be kept in mind is
that many of the assumptions that are involved in the filter
are averages, and therefore do not adequately account for
fluctuations in the distributions. Because of the exponen-
tial decrease in yield with increasing E∗/A, fluctuations
skew the distribution toward lower excitation energies.
This effect is demonstrated in fig. 15. The upper frame
shows the average yield as a function of E∗/A bin size
(heavy solid line). Superimposed on each bin is a Gaus-
sian approximation to the fluctuation widths which are
assumed to increase with excitation energy (light lines).
The effect on the E∗/A distribution is demonstrated in
the middle frame of fig. 15, showing the yield (yellow on-
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Fig. 15. Upper panel: Gaussian decomposition of the excita-
tion energy distribution. Middle panel: comparison between the
excitation energy distribution derived from calorimetry proce-
dures and the deconvoluted distribution. Bottom panel: ratio
of the deconvoluted distribution to original distribution. Taken
from ref. [6].

line) for the data (solid points) and that for the decon-
voluted distribution (red on-line). Over the range up to
E∗/A ≈ 8MeV there is relative agreement between the
two distributions. Above this energy, the most probable
E∗/A value increasingly falls below that of the average.

From examination of the existing analyses, it is esti-
mated that as a thermodynamic variable, all of the results
are self-consistent over about a 20% range in E∗/A. Given
this uncertainty, however, there is general agreement
among all of the data sets. In the range E∗/A ≈ 4–5MeV,
a distinct change occurs in multifragmentation observ-
ables, indicating a change in the reaction mechanism.
Within a phase transition scenario, this excitation energy
would represent the liquid-gas transition energy. The con-
sistency of the measurements is perhaps best illustrated
by the caloric-curve analysis of Natowitz [34], in which
all of the caloric-curve measurements are decomposed

as a function of source mass. When this decomposition is
performed, a systematic behavior is revealed that lends
greater credence to the caloric-curve behavior in hot nu-
clear systems. To go beyond and thus relate quantitatively
the experimental results to the nuclear equation of state,
Z and A identification over a wide range would be needed.
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Abstract. The moment analysis method and nuclear Zipf’s law of fragment size distributions are reviewed
to study nuclear disassembly. In this report, we present a compilation of both theoretical and experimental
studies on moment analysis and Zipf law performed so far. The relationship of both methods to a possi-
ble critical behavior or phase transition of nuclear disassembly is discussed. In addition, scaled factorial
moments and intermittency are reviewed.

PACS. 05.70.Jk Critical point phenomena – 64.60.Fr Equilibrium properties near critical points, criti-
cal exponents – 25.70.Mn Projectile and target fragmentation – 25.70.Pq Multifragment emission and
correlations

1 Introduction

Hot nuclei can be formed in energetic heavy ion colli-
sions (HIC) and de-excite by different decay modes, such
as evaporation and multifragmentation. Experimentally,
multifragment emission was observed to evolve with ex-
citation energy. The multiplicity, Nimf , of intermediate
mass fragment (IMF) rises with the beam energy, reaches
a maximum, and finally falls to a lower value. The onset of
multifragmentation may indicate the coexistence of liquid
and gas phases [1]. Phenomenologically, the mass (charge)
distribution of IMF distribution can be expressed as a
power law with parameter τeff , and a minimum τmin of
τeff emerges around the onset point, which suggests that
a kind of critical behavior may take place. In the frame-
work of Fisher’s droplet model, the mass distribution can
be described by a power law with a critical exponent of
τ ∼ 2.3 when the system is in the vicinity of the critical
point [2].

On the other hand, the caloric-curve measurement can
also provide useful information on the liquid-gas phase
transition [3–7]. The analysis of other independent crit-
ical exponents provides additional indications of critical
behavior of finite nuclear systems [8–13]. In addition,
more observables have been proposed to sign the liquid-
gas phase transition or critical behavior of nuclei [14–19].
Some reviews can be found in this topical issue [20–24].

In this report, we shall review the moment analy-
sis method and Zipf law of fragment size distribution.
The phenomenological basis of moment analysis is in-
troduced in sect. 2. Finite-size effects are discussed in
sect. 3. Section 4 gives the application of moment analysis

a e-mail: ygma@sinap.ac.cn

to multifragmention and its relation to critical behavior.
Scaled factorial moments and intermittency are discussed
in sect. 5. In sect. 6 Zipf law is introduced for the nuclear
fragment distribution and the corresponding simulations
are given; some experimental indications of nuclear Zipf
law are presented in sect. 7; finally, the summary and out-
look are given in sect. 8.

2 Phenomenological basis of moment analysis

Campi [25,26] and Bauer [27,28] et al. first suggested that
the methods used in percolation studies may be applied
to nuclear multifragmentation data. In percolation theory
the moments of the cluster distribution contain a signature
of critical behavior [29]. The method of moment analysis
has been experimentally used to search for evidence of the
critical behavior in multifragmentation. The definition of
the k moments of the cluster size distribution for each
event is

Mk =
∑

A �=Amax

AknA, (1)

where A is the fragment mass, and nA is the number of
charged fragments whose charge is Z and mass is A. The
sum runs over all masses A in the event including neutrons
except the heaviest fragment (Amax). This quantity was
taken as a basic tool in extracting critical exponents in
Au + C data [9]. It has been argued that there should be
an enhancement in the critical region of the moment Mk,
for k > τ − 1, with a critical exponent τ > 2 [25,26].

In experimental analyses, events are sorted by differ-
ent conditions. In this case, so-called conditional moments
are used to describe the fragment distribution. Usually
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the mean value of Mk(m) for events with given control
parameters, e.g. the moment Mk for events with a given
multiplicity m, or total bound charge number Zbound, or
excitation energy E∗, is called conditional moment.

More insight in the shape of the fragment size distribu-
tion is obtained by looking at a combination of moments
Mk. For example, the quantity

γ2 =
M2M0

M2
1

=
σ2

〈s〉2 + 1, (2)

has been used, where M1 and M2 are the first and sec-
ond moments of the mass distribution and M0 is the total
multiplicity including neutrons. σ2 is the variance of the
fragment distribution and 〈s〉 = M1/M0 represents the
mean fragment size. γ2 takes the value γ2 = 2 for a pure
exponential distribution, N(s) ∼ exp(−αs) regardless of
the value of α, but γ2 � 2 for a power law distribution,
N(s) ∼ s−τ when τ > 2. In the percolation model, the po-
sition of the maximum γ2 value defines the critical point,
where the fluctuations in the fragment size distribution
are the largest. In principle, a genuine critical behavior
requires the peak value of γ2 to be larger than 2 [25,26].
However, due to finite-size effects, this is not always true
when the system size decreases, as we will see in the fol-
lowing sections.

Campi also suggested to use the single event (j) mo-
ment, i.e.

M
(j)
k =

∑
A �=Amax

Akn(j) (3)

to investigate the shape of fragment size distribution. Also
normalized moments [25]

S
(j)
k = M

(j)
k /M

(j)
1 (4)

can be defined. It was suggested to use the event-by-
event scatter-plots of the natural log of the size (Amax) or
charge number (Zmax) of the largest cluster, lnAmax or
lnZmax vs. the natural log of the second moment, lnM2,
or the normalized moment lnS2 to search for the largest
fluctuation point. Some examples will be given in the
following sections.

In the percolation model, the cluster size distribution
for infinite systems near a critical point can be expressed
by

n(s) ∼ s−τf(εsσ), (5)

where s is the size of finite clusters, τ and σ two critical
exponents and ε a variable that characterizes the state of
the system. In thermal phase transitions, ε = T −Tc is the
distance to the critical temperature Tc. In percolation, ε =
pc−p is the distance to the critical fraction of active bonds
or occupied sites pc. The scaling function f(εsσ) satisfies
f(0) = 1, decaying rapidly (exponentially) for large values
of |ε|. In addition, theory predicts that when ε < 0 one
infinite cluster (liquid or gel) is present in the system while
no such cluster exists when ε > 0 (only droplets or n-
mers). In finite systems a similar behavior is observed,
especially when the largest cluster is counted separately.

The moment analysis method is useful to obtain some
information about the possible occurrence of a critical be-
havior. In general, critical exponents can be defined ac-
cording to the standard procedure followed in condensed-
matter physics [30]. For example,

Mk(ε) =
∑
A

= AknA(ε) ∼ |ε| τ−k−1
σ (ε → 0), (6)

where τ and σ are the critical exponents. For the percola-
tion phase transition and the critical point in the Fisher
droplet model, the exponent τ satisfies 2 < τ < 3 and thus
the second and high moments diverge at the critical point.
In contrast, the lower moments M0 and M1, which corre-
spond to the number of fragments and the total mass, do
not diverge.

Based upon the scaling relation eq. (5), there exists
the following relationship between critical exponents and
moments:

M0 ∼ |ε|2−α,

M1 ∼ |ε|β ,
M2 ∼ |ε|−γ , (7)

where β and γ are two other critical exponents. Some re-
lationships among critical exponents exist (hyperscaling
relations), for instance

2β + γ =
τ − 1
σ

= 2 − α. (8)

In finite systems transitions are smooth, but it is still
possible to determine some critical exponents, as we will
discuss in the next section. By analogy with the infinite-
system behavior, one says that these moments exhibit a
critical behavior also for finite systems. In particular, in
the Fisher model, the thermal critical point is also a crit-
ical point for moments of the fragment size distribution.

In order to illustrate the application of moment analy-
sis, we show the EOS data and NIMROD data as examples
in sect. 4.

3 Finite-size effects

Since the nucleus is a finite-size system, the macroscopic
thermal limit cannot be applied. Therefore finite-size ef-
fects on phase transition behavior should be checked. In
this section, we give some examples to illustrate this prob-
lem.

A percolation on a cubic lattice of linear size L contain-
ing L3 sites, for L = 4 to 10, where all sites are occupied
and bonds are assumed to exist between neighbouring sites
with bond probability p, has been considered [31]. Sites
that are connected together by such bonds are said to be-
long to the same cluster. It is well known that in such a
model there exists a critical (or threshold) probability pc

such that for p > pc there is a large cluster that percolates
throughout the lattice from end to end whereas for p < pc

no such cluster exists and all the sites belong to small
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Fig. 1. The logarithm of the largest fragment size Amax as a
function of the logarithm of the corresponding average normal-
ized second moment S2 for bond percolation on simple cubic
lattices of linear size ranging as L = 4–10 sites. The dots rep-
resent the actual calculation results and the curves drawn are
just to guide the eye. The number next to each curve gives the
value of the linear size L. Note that the ln S2 scale given corre-
sponds to the L = 10 curve. The other curves are successively
shifted to the left with respect to each other by a distance of
0.25. The dashed curve and the dot-dashed straight line are
explained in the text. The figure is taken from ref. [31].

clusters (including isolated sites, i.e. singlet or clusters of
size 1). As L → ∞, the transition becomes sharper and
pc approaches a limiting value which for bond percolation
on a cubic lattice is pc = 0.249 [29]. For finite systems the
threshold percolation probability is not so sharply defined.

In order to quantitatively illustrate finite-size effects
on critical behavior, the average of normalized second mo-
ment S2 (S2) over all events belonging to the same value
of ln(Amax) was calculated [31]. The results obtained by
such averaging are presented by the dots shown in fig. 1
for various cubic lattices with linear dimension L = 4–
10 sites [31]. The location of the maximum value of S2 is
now defined as corresponding to the location of the critical
point, which is a standard way of determining the perco-
lation threshold [32]. The slope of the lower branches of
the curves in fig. 1 can also be calculated. This slope is
expected to be 1 + β/γ which for percolation in three di-
mensions is equal to 1.23. For comparison the slopes of the
straight lines by a lest-squares fit to the lower branches
of the L = 4 to 10 curves are found, in ascending or-
der of L, to have the values 1.582 ± 0.036, 1.503 ± 0.029,
1.375±0.017, 1.355±0.021, 1.260±0.007, 1.258±0.014 and
1.242±0.015 [31]. This indicates that these slopes rapidly
approach the value expected in the thermodynamic limit.
In calculating these slopes one has excluded the points
near the bottom of the branch in the region where the

Fig. 2. The conditional moments M2(n) for percolation in a
cubic lattice of linear size L = 3, 5, 9 and 50 (the corresponding
cubic lattice is L3 which is shown as the number in the insert).
The figure is taken from ref. [26].

curves in fig. 1 deviate noticeably from a straight line.
These points correspond to events that are far from the
critical region.

Similarly to the analysis for the correlation of S2 and
ln(Amax), finite-size effects have been also investigated for
M2 by Campi [26]. This is shown in fig. 2, where M2(n) is
plotted for various system sizes (503, 93, 53 and 33) in a
percolation model. We see clearly the critical behavior for
the largest system, namely a well-defined peak, and how
this peak is smoothed when decreasing the size [26].

4 Application of the moment analysis method

4.1 EOS data

4.1.1 Experimental description

The reverse kinematic EOS experiment was performed
with 1 AGeV 197Au, 139La, and 84Kr beams on carbon
targets. The experiment was done with the EOS Time
Project Chamber (TPC) and multiple sampling ioniza-
tion chamber (MUSIC II). The excellent charge resolu-
tion of this detector permitted the identification of all de-
tected fragments. The fully reconstructed multifragmen-
tation events for which the total charge of the system was
taken as 79 ≤ Z ≤ 83, 54 ≤ Z ≤ 60, 33 ≤ Z ≤ 39 for
Au, La, and Kr, respectively [33–36] were analyzed. The
remnant refers to the equilibrated nucleus formed after
the emission of prompt particles. The charge and mass
of the remnant were obtained by removing for each event
the total charge of the prompt particles. The excitation
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energy of the remnant E∗ was based on an energy bal-
ance between the excited remnant and the final stage of
the fragments for each event [37]. The thermal excitation
energy E∗

th of the remnant was obtained as the difference
between E∗ and Ex which is a nonthermal component,
namely an expansion energy [33–36,38].

4.1.2 Determination of critical point and exponent in terms
of moment analysis

The determination of the critical point and the associ-
ated exponents in the multifragmentation of gold nuclei
was first attempted by the EOS Collaboration [9]. In their
early publication [9], they use the multiplicity m, as a con-
trol variable for the collision violence and assume that m
is a linear measure of the distance from the critical point.
Then the critical exponents β, γ and τ , can be determined
according to eqs. (7), (8) above. They find that these expo-
nents are close to the nominal liquid-gas universality class
values. However, this method is very delicate. In partic-
ular, due to the small size of the system, an important
rounding of the transition is expected which may distort
considerably the determined critical exponents. For a re-
view of this debate, see the arguments between Bauer [39]
and Gilkes [40].

A different analysis was also proposed by the EOS Col-
laboration [41]. In this work, thermal excitation energy has
been taken as a control variable, which is believed to be
more suitable to characterize the collision violence.

The γ2 analysis is shown in fig. 3 for all three systems.
The position of the maximum γ2 value defines the critical
excitation energy E∗

c , which corresponds to the largest
fluctuation point in the fragment size distribution. The
peak in γ2 is well defined for La and Au. For Kr, the peak
is very broad and the value γ2 is less than 2.

Figure 3 also shows a γ2 calculation using the statis-
tical multifragmentation model (SMM). The fission con-
tribution to γ2 has been removed both from the data and
SMM. In the case of Au, the γ2 value remains above two
for most of the excitation energy range both in data and
SMM. The E∗

th width over which γ2 > 2 is smaller for
La and disappears for Kr. The decrease in γ2 with de-
creasing system size is also seen in 3D percolation studies
and these differences have been attributed to finite-size
effects [41–43].

The exponent τ can be obtained if the second moment
M2 and the third moment M3 of the fragment mass dis-
tributions are known. A plot of ln(M3) vs. ln(M2) should
give a straight line with a slope given by

S =
Δ ln(M3)
Δ ln(M2)

=
τ − 4
τ − 3

. (9)

Figure 4 shows a scatter-plot of ln(M3) vs. ln(M2) for
the three systems constructed with data above the critical
excitation energy E∗

c (see fig. 3) and with SMM simula-
tions. A linear fit to ln(M3) vs. ln(M2) gives the value
of τ . The fitted τ values are 2.16 ± 0.08, 2.10 ± 0.06 and
1.88± 0.08, respectively. The former two are very close to

Fig. 3. γ2 as a function of E∗
th for all three systems of 1 A GeV

Au, La, and Kr collisions with C target and SMM calculations.
The figure is taken from ref. [33].

Fig. 4. ln(M3) vs. ln(M2) for Au, La, and Kr above the critical
energy. The figure is taken from ref. [33].
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Fig. 5. ln(Amax) vs. ln |E∗
th − E∗

C | for Au, La, and Kr below
the critical energy for exponent β determination. The figure is
taken from ref. [33].

the critical exponents τ ∼ 2.3 of the liquid-gas universal
class.

The exponent β can be obtained for the multifragmen-
tation data by the relation

Amax ∼ |ε|β , (10)

where ε = p − pc and ε > 0. In the multifragmentation
case of this work p and pc have been replaced by E∗

th and
E∗

c . In an infinite system, the finite cluster exists only on
the liquid side of pc. In a finite system, a largest cluster is
present on both sides of the critical point, but the above
equation holds only on the liquid side. Figure 5 shows a
plot of ln(Amax) vs. ln |E∗

th −E∗
c | for Au, La, and Kr. The

values of β extracted for Au and La are 0.32 ± 0.02 and
0.34 ± 0.02, respectively, which are close to the value of
0.33 predicted for a liquid-gas phase transition. On the
other hand, the value of β = 0.53 ± 0.05 for Kr is much
higher than that of Au and La.

As shown in sect. 2, Campi also suggested that the
correlation between the size of the biggest fragment Amax

and the moments in each event, i.e. the scatter-plot, can
measure the critical behavior in nuclei. Figure 6 depicts a
scatter-plot with logarithmic scale for Au, La, and Kr of
EOS data. The two branches corresponding to the sub-
critical (upper branch) and overcritical (lower branch)
events are clearly seen for Au and La. The scatter-plot
is very broad for Kr and fills most of the available space.
The sub- and over-critical branches seem to overlap and
are not well separated. Studies on SMM show a similar
behavior. If one knows the location of the critical point
from some other methods, then the scatter-plot can be

Fig. 6. Scatter-plots of ln(Amax) vs. ln(M2) from the data
for Au, La, and Kr. Left panel: EOS data; right panel: SMM
simulation. The figure is taken from ref. [33].

used to calculate the ratio of critical exponents β/γ from
the slope of the sub-critical branch. In EOS data, the posi-
tion of the largest γ2 was used to define the critical point,
which corresponds to the largest fluctuation of the frag-
ment distribution. In this context, β/γ values for Au, La
and Kr can be extracted from the linear fit to the upper
branch; they are 0.22±0.03, 0.25±0.01 and 0.50±0.01, re-
spectively. β/γ values of Au and La are close to the value
0.26 expected for the liquid-gas universality class.

To summarize the critical exponent analysis of the
EOS data, the experimental results in conjunction with
SMM provide some indications on the order of the phase
transition in Au, La and Kr. The values of the critical
exponents τ , β, and γ, which are close to the values of a
liquid-gas system, along with nearly zero latent heat (this
subject is beyond the discussion topics in this review, but
the interested reader is reported to refs. [33,34]) have been
interpreted by the authors as a continuous phase transi-
tion in Au and La. However, the analysis of Kr leads to
very different critical exponents. A recent analysis based
on the shape of SMM microcanonical caloric curve indi-
cates a first-order phase transition for the multifragmen-
tation of Kr [33,34].

4.2 NIMROD data

4.2.1 Experimental set-up and analysis details

Using the TAMU NIMROD (Neutron Ion Multidetector
for Reaction Oriented Dynamics) and beams from the
TAMU K500 super-conducting cyclotron, we have probed
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Fig. 7. Campi plots for nine intervals of excitation energy
for the QP formed in 40Ar + 58Ni. The figure is taken from
ref. [14].

the properties of excited projectile-like fragments pro-
duced in the reactions of 47MeV/nucleon 40Ar + 27Al,
48Ti and 58Ni. The charged-particle detector array of
NIMROD, which is set inside a neutron ball, includes 166
individual CsI detectors arranged in 12 rings in polar an-
gles from ∼ 3◦ to ∼ 170◦. The detailed description for
the experiment can be found in [14]. The correlation of
the charged-particle multiplicity (Mcp) and the neutron
multiplicity (Mn) was used to sort the event violence. Af-
ter the reconstruction of the quasi-projectile (QP) particle
source, the excitation energy was deduced event by event
using the energy balance equation [37].

4.2.2 Critical-point determination via moment analysis

In fig. 7 we present Campi scatter-plots for the nine se-
lected excitation energy bins. In the low excitation en-
ergy bins of E∗/A ≤ 3.7MeV/u, the upper (liquid phase)
branch is strongly dominant while at E∗/A ≥ 7.5MeV/u,
the lower Zmax (gas phase) branch is strongly dominant.
In the region of intermediate E∗/A of 4.6–6.5MeV/u, the
transition from the liquid-dominated branch to the vapor
branch occurs, indicating that the region of maximal fluc-
tuations is to be found in that range.

The excitation energy dependence of the average val-
ues of γ2 obtained in an event-by-event analysis of our
data are shown in fig. 8. γ2 reaches its maximum in the
5–6MeV excitation energy range. In contrast to observa-
tions for heavier systems of Au and La [33,41], there is no
well-defined peak in γ2 for our very light system and γ2

is relatively constant at higher excitation energies. This is
similar to the case of Kr of EOS data. We note also that
the peak value of γ2 is lower than 2 which is the expected
smallest value for critical behavior in large systems. How-
ever, 3D percolation studies indicate that finite-size effects

1 2 3 4 5 6 7 8 9 10
1.00
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1.10

1.15

1.20

Ar(+Al)
Ar(+Ti)
Ar(+Ni)

γγ γγ 2

<E*/A> (MeV)

Fig. 8. γ2 of the QP systems formed in Ar + Al (open cir-
cles), Ti (open triangles) and Ni (solid squares) as a function
of excitation energy.
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Fig. 9. Charge distribution of QP in different E∗/A window
for the reaction 40Ar + 58Ni. Lines represent fits. The figure is
taken from ref. [14].

can lead to a decrease of γ2 with system size [42,43]. For
a percolation system with 64 sites, peaks in γ2 under two
are observed. Therefore, the criterion γ2 > 2 alone is not
sufficient to discriminate whether or not the critical point
is reached.

In the Fisher droplet model, the critical exponent τ
can be deduced from the cluster distribution near the crit-
ical point. To quantitatively pin down the possible phase
transition point, we use a power law fit to the QP charge
distribution in the range of Z = 2–7 (fig. 9) to extract the
effective Fisher-law parameter τeff by

dN/dZ ∼ Z−τeff . (11)

Figure 10(a) shows the effective Fisher-law parameter τeff

as a function of excitation energy. A minimum with τeff ∼
2.3 is seen to occur in the E∗/A range of 5 to 6MeV/u [44].
This value is close to the critical exponent of the liquid-gas
phase transition universality class [2].
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Fig. 10. The effective Fisher-law parameter (τeff ) (a), the
effective exponential law parameter (λeff ) (b), 〈S2〉 (c), NVZ
fluctuation (d), the mean charge number of the second largest
fragment 〈Z2max〉 (e), the Zipf-law parameter λ (f). See details
in the text. The figure is taken from ref. [44].

Assuming that the heaviest cluster in each event rep-
resents the liquid phase, we have attempted to isolate the
gas phase by event-by-event removal of the heaviest clus-
ter from the charge distributions. We find that the resul-
tant distributions are better described with an exponential
form exp−λeff Z . The fitting parameter λeff was derived
and is plotted against excitation energy in fig. 10(b). A
minimum is seen in the same region where τeff shows a
minimum. To further explore this region we have inves-
tigated other proposed observables commonly related to
fluctuations and critical behavior. Figure 10(c) shows the
mean normalized second moment, 〈S2〉 as a function of
excitation energy. A peak is seen around 5.6MeV/u, it in-
dicates that the fluctuation of the fragment distribution
is the largest in this excitation energy region. Similarly,
the normalized variance in Zmax/ZQP distribution (i.e.

NVZ =
σ2

Zmax/ZQP

〈Zmax/ZQP 〉 ) [45] shows a maximum in the same
excitation energy region (fig. 10(d)), which illustrates the
maximal fluctuation for the largest fragment is reached
around E∗/A = 5.6MeV. The second largest fragment
shows a behavior similar to the one of the largest frag-
ment. Figure 10(e) shows a broad peak of 〈Z2max〉 —the
average atomic number of the second largest fragment—
also occurring in the same excitation energy range around
5.6MeV/u.

More variables have been collected to support the de-
termination of the critical point around 5.6MeV/u of exci-
tation energy for our system [14], such as Δ-scaling [46] or
energy fluctuations [23]. In addition, the measurement of
the caloric curve [14] gives the temperature Tc ∼ 8.3MeV
around E∗/A = 5.6MeV. The value of the critical tem-
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Fig. 11. The correlation between ln(S3) vs. ln(S2) and a lin-
ear fit.

perature is needed for the determination of the critical
exponents, as explained in the following subsection.

4.2.3 Determination of critical exponents based on moment
analysis

In terms of the scaling theory, τ can also be deduced from
eq. (9). Since the value of Tc = 8.3MeV has been deter-
mined from our caloric-curve measurements [14], we can
explore the correlation of S2 and S3 in two ranges of exci-
tation energy (see fig. 11). The moments were calculated
by excluding the species with Zmax for the “liquid” phase
but including it in the “vapor” phase. The slopes were
determined from linear fits to the “vapor” and “liquid”
regions, respectively, and then averaged. In this way, we
obtained a value of τ = 2.13 ± 0.1.

Other critical exponents can also be related to other
moments of the cluster distribution, Mk. Using our caloric-
curve measurements [14], we can use temperature as a con-
trol parameter for such determinations. Then the critical
exponent β can be extracted from the relation

Zmax ∝
(

1 − T

Tc

)β

, (12)

and the critical exponent γ can be extracted from the
second moment via

M2 ∝
∣∣∣∣1 − T

Tc

∣∣∣∣
−γ

. (13)

In both equations, |1 − T
Tc
| is the parameter which mea-

sures the distance from the critical point.
The upper panel of fig. 12 explores the dependence of

Zmax on (1 − T
Tc

). A dramatic change of Zmax around
the critical temperature Tc is observed. Lattice-gas model
(LGM) calculations also predict that the slope of Zmax vs.
T will change at the liquid-gas phase transition [47]. Using
the liquid side points, we can deduce the critical exponent
β by ln(Zmax) vs. ln |1−T/Tc|. Figure 12(a) shows the ex-
traction of β using eq. (12). An excellent fit was obtained
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Table 1. Comparison of the critical exponents.

Exponents 3D percolation Liquid-gas NIMROD

τ 2.18 2.21 2.13 ± 0.10
β 0.41 0.33 0.33 ± 0.01
γ 1.8 1.23 1.15 ± 0.06
σ 0.45 0.64 0.68 ± 0.04

in the region away from the critical point, which indicates
a critical exponent β = 0.33±0.01. Near the critical point,
finite-size effects become stronger so that the scaling law
is violated. The extracted value of β is that expected for
a liquid-gas transition (see table 1) [29].

To extract the critical exponent γ, we take M2 on the
liquid side without Zmax. Figure 12(b) shows ln(M2) as
a function of ln(|1 − T

Tc
|). We center our fit to eq. (13)

about the center of the range of (1−T/Tc) which leads to
the linear fit and extraction of β as represented in fig. 12.
We obtain a critical exponent γ = 1.15± 0.06. This value
of γ is also close to the value expected for the liquid-gas
universality class (see table 1). It is seen that the selected
region has a good power law dependence.

Since we have the critical exponents β and γ, we can
use the scaling relation

σ =
1

β + γ
(14)

to derive the critical exponent σ. In such way, we get σ =
0.68±0.04, which is also very close to the expected critical
exponent of a liquid-gas system.

To summarize the critical exponents extracted from
NIMROD data, we present the results in table 1 as well
as the values expected for the 3D percolation and liquid-
gas universality classes. It is apparent that our values for
this light system with A ∼ 36 are closer to the values
of the liquid-gas phase transition universality class rather
than to the 3D percolation class.

5 Scaled factorial moments and intermittency

Intermittency is related to the existence of large non-
statistical fluctuations and is a signal of self-similarity of
the fluctuation distribution at all scales. This signal can
be deduced from the scaled factorial moments [48],

Fk(δ) =
Σ

Xmax/δ
i=1 〈ni(ni − 1)(ni − 2) . . . (ni − k + 1)〉

Σ
Xmax/δ
i=1 〈ni〉k

,

(15)
where Xmax is an upper characteristic value of the system
(i.e. total mass or charge, maximum transverse energy or
momentum, etc.) and k is the order of the moment. The
total interval 0–Xmax (1–Amax, Zmax in the case of mass
or charge distributions) is divided into Xmax/δ bins of
the size δ, ni is the number of particles in the i-th bin
for an event, and the ensemble average 〈〉 is performed
over all events. The concept of intermittency was orig-
inally developed in the field of fluid dynamics to study
the fluctuations occurring in turbulent flows [49,50]. Its
presence in the velocity and temperature distributions is
established by the existence of large non-statistical fluc-
tuations which exhibit scale invariance. Intermittency in
physical systems is studied by examining the scaling prop-
erties of the moments of the distributions of relevant vari-
ables over a range of scales [51]. The concept of inter-
mittency was first introduced for the study of dynamical
fluctuations in the density distribution of particles pro-
duced in high-energy collisions by Bialas and Peschan-
ski [48]. It soon led to the discovery of a characteristic
power law dependence of the factorial moments, Fk, of an
order k on the resolution scale, δ: Fk ∝ (1/δ)f(k). The spe-
cific properties of the intermittency exponent, f(k), can be
associated either with a random production process [48,
52] or with a second-order phase transition [52–54] de-
pending on the values obtained. Thus an analysis of the
factorial moments may provide important information on
the dynamical properties of the system. Ploszajczak and
Tucholski were the first to suggest searching for intermit-
tency patterns in the mass and charge distributions of
the fragments produced in energetic collisions [55]. Since
then many studies show that an intermittency pattern of
fluctuations in the fragmentation charge distributions has
been observed in many data and models. Much effort has
been devoted to find the relation between fragmentation,
a possible critical behavior, and intermittency [45,56–60].
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Fig. 13. Experimental Campi scatter-plots from ref. [61].
Three cuts are employed to selected the upper branch (1), the
lower branch (3), and the central region (2).

Intermittency is defined by the relation

Fk(δ′) ≡ Fk(aδ) = a−f(k)Fk(δ), (16)

between factorial moments Fk(δ′) and Fk(δs) obtained for
two different binning parameters δ and δ′ = aδ. Intermit-
tency implies a linear relationship in the double logarith-
mic plot of lnFk vs. − ln δ.

The fractal intermittency exponent, f(k), is related to
the factorial dimension dk by

f(k) =
dk

k − 1
> 0. (17)

Different processes seem to give a different behavior of
these anomalous fractal dimension dk: 1) dk = constant
corresponds to a monofractal, second-order phase tran-
sition in the Ising model and in the Feynman-Wilson
fluid [53,54]. It has been also demonstrated that in the
case of a second-order phase transition in the Ginzburg-
Landau description one gets dk = d2(k − 1)μ−1 with
μ = 1.304 [53]. 2) dk ∝ k corresponds to multifractal, cas-
cading processes [48]. Therefore, a study of the anomalous
fractal dimensions can give useful information about the
evolution of the system.

Several models have been introduced to study the in-
termittency signal. One of the simplest models, widely
used in the analysis of experimental data and which gives
intermittency, is the percolation model. Percolation mod-
els predict a phase transition corrected for finite-size ef-
fects and produce, at the critical point for this phase tran-
sition, a mass distribution following a power law and obey-
ing scaling properties.

An intermittency analysis has been performed on
many heavy-ion collision data as well as emulsion data.
Here we give an example of the multifragmentation data

Fig. 14. Experimental results from ref. [61]. Scaled factorial
moments ln(Fk) vs. − ln(δs) for the three cuts made in fig. 13:
left part cut 1, central part cut 2, and right part cut 3. Solid
circles represent the SFM of order k = 2, open circles k = 3,
open squares k = 4, and open triangles k = 5. The figure is
taken from ref. [61].

of Au + Au collisions at 35MeV/u which was performed at
NSCL by the Multics-Miniball Collaboration [61]. A power
law charge distribution, A−τ with τ � 2.2 and an inter-
mittency signal has been observed for the events selected
in the region of the Campi scatter-plot where “critical”
behavior is expected. As shown in fig. 13, three cuts have
been tested. The upper branch is mostly related to the liq-
uid branch and the lower branch to the gas branch, while
the central cut (2) is expected to belong to a region where
critical behavior takes place. Actually the resultant charge
distribution of cut (2) shows a power law distribution with
τ � 2.2 which is close to the droplet model predicted if
the liquid-gas critical point is explored. The scaled facto-
rial moments are shown in fig. 14 for the different cuts of
fig. 13. For cut 3, the logarithm of the scaled factorial mo-
ment is always negative and almost independent of − ln δ;
there is no intermittency signal. The situation is different
for cut 2 (the central part). The logarithm of the scaled
factorial moments is positive and almost linearly increas-
ing as a function of − ln δ, and an intermittency has been
observed. Cut 1 gives a zero slope, no intermittency signal
again.

It has been argued that the interpretation of this ex-
perimentally observed intermittency signal may, however,
be problematic due to an ensemble average effect [56].
Since cut 2 involves a large range of impact parameters,
the observed intermittency signal could be an artifact of
ensemble averaging, and cannot be seen as a definite evi-
dence of large fluctuation driven by a critical behavior.

Actually, several criticisms have been raised about the
role of the intermittency signal in nuclear fragmentation.
For instance, Elattari et al. showed that an intermittency
signal can be obtained even for a simple fragmentation
generator model by the random population of mass bins
with a power law distribution in which the only non-
statistical source of fluctuations is the mass conservation
law [57]. It has also been shown that the intermittency sig-
nal is washed out when events of fixed total multiplicity
are selected [45,60] or when the size of the system tends to
infinity in the percolation model in which the fluctuations
are of nontrivial origin [60]. Moreover, the intermittency
signal is not observed in the narrow excitation energy re-
gion where the phase transition occurs in the framework
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Fig. 15. Left panels: the multiplicity distribution (upper panel), the mass distribution (middle panel), the scaled factorial
moments (bottom panel) with the multiplicity restriction for 129Xe in the lattice gas model calculation. Right panel: same as
the left panel but for the events mixed with T = 5.5MeV and T = 7MeV. The figure is taken from ref. [62].

of the well-known Copenhagen statistical multifragmen-
tation model [58] or in the data of 35–110MeV/nucleon
36Ar + 197Au when the effects of impact parameter aver-
aging are reduced by some appropriate cuts [56]. However,
it is important to notice that there is no reason to expect
intermittency if the phase transition is first order.

As an example, we check the intermittency behav-
ior [62] in the lattice gas model for the disassembly of
the system 129Xe at 0.38ρ0 in the framework of LGM (for
the details of the model description, please see the follow-
ing section). At a temperature T = 5.5MeV, the mass
distribution shows a power law distribution with an effec-
tive power law parameter τ = 2.43. In a previous work
with the same model, it was shown that the liquid-gas
phase transition occurs near 5.5MeV for this system in the

LGM [63,64]. The lnFk shows slight negative values with
slightly positive slopes vs. − ln δ. However, this kind of the
positive slopes with a moment less than unity may be of
trivial origin and does not demonstrate the appearance of
intermittency which is characteristic of systems exhibiting
larger than Poisson fluctuations (i.e. the moment should
be larger than unity). In order to check the event mix-
ture effect on the scaled factorial moment, we mixed all
the events at T = 4MeV and T = 7MeV and also used
the multiplicity cuts (29 ≤ M ≤ 101) and (M < 29 or
M > 101) to see if an intermittency behavior can be found
in such mixed events. Figure 15 shows these results. Even
though all the lnFk values are positive, they are flat, i.e.
there is no intermittency signal. In these cases, the fluc-
tuation is large enough but the mass distribution shows
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no power law distribution. Hence, intermittency is absent.
However, intermittency emerges when the moments were
calculated from the mixed events of T = 5.5MeV and
T = 7MeV (fig. 15). In this case, the mass distribution
shows a quite good power law distribution and fluctua-
tions are also large enough to induce intermittency.

From the above discussions, the apparent signals of in-
termittency which emerge in many experimental data are
not easy to understand since many experimental condi-
tions bring some complexities to the pure signal of inter-
mittency, such as event mixing. More precise experimental
measurements in the future are needed to probe the inter-
mittency signal, which then may be taken as a signal of
true critical behavior.

6 Phenomenological basis of nuclear Zipf law
and model simulation

In the above sections, we have focussed on the moment
analysis, namely the behavior of the moments of the frag-
ment size distribution, or of the scaled factorial moments.
Both are related to the fluctuations of some physical ob-
servables. In this section, we would like to emphasize the
topological structure of the fragment size distribution, i.e.
how the fragments distribute from the largest to the small-
est in nuclear fragmentation. To this end, we introduce the
Zipf-type plot, i.e. rank-ordering plot, in the fragment size
distribution as well as Zipf’s law which will be illustrated
in the following [64,65].

The original Zipf’s law [66] has been used for the di-
agnosis of nuclear liquid-gas phase transition and as such
we have called it the nuclear Zipf’s law. Zipf’s law has
been known as a statistical phenomenon concerning the
relation between English words and their frequency in the
literature in the field of linguistics [66]. The law states
that, when we list the words in the order of decreasing
population, the frequency of a word is inversely propor-
tional to its rank [66]. This relation was found not only in
linguistics but also in other fields of sciences. For instance,
the law appeared in distributions of populations in cities,
distributions of income of corporations, distributions of
areas of lakes and cluster-size distribution in percolation
processes [67,68]. The details for the proposal of nuclear
Zipf’s law can been found in refs. [64,65]. In this report,
we firstly define the nuclear Zipf plot for the fragment
mass (charge) distribution and nuclear Zipf’s law in the
simulation with the help of the lattice gas model. Then
we show some experimental evidences for the nuclear Zipf
law as well as some remarks.

The tools we will use here are the isospin-dependent
lattice gas model (LGM) and molecular dynamical model
(MD). The lattice gas model was developed to describe the
liquid-gas phase transition for atomic systems by Lee and
Yang [69]. The same model has already been applied to nu-
clear physics for isospin symmetrical systems in the grand-
canonical ensemble [70] with a sampling of the canonical
ensemble [63,71–76], and also for isospin asymmetrical
nuclear matter in the mean-field approximation [77]. In

Fig. 16. Effective power law parameter, τ , second moment of
the cluster distribution, S2, and multiplicity of intermediate
mass fragments, Nimf as a function of temperature for the
disassembly of 129Xe at ρf ∼ 0.38ρ0 in I-LGM. The arrow
represents the estimated temperature of the phase transition.
The figure is taken from [65].

addition, a classical molecular dynamical model is used
to compare its results with the results of the lattice gas
model.

In the lattice gas model, A (= N + Z) nucleons with
an occupation number s which is defined s = 1 (−1) for
a proton (neutron) or s = 0 for a vacancy, are placed
on the L sites of the lattice. Nucleons in the nearest-
neighboring sites interact with an energy εsisj

. The Hamil-

tonian is written as E =
∑A

i=1
P 2

i

2m − ∑i<j εsisj
sisj . A

three-dimension cubic lattice with L sites is used. The
freeze-out density of disassembling system is assumed to
be ρf = A

Lρ0, where ρ0 is the normal nuclear density.
The disassembly of the system is to be calculated at ρf ,
beyond which nucleons are too far apart to interact. Nu-
cleons are put into lattice by Monte Carlo Metropolis sam-
pling. Once the nucleons have been placed we also ascribe
to each of them a momentum by Monte Carlo samplings
of a Maxwell-Boltzmann distribution. Once this is done,
the LGM immediately gives the cluster distribution us-
ing the rule that two nucleons are part of the same clus-
ter if P 2

r /2μ − εsisj
sisj < 0. This method is similar to

the Coniglio-Klein prescription [78] in condensed-matter
physics and was shown to be valid in LGM [71,72,74,76].
In addition, to calculate clusters using MD we propagate
the particles from the initial configuration for a long time
under the influence of the chosen force. The form of the
force is chosen to compare with the results of LGM. The
system evolves with the potential. At asymptotic times the
clusters are easily recognized. Observables based on the
cluster distribution in both models can now be compared.
In the case of proton-proton interactions, the Coulomb
interaction can also be added separately and it can be
compared with the case without Coulomb effects.

In order to check the phase transition behavior in the
I-LGM, we will first show the calculations of some physical
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Fig. 17. Average charge Zn with rank n as a function of n for
129Xe ρf ∼ 0.38ρ0 in I-LGM. The histograms are the calcula-
tion results and the straight lines are their fits with Zn ∝ n−λ.
The figure is taken from [65].

observables in fig. 16, namely the effective power law pa-
rameter, τ , the second moment of the cluster distribution,
S2 [60], and the multiplicity of intermediate mass frag-
ments, Nimf , for the disassembly of 129Xe at the freeze-out
density ρf ∼ 0.38ρ0. These observables have been success-
fully employed in previous works to probe the liquid-gas
phase transition, as shown in refs. [63,65,75]. The val-
ley of τ , the peaks of Nimf and S2 are located around
T ∼ 5.5MeV which is the signature of the onset of the
phase transition. Because of the exact mapping between
the LGM and the Ising model, we know that at this point
the transition is first order.

Now we present the results for testing Zipf’s law in the
charge distribution of clusters. The law states that the re-
lation between the sizes and their ranks is described by
Zn = c/n (n = 1, 2, 3, . . .), where c is a constant and
Zn (or An) is the average charge (or mass) of rank n in
a charge (or mass) list when we arrange the clusters in
the order of decreasing size. For instance, the charge Z2

of the second largest cluster with rank n = 2 is one-half
of the charge Z1 of the largest cluster, the charge Z3 of
the third largest cluster with rank n = 3 is one-third of
the charge Z1 of the largest cluster, and so on. In the sim-
ulations of this work, we averaged the charges for each
rank in charge lists of the events: we averaged the charges
for the largest clusters in each event, averaged them for
the second largest clusters, averaged them for the third
largest clusters, and so on. From the averaged charges, we
examined the relation between the charges Zn and their

Fig. 18. Slope parameter λ of Zn to n (top) and χ2 test for
Zipf’s law (bottom) as a function of temperature for 129Xe at
ρf ∼ 0.38ρ0. The arrow represents the estimated temperature
of the phase transition. The figure is taken from [65].

ranks n. Figure 17 shows such relations of Zn and n for
Xe with different temperatures. The histogram is the sim-
ulated results and the straight lines represent the fit with
Zn ∝ n−λ in the range of 1 ≤ n ≤ 10, where λ is the slope
parameter. λ is 5.77 at T = 3MeV. Then we increased the
temperature and examined the same relation and obtained
λ = 3.65 and 1.53 at T = 4 and 5MeV, respectively. Up
to T = 5.5MeV, λ = 1.00, i.e., at this temperature the
relation is satisfied to Zipf’s law: Zn ∝ n−1. When the
temperature increases, λ decreases; for instance, λ = 0.80
at T = 6MeV and λ = 0.56 at T = 7. The temperature
at which Zipf’s law emerges is consistent with the phase
transition temperature obtained in fig. 16, illustrating that
Zipf’s law is also an additional signal to determine the lo-
cation of a phase transition. From a statistical point of
view, Zipf’s law could also be related to a critical phe-
nomenon [2,29]. The upper panel of fig. 18 summarizes
the parameter λ as a function of temperature.

In order to further illustrate that Zipf’s law is most
probably fulfilled in phase transition points, we directly
reproduce the histograms with Zipf’s law: Zn = c/n. In
this case, c is the only parameter, but what we are inter-
ested in is to check the hypothesis of Zipf’s law through
a χ2 test. The bottom panel of fig. 18 shows the χ2/ndf
for the Zn-n relations at different T . As expected, the
minimum χ2/ndf is observed around the phase transition
temperature, which further indicates that Zipf’s law of the
fragment distribution occurs around the liquid-gas phase
transition point.
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Fig. 19. Zipf plots in six different excitation energy bins for
the QP formed in 40Ar + 58Ni. The dots are data and the lines
are Zipf-law fits. The statistical error is smaller than the size
of the symbols.

7 Experimental evidences of nuclear Zipf law

7.1 NIMROD results

In sect. 4.2, we gave some information on critical behaviors
for the Texas A&M NIRMOD data based on the moment
analysis technique. Different signals of critical behavior
coherently pointing to the same excitation energy interval
have been shown. In this section, we will further show
the significance of the 5–6MeV region in NIMROD data
using a Zipf’s law analysis. In fig. 19 we present Zipf plots
for rank-ordered average Z in six different energy bins.
The lines in the figure are fits to the power law expression
〈Zn〉 ∝ n−λ. Figure 10(f) shows the fitted Zipf exponent,
λ parameter, as a function of excitation energy. As shown
in fig. 19, this rank ordering of the observation probability
of fragments of a given atomic number, from the largest
to the smallest, does indeed lead to a Zipf’s power law
parameter λ = 1 in the 5–6MeV/nucleon range. Around
this excitation energy, the mean size of the second largest
fragment is 1/2 of that of the largest fragment; that of
the third largest fragment is 1/3 of the largest fragment’s
one, etc. This is a special kind of size topology of fragment
distributions, which is very different from the equal-size
fragment distribution expected if fragments are formed
through a spinodal instability inside the phase coexistence
region [22,79–83]. This shows the relevance of using Zipf
plots to explore the fragment size topology.

7.2 CERN emulsion experiment

The nuclear Zipf-type plot has been also applied in the
analysis of CERN emulsion or plastic data of Pb + Pb or

Fig. 20. Zipf-law fit to the dependences of the mean charge of
the fragment on its rank. The different symbols represent the
multifragmentation data of different beams with an emulsion
target. Circles and solid line represent Pb beam at 158 A GeV,
squares and dashed line represent Au beam at 10.6 A GeV, star
and dotted line represent Au beam at 0.64 A GeV. Data are
taken from ref. [84].

plastic at 158 AGeV following Ma’s proposal on Zipf law,
and it was found that the nuclear Zipf law is satisfied in
coincidence with other proposed signals of phase transi-
tion [84,85].

Dabrowska et al. have extended these studies to the
multifragmentation of lead projectiles at an energy of
158 AGeV [84]. The analyzed data were obtained from
the CERN EMU13 experiment in which emulsion cham-
bers, composed of nuclear target foils and thin emulsion
plates interleaved with spacers, allow for precise measure-
ments of emission angles and charges of all projectile frag-
ments emitted from Pb-nucleus interactions. The results
on fragment multiplicities, charge distributions and an-
gular correlations are analyzed for multifragmentation of
the Pb projectile after an interaction with heavy (Pb) and
light (plastic-C5H4O2) targets. A detailed description of
the emulsion experiment can be found in ref. [84].

Figure 20 shows the Zipf-type plot for charged frag-
ments heavier than helium emitted in multifragmentation
events of Au or Pb projectile at different beam energies.
The values of λ exponents from fits 〈Zn〉 ∼ n−λ are
0.92 ± 0.03, 0.90 ± 0.02 and 0.96 ± 0.04 for beam ener-
gies of 158, 10.6 and 0.64 AGeV, respectively. Within the
statistical errors, the values of the λ coefficient are the
same in the studied energy interval (< 1–158) AGeV and
do not differ significantly from unity [84].

Dabrowska et al. also studied the dependence of the
power law exponent λ on the control parameter m, the
normalized multiplicity with respect to the total charge of
spectator particles [85]. In fig. 21(a) are shown the mean
multiplicity 〈Nf 〉 of fragments with Z ≥ 3 and the mean
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Fig. 21. (a) Mean number, 〈Nf 〉, of fragments (squares) and
mean number, 〈NIMF 〉, of intermediate mass fragments (cir-
cles) as a function of the normalized multiplicity m. Error bars
are smaller than the size of the squares and circles. (b) Power
law exponent, τ , of the charge distribution of fragments in dif-
ferent intervals of m. (c) Power law exponent, λ, in Zipf’s law
(see text) in different intervals of m. Error bars are smaller
than data points. The data is taken from ref. [85].

number 〈NIMF 〉 of the intermediate fragments. The lat-
ter are usually defined as fragments with 3 ≤ Z ≤ 30. In
fig. 21(b) the dependence of the exponent τ of the power
fits to the charge distribution of fragments, performed at
different ranges of m, is also given. In this analysis, the fits
are restricted to fragment charges smaller than Z = 16.
At small values of m, a system has few light fragments
and the power law is steep; at large values of m there
are basically only many light fragments leading again to
a steep power law. At the moderate excitation energies
where heavier fragments appear and where we expect the
phase transition, the exponent τ has its lowest value. As
can be seen from fig. 21(b), the minimum τ occurs for m
values between 0.35 and 0.55. In fig. 21(c) the dependence
of λ obtained from the fits 〈Zn〉 ∼ n−λ, as a function
of m is depicted. The exponent λ decreases with increas-
ing m. Between m ≈ 0.3 and m ≈ 0.5 the value of λ is
close to unity and Zipf’s law is satisfied. This suggests
that at this value of m the liquid-gas phase transition
might occur. It has been checked that λ ∼ 1 occurs in the
same region of m, irrespectively of the mass of the tar-
get [85]. This means that the liquid-gas phase transition
occurs when a given amount of energy is deposited into
the nucleus and does not depend on the mass of the target.
As expected, in the case of a liquid-gas phase transition,
the previously shown maxima in frequency distributions
of multiply charged fragments (fig. 21(a)) as well as a min-
imum of the power law parameter τ (fig. 21(b)), all occur
at the same values of m, where Zipf’s law emerges.

7.3 Some remarks on Zipf law

Campi et al. pointed out that for an infinite system, Zipf’s
law is a mathematical consequence of a power law cluster
size distribution with exponent τ � 2 [86]. More precisely,
both Zipf law exponent λ and Fisher scaling power law ex-
ponent τ are connected through the formula λ = 1/(τ−1)
in an infinite system assuming that the cluster size distri-
bution is a power law distribution. They argued that such
distributions appear at the critical point with τ � 2 of
many theories, e.g. various theories of cluster formation
but also in the super-critical region of the lattice-gas and
realistic Lennard-Jones fluids [87]. However, the experi-
mental fragment size distribution is mostly neither power
law distribution nor exponential distribution except for
some special situations. Also, the nuclear system is always
a finite system, which means that the relationship between
λ and τ mentioned above is not strictly valid. To account
for finite-size effects, Bauer et al. [88] have evaluated the
fragment probabilities as a function of their rank at the
critical point for a finite system with fragment distribu-
tions obeying a finite-size scaling ansatz. From this ana-
lytical evaluation, where however the assumption is made
that all fragments including the largest are much smaller
than the source, they suggest to extend the simple Zipf’s
law to a more general Zipf-Mandelbrot distribution [89,
90], 〈Ar〉 = c(r+ k)−λ, where the offset k is an additional
constant that one has to introduce, and λ is asymptoti-
cally approximated as a function of the critical exponent
τ , λ = 1/(τ − 1) of the infinite system.

In any case, the Zipf-type plot is a direct observable
allowing to characterize the fragment hierarchy in nuclear
disassembly, and as such it is a useful signal of phase tran-
sition or critical behavior.

8 Summary and outlook

In summary, the moment analysis method has been in-
troduced and some applications to nuclear multifragmen-
tation have been presented. Since we are dealing with a
finite nucleus rather than infinite nuclear matter, finite-
size effects must always be discussed in the model cal-
culations and data analysis. Experimentally, the critical
behavior of nuclear disassembly can be investigated with
the help of moment analysis. The occurrence of a fluc-
tuation peak which can be extracted from the moment
analysis method can be interpreted as a signal of criti-
cal behavior. Using the same analysis method as for the
percolation model, the liquid-gas universality class expo-
nents are approximately obtained in nuclear multifrag-
mentation, such as in EOS data and NIMROD data. This
would point to the observation of the liquid-gas critical
point or second-order phase transition. However, when we
think about the system size dependence of critical expo-
nents and we consider some results using lattice gas model
simulations and other related different analysis methods,
it appears that some open questions still remain concern-
ing the order of the phase transition. For instance, EOS
Collaboration claimed that there are continuous phase
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transitions for heavier systems, namely Au and La and
first-order phase transitions for lighter systems, namely
Kr. On the other hand, NIMROD data show critical be-
havior, corresponding to a continuous phase transition,
for the light system Quasi-Ar. Different conclusions are
then reached for similar light systems. Recent systematic
analyses of caloric curves [6,14,20] and configurational en-
ergy fluctuations [23], indicate that heavier systems may
undergo a first-order phase transition while lighter sys-
tems can probably sustain a higher temperature, possibly
even above the critical point, which would make the first-
order phase transition observed in heavy nuclei become
a crossover in lighter systems. Concerning configurational
energy fluctuations, a well-pronounced peak at an excita-
tion energy around 5MeV was shown in Multics, Indra,
Isis and NIMROD data [23]. However, this fluctuation ap-
pears monotonically decreasing in EOS data [33]. Thus it
deserves further investigations.

Scaled factorial moments and intermittency have also
been reviewed and some examples given to show the ap-
parent intermittency in nuclear fragmentation. However,
some complex ingredients in experimental measurements,
such as mixtures of event multiplicities or temperature
fluctuations in the data can induce spurious intermittency-
like behavior which implies that the apparent “intermit-
tency” cannot be taken as a unique signal of the critical
behavior. Without 4π detector upgrades allowing better
data sorting, it remains difficult to take apparent “inter-
mittency” behaviors as a signal of critical behavior in nu-
clear multifragmentation.

Finally, nuclear Zipf-type plots are introduced and
Zipf’s law is proposed to be related to a phase transi-
tion or a critical behavior of nuclei. Around the transi-
tion point, the cluster mass (charge) shows inversely to
its rank, i.e. Zipf’s law appears. Even though the crite-
rion is phenomenological, it is a simple and practicable
tool to characterize the fragment hierarchy in nuclear dis-
assembly. The 4π multifragmentation data of heavy-ion
collision at Texas A&M University and the CERN emul-
sion/plastic data exhibit the Zipf law around the same ex-
citation energy deposit. The satisfaction of the Zipf law for
the cluster distributions illustrates that the clusters obey
at this point a particular rank ordering distribution very
different from the equal-size fragment distribution which
may occur due to spinodal instability inside the liquid-
gas coexistence region. To conclude, we should mention
that all these transition signals, such as the fluctuation
peak, critical exponents, Fisher scaling as well as Zipf’s
law, etc. may not be very robust individually since we are
facing a transient finite charged nuclear system. A unique
signal cannot give any definite information as to whether
the system is in a critical point or is undergoing a phase
transition. Only many coherent signals emerging together
can corroborate the observation of a phase transition or a
critical behavior in finite nuclei.
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Abstract. Abnormal production of events with almost equal-sized fragments was theoretically proposed
as a signature of spinodal instabilities responsible for nuclear multifragmentation. Many-fragment corre-
lations can be used to enlighten any extra production of events with specific fragment partitions. The
high sensitivity of such correlation methods makes it particularly appropriate to look for small numbers
of events as those expected to have kept a memory of spinodal decomposition properties and to reveal the
dynamics of a first-order phase transition for nuclear matter and nuclei. This paper summarizes results
obtained so far for both experimental and dynamical simulations data.

PACS. 25.70.Pq Multifragment emission and correlations – 24.60.Ky Fluctuation phenomena

1 Introduction

Thermodynamics describes phase transitions in terms of
static conditions. Information on the existence of phases
and coexistence of phases is derived depending on thermo-
dynamical parameters (temperature, pressure. . . ). How to
pass from a phase to another? What is the time needed?
To answer these questions, dynamics of phase transitions
must be studied. Therefore the aim of this paper is to
discuss signals which could be related to the dynamics of
phase transition involved in hot unstable nuclei produced
in nucleus-nucleus collisions. Of particular relevance is the
possible occurrence of spinodal instabilities. Indeed, dur-
ing a collision, a wide zone of the nuclear-matter phase
diagram may be explored and the nuclear system may en-
ter the coexistence region (at low density) and even more
precisely the unstable spinodal region (domain of nega-
tive compressibility). Thus, a possible origin of multifrag-
mentation may be found through the growth of density
fluctuations in this unstable region. Within this theoreti-
cal scenario a breakup into nearly equal-sized “primitive”
fragments should be favoured. Hence many fragment cor-
relations have been analyzed to investigate this possible
scenario. They were applied on selected central collision
events produced in experiments and also in 3D stochastic
mean-field simulations of head-on collisions.

a e-mail: borderie@ipno.in2p3.fr

2 Spinodal instabilities for nuclear matter and
nuclei

In the last fifteen years a big theoretical effort has been
realized to understand and learn about spinodal decom-
position in the nuclear context. A review can be found in
ref. [1].

2.1 Nuclear matter

We shall first briefly discuss what are the specificities of
spinodal decomposition as far as infinite nuclear matter
is concerned. Associated to negative compressibility the
mechanically unstable spinodal region can be investigated
by studying the propagation of small density perturba-
tions [2,3]. To do that the linear response framework is
used to solve the RPA equations. In the spinodal region
some modes do not oscillate but are amplified because of
the instability. They have an imaginary eigenfrequency,
this frequency being the inverse of the instability growth
time. Figure 1 presents an example of nuclear dispersion
relation at 3MeV temperature for two different densities
ρ0/2 and ρ0/3. Imaginary RPA frequencies are reported
as a function of the wave number k of the considered
perturbation. This dispersion relation exhibits a strong
maximum at a given wave number followed by a cut-off
at large k values. This cut-off reflects the fact that fluc-
tuations with wavelength smaller than the range of the
force cannot be amplified. The most unstable modes cor-
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Fig. 1. Nuclear-matter dispersion relation at 3MeV temper-
ature for two different densities; ρ0 is the normal density.
(From [2].)

respond to wavelengths lying around λ ≈ 10 fm and as-
sociated characteristic times are almost identical, around
30–50 fm/c, depending on density (ρ0/2–ρ0/8) and tem-
perature (0–9MeV) [2,4]. A direct consequence of the dis-
persion relation is the production of “primitive” fragments
with size λ/2 ≈ 5 fm which correspond to Z ≈ 10. How-
ever, this simple and rather academic picture is expected
to be largely blurred by several effects. We do not have a
single unstable mode and consequently the beating of dif-
ferent modes occurs. Coalescence effects due to the resid-
ual interaction between fragments before the complete dis-
assembly are also expected [2].

2.2 Finite systems

Does the signal discussed for nuclear matter survive (in
final fragment partitions experimentally measured) if we
consider the case of a hot expanding nucleus formed in
heavy-ion collisions which undergoes multifragmentation?
First of all, the fused system produced has to stay long
enough in the spinodal region (≈ 3 characteristic time:
100–150 fm/c) to allow an important amplification of the
initial fluctuations. Second, the presence of a surface in-
troduces an explicit breaking of the translational symme-
try. Figure 2 shows the growth rates of the most unsta-
ble modes for a spherical source of A = 200 with a Fermi
shape profile and for two different central densities [5]. The
growth rates are nearly the same for different multipolari-
ties L up to a maximum multipolarity Lmax (see also [6]).
This result indicates that the unstable finite system breaks
into different channels with nearly equal probabilities. De-
pending on multipolarity L, equal-sized “primitive” frag-
ments are expected to be produced with sizes in the range
AF /2–AF /Lmax; AF being the part of the system lead-
ing to fragments during the spinodal decomposition. One
can also note that the Coulomb potential has a very small
effect on the growth rates of unstable collective modes
except close to the border of the spinodal zone where it
stabilizes very long-wavelength unstable modes [7].

Fig. 2. Growth rates of the most unstable modes for a spherical
source with 200 nucleons as a function of the multipolarity L
and for two different central densities. (From [5].)

On the other hand, for a finite system, Coulomb in-
teraction reduces the freeze-out time and enhances the
chance to keep a memory of the dynamical instabilities;
a similar comment can be made if collective expansion of
the system is present. Both effects push the “primitive”
fragments apart from each other and reduce the time of
their mutual interaction.

3 Selected central collision events

Central collisions between medium or heavy nuclei lead-
ing to “fused” systems are very appropriate in the inci-
dent energy range 20–50AMeV to produce well-defined
pieces of excited nuclear matter for which one could expect
that bulk effects related to spinodal instabilities can occur.
Such collisions represent a small (a few percent) part of
cross-sections and corresponding events have been selected
using global variables such as the total transverse energy
Et (129Xe + natCu, 129Xe + 197Au and 36Ar + 197Au at
50AMeV) [9] or the flow angle (129Xe + natSn for the in-
cident energy domain 32–50AMeV) [10] and the discrim-
inant analysis method (58Ni + 58Ni and 58Ni + 197Au for
the range 32–52AMeV) [11–13].

4 Multi-fragment correlation functions and
production of events with nearly equal-sized
fragments

Following early studies related to nearly equal-sized frag-
ment partitions [8], ten years ago a method called higher-
order charge correlations [9] was proposed to enlighten any
extra production of events with specific fragment parti-
tions. The high sensitivity of the method makes it par-
ticularly appropriate to look for small numbers of events
as those expected to have kept a memory of spinodal de-
composition properties. Thus, such a charge correlation
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method allows to examine model-independent signatures
that would indicate a preferred decay into a number of
equal-sized fragments in events from experimental data or
from simulations.

4.1 Methods

The classical two-fragment charge correlation method con-
siders the coincidence yield Y (Z1, Z2) of two fragments of
atomic numbers Z1,2, in the events of multiplicity Mf of a
sample. A background yield Y ′(Z1, Z2) is constructed by
mixing, at random, fragments from different coincidence
events selected by the same cut on Mf . The two-particle
correlation function is given by the ratio of these yields.
When searching for enhanced production of events which
break into equal-sized fragments, the higher-order correla-
tion method appears much more sensitive. All fragments of
one event with fragment multiplicity Mf = M =

∑
Z nZ ,

where nZ is the number of fragments with charge Z in
the partition, are taken into account. By means of the
normalized first-order

〈Z〉 =
1
M

∑
Z

nZZ (1)

and second-order

σ2
Z =

1
M

∑
Z

nZ(Z − 〈Z〉)2 (2)

moments of the fragment charge distribution in the event,
one may define the higher-order charge correlation func-
tion as

1 + R(σZ , 〈Z〉) =
Y (σZ , 〈Z〉)
Y ′(σZ , 〈Z〉)

∣∣∣∣
M

. (3)

Here, the numerator Y (σZ , 〈Z〉) is the yield of events
with given 〈Z〉 and σZ values. Because the measurement
of the charge belonging to a given event is not sub-
ject to statistical fluctuations, one can use expression (2)
rather than the “nonbiased estimator” of the variance,

1
M−1

∑
Z nZ(Z − 〈Z〉)2, as proposed in [9] and also used

in [14]. Note that this choice has no qualitative influ-
ence on the forthcoming conclusions. The denominator
Y ′(σZ , 〈Z〉), which represents the uncorrelated yield of
pseudo-events, was built in [9], as for classical correla-
tion methods, by taking fragments at random in differ-
ent events of the selected sample of a certain fragment
multiplicity; this way to evaluate the denominator will be
denoted as Fragments at Random Method (FRM) in what
follows. This Monte Carlo generation of the denominator
Y ′(σZ , 〈Z〉) can be replaced by a fast algebraic calculation
which is equivalent to the sampling of an infinite number
of pseudo-events [15]. Its contribution to the statistical
error of the correlation function is thus eliminated. How-
ever, owing to the way the denominator was constructed,
only the fragment charge distribution dM/dZ of the par-
ent sample is reproduced but the constraints imposed by
charge conservation are not taken into account. This has,

in particular, a strong effect on the charge bound in frag-
ments dM/dZbound distribution. This fact makes the de-
nominator yield distributions as a function of 〈Z〉 wider
and flatter than those of the numerator [16]. Consequently,
even in the absence of a physical correlation signal, the
ratio (3) is not a constant equal to one. The correlations
induced by the finite size of the system (charge conser-
vation) distorts the amplitude, or may even cancel other
less trivial correlations. Therefore, a new method for the
evaluation of the denominator [15], based on the “intrinsic
probability” of emission of a given charge, was proposed.
It minimizes these effects and replicates all features of the
partitions of the numerator, except those (of interest) due
to other reasons than charge conservation. The principle
of the method is to take into account, in a combinatorial
way, the trivial correlations due to charge conservation. If
there is no correlation between the charges, each charge
can be fully described by an emission probability referred
to as intrinsic probability. This new method to build the
denominator will be denoted as the Intrinsic Probability
Method (IPM) in what follows. However, the explicit cal-
culation of the intrinsic probabilities may not be the only
method for building a denominator including only the cor-
relations induced by charge conservation. Another proce-
dure was also proposed in [17]: the denominator is built by
mixing events through random exchanges of two fragments
between two events under the constraint that the sum of
the two exchanged fragments is conserved, which satisfies
Zbound conservation (see also sect. 6 for a comparison with
the IPM method). This last method will be denoted as the
Random Exchange of Two-Fragment Method (RETFM)
in what follows.

4.2 Stochastic mean-field simulations and spinodal
instabilities

Dynamical stochastic mean-field simulations have been
proposed for a long time to describe processes involv-
ing instabilities like those leading to spinodal decompo-
sition [18–20]. In this approach, spinodal decomposition
of hot and dilute finite nuclear systems can be mimicked
through the Brownian One-Body (BOB) dynamics [21–
23], which consists in employing a Brownian force in the
kinetic equations. Simulations have been performed for
head-on 129Xe on 119Sn collisions at 32AMeV. The in-
gredients of the simulations can be found in [23] as well
as a detailed comparison between filtered simulated events
(to account for the experimental device) and experimental
data. A good agreement between both is revealed.

To refine the comparison, higher-order charge correla-
tions have been calculated for the simulated events [10],
keeping the compact presentation proposed in [14]: charge
correlation functions are built for all events, whatever
their multiplicity, by summing the correlated yields for
all M and by replacing the variable 〈Z〉 by Zbound =
M ×〈Z〉 =

∑
Z ZnZ . Uncorrelated events are constructed

and weighted in proportion to real events of each multi-
plicity. This presentation is based on the experimental ob-
servation that the peaks observed independently for each
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Fig. 3. Correlation functions for events with Mf = 3 to 6, simulated with the Brownian One-Body (BOB) model for 32AMeV
129Xe + natSn collisions: a) with an analytical denominator provided by FRM; b) with a denominator calculated with the IPM.
The orientations of a) and b) are different for a better visualisation of the landscapes. (From [10].)

fragment multiplicity correspond to the same Zbound re-
gion [14]. The variance bin was chosen equal to one charge
unit. One can recall that in the considered domain of ex-
citation energy, around 3MeV per nucleon [24,23], sec-
ondary evaporation leads to fragments one charge unit
smaller, on average, than the primary Z ≈ 10–20 ones,
with a standard deviation around one [16]. If a weak en-
hanced production of exactly equal-sized fragments exists,
peaks are expected to appear in the interval σZ = 0–1,
because of secondary evaporation. This interval in σZ is
hence the minimum value which must be chosen to look
for nearly equal-sized fragments. Any (unknown) intrin-
sic spread in the fragment size coming from the break-
up process itself may enlarge the σZ interval of interest.
Here, only events with σZ < 1 were considered, which cor-
responds to differences of at most two units between the
fragment atomic numbers in one event.

Figure 3 shows the correlation function calculated us-
ing the analytical denominator of FRM (a) or the denom-
inator given by the IPM (b). Both functions are drawn
versus the variables Zbound = M ×〈Z〉 and σZ . In fig. 3a,
the equal-sized fragment correlations in the first bin are
superimposed over trivial correlations due to the finite
size of the system. For this reason, the ratio (3) is gen-
erally different from one and smoothly varies with the
variables Zbound and σZ . For each bin in Zbound (fixed at
6 atomic number units), an exponential evolution of the
correlation function is observed from σZ = 7–8 down to
σZ = 2–3. This exponential evolution was thus taken as a
“background” empirically extrapolated down to the first
bin σZ = 0–1. The amplitude of the correlation function
in the domain Zbound = 36–60 is well above the back-
ground, with a confidence level higher than 90%, proving
thus a statistically significant enhancement of equal-sized
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Fig. 4. Experimental differential charge multiplicity distribu-
tions (circles) for the single source formed in central 39AMeV
129Xe on natSn collisions. Parts a), b), c) and d) refer, respec-
tively, to fragment multiplicities 3, 4, 5, 6. The Z distributions
for the first (squares), second (diamonds) and third (triangles)
heaviest fragments are presented too. The lines correspond to
the results obtained with IPM. The dashed lines display the
intrinsic probabilities. (From [10].)

fragment partitions. Of the 1% of events having σZ < 1,
(0.13 ± 0.02)% (called extra-events from now on) are in
excess of the background. In fig. 3b, as one could expect,
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Fig. 5. Experimental higher-order charge correlations for selected events formed in central 39AMeV 129Xe on natSn collisions,
for fragment multiplicities 3 to 6. The maximum value of the scale of the correlation function is limited to 3 on the picture.
(From [10].)

all correlations due to the charge conservation are sup-
pressed and the correlation function is equal to 1 (within
statistical fluctuations) wherever no additional correlation
is present. Again peaks for σZ < 1 are observed. The per-
centage of extra-events is 0.36 ± 0.03%, higher than the
one obtained with the previous method. Moreover, with
this method, peaks also appear at the maximum values
of σZ for a given Zbound. They correspond to events com-
posed of one big (a heavy residue) and several lighter frag-
ments (sequentially emitted from the big one). In that case
fusion-multifragmention does not occur and the peaks re-
veal the small proportion (0.15%) of events which undergo
the fusion-evaporation process.

Note that very recently higher-order charge correla-
tions were also studied for central Ni + Ni collisions sim-
ulated using the LATINO semiclassical model [25]. A sin-
gle source at 4.75AMeV excitation energy was measured,
which de-excites with an abnormal production of four
equal-sized fragments.

To conclude this part one can say that, although all
events in the simulation arise from spinodal decomposi-
tion, only a very small fraction of the final partitions have
nearly equal-sized fragments. Let us recall again the dif-
ferent effects: beating of different modes, coalescence of

nascent fragments, secondary decay of the excited frag-
ments and, above all, finite-size effects are responsible for
this fact [5,2]. The signature of spinodal decomposition
can only reveal itself as a “fossil” signal.

4.3 Experimental results

As an example, higher-order charge correlations for se-
lected experimental events concerning 129Xe on natSn col-
lisions at 39AMeV incident energy [10] are presented. This
is in the framework of the IPM for the denominator. The
first step consists in determining the intrinsic probabili-
ties of fragments for each multiplicity. These probabilities
are obtained by a recursive procedure of minimization.
The minimization criterion is the normalized χ2 between
experimental and combinatorial fragment partition proba-
bilities. Charge distributions experimentally observed for
the different fragment multiplicities are shown in fig. 4.
Dashed lines refer to the intrinsic probabilities calculated
with IPM and the corresponding charge distributions are
the full lines. One can note the excellent agreement be-
tween calculations and data. The contributions to the Z
distribution of the three heaviest fragments of each par-
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Fig. 6. Abnormal production of events with nearly equal-sized fragments (a) σZ < 1 and b) σZ < 3) as a function of thermal
excitation energy (full points); the incident and radial energy scales are also indicated. ε∗th and εrad are deduced from comparisons
with SMM. The open point refers to the result from BOB simulations; the average thermal excitation energy is used. Vertical bars
correspond to statistical errors and horizontal bars refer to estimated uncertainties on the backtraced quantity, ε∗th. (From [10].)

tition are also well described and the charges bound in
fragments (not shown) are perfectly reproduced.

Figure 5 illustrates the higher-order correlation func-
tions measured for the different fragment multiplicities.
To make the effects more visible, peaks with confidence
level lower than 80% were flattened out. We observe sig-
nificant peaks in the bin σ = 0–1 for each fragment mul-
tiplicity. For M = 6, peaks are essentially located in the
bin σZ = 1–2. As observed in simulations, peaks corre-
sponding to events composed of a heavy residue and light
fragments (σZ in the region 5–10 associated with low 〈Z〉)
are also visible. At 32AMeV incident energy, for the same
system, similar results were obtained using FRM or IPM
methods and well compare to those obtained with events
from dynamical simulations, BOB [14,10]. On the other
hand, no abnormal production of events with nearly equal-
sized fragments was obtained using the RETFM [17].

Moreover, using the IPM method, a rise and fall of
the percentage of “fossil partitions” from spinodal de-
composition is measured over the incident energy range
32–50AMeV (see fig. 6) The percentages of events with
σZ < 3 are also reported. The conclusions are the same:
while more events have small values of σZ when the in-
cident energy increases, the percentage of extra-events
shows a maximum at 39AMeV but vanishes at 50AMeV.
Figure 6 also reveals some difference between the exper-
imental (full symbols) and simulated events (open sym-
bols): the experimental percentages of extra-events are
closer to the simulated ones in fig. 6b than in fig. 6a. This
means that the charge distributions inside an event are
slightly narrower in the simulation than in the experiment
either because of the primary intrinsic spread, or because
the width due to evaporation is underestimated. For the

considered system, incident energies around 35–40AMeV
could appear as the most favourable to induce spinodal
decomposition; it corresponds to about 5.5–6AMeV ther-
mal excitation energy associated to a very gentle expan-
sion energy around 0.5–1AMeV. The qualitative explana-
tion for those numbers can be well understood in terms
of a necessary compromise between two times. On one
hand, the fused systems have to stay in the spinodal re-
gion ≈ 100–150 fm/c [2,4,26], to allow an important am-
plification of the initial fluctuations and thus permit spin-
odal decomposition; this requires a not too high incident
energy, high enough however for multifragmentation to
occur. On the other hand, for a finite system, Coulomb
interaction and collective expansion push the “primitive”
fragments apart and reduce the time of their mutual inter-
action, which is efficient to keep a memory of “primitive”
size properties. Note that such an explanation cannot be
derived using the RETFM for which no abnormal pro-
duction of events with nearly equal-sized fragments was
measured, neither in BOB simulations [27,28] nor in ex-
perimental data [17].

Table 1 summarizes all the results concerning charge
correlation studies performed up to now.

5 Observation of correlated signals

The concept of spinodal instability applies in general
to macroscopically uniform systems that are suddenly
brought into the coexistence region of their phase dia-
gram. This instability occurs when the entropy function
for the uniform system has a local convexity. Then the
system splits into two independent subsystems (spinodal
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Table 1. World-wide results on fragment correlations. DA refers to the Discriminant Analysis method. Percentage of extra
events refers to the extra-percentage of events with nearly equal-sized fragments which correspond to σZ < 1.

System Energy Source Detection Correlation 〈Z〉 Percentage Ref.
(AMeV) selection (% of Zsyst ) method range of extra events

129Xe + natCu 50 top 5% Et – FRM – no events [9]
129Xe + 197Au 50 top 5% Et – FRM – no events [9]
36Ar + 197Au 50 top 5% Et – FRM – no events [9]
129Xe + 119Sn 32 BOB (b = 0) INDRA filter FRM 10–19 0.13 [10]
129Xe + 119Sn 32 BOB (b = 0) INDRA filter IPM 8–20 0.36 [10]
129Xe + 119Sn 32 BOB (b = 0) INDRA filter RETFM – no events [27,28]
129Xe + natSn 32 θflow > 60◦ > 80% FRM 10–19 0.10 [14]
129Xe + natSn 32 θflow > 60◦ > 80% IPM 11–21 0.13 [10]
129Xe + natSn 32 θflow > 60◦ > 80% RETFM – no events [17]
129Xe + natSn 39 θflow > 60◦ > 80% IPM 6–20 0.25 [10]
129Xe + natSn 39 θflow > 60◦ > 80% RETFM – no events [17]
129Xe + natSn 45 θflow > 60◦ > 80% IPM 6–18 0.21 [10]
129Xe + natSn 45 θflow > 60◦ > 80% RETFM – no events [17]
129Xe + natSn 50 θflow > 60◦ > 80% IPM 7–9 0.08 [10]
129Xe + natSn 50 θflow > 60◦ > 80% RETFM – no events [17]
58Ni + 197Au 32 DA (SIMON training) > 60% IPM – no events [12]
58Ni + 197Au 52 DA (SIMON training) > 60% IPM 7–15 not given [12]
58Ni + 58Ni 32 DA (data training) > 80% IPM – no events [13]
58Ni + 58Ni 40 DA (data training) > 80% IPM 5 events ? [13]
58Ni + 58Ni 52 DA (data training) > 80% IPM 4–8 0.85 [13]
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Fig. 7. Isolated finite system. The entropy function for a uni-
form system (lower curve) has a convexity region and the sys-
tem gains entropy reorganizing itself into two subsystems but
the resulting equilibrium entropy function (upper curve) will
always lie below the common tangent (dashed line). From [1].

decomposition) to increase entropy; in the thermodynami-
cal limit the entropy is additive and the Maxwell construc-
tion operates. For finite systems these features are no more
correct. Interfaces between coexisting phases are no longer
negligible and the entropy at equilibrium does not corre-

spond to the sum of the individual subsystem entropies:
the Maxwell construction is no more valid as illustrated
in fig. 7. Thus one can stress an important fact related to
finite systems. It concerns the sign of the heat capacity in
the spinodal region: if spinodal decomposition is observed,
one must measure correlatively a negative microcanonical
heat capacity related to the resulting equilibrium entropy
function with local convexity.

Both signals (spinodal decomposition and negative
microcanonical heat capacity) have been simultaneously
studied on different fused systems which undergo multi-
fragmentation [10,12,13,29]. Results are summarized in
table 2. For the different systems we have also indicated
the associated thermal and radial collective energies de-
rived from data. We generally observe a correlation be-
tween the two signals. They are present when a total (ther-
mal+radial) energy in the range 5.5–8.0AMeV is mea-
sured. Note that the effect of a very gentle compression
phase leading to 0.5–1.0AMeV radial expansion energy
seems to play the same role as a slightly higher thermal
energy (Ni + Au system at 52AMeV). This can be un-
derstood in terms of a required threshold for expansion
energy; in the latter case this threshold should be reached
by thermal expansion only.

6 Correlation methods and confidence level

As we have seen in sect. 4, very different results are ob-
tained for the 129Xe + natSn system using IPM or RETFM
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Table 2. Summary of the findings for phase transition signals.

System Ni + Au Ni + Ni Xe + Sn Xe + Sn Ni + Au Ni + Ni Xe + Sn Xe + Sn Ni + Ni
Incident Energy

AMeV 32.0 32.0 32.0 39.0 52.0 40.0 45.0 50.0 52.0
Thermal energy

AMeV 5.0 ± 1.0 5.0 ± 1.0 5.0 ± 0.5 6.0 ± 0.5 6.0 ± 1.0 6.3 ± 1.0 6.5 ± 0.5 7.0 ± 0.5 8.0 ± 1.0
Radial energy

AMeV 0.0 0.8 ± 0.5 0.5 ± 0.2 1.0 ± 0.3 0.0 1.7 ± 0.5 1.5 ± 0.4 2.2 ± 0.4 2.4 ± 0.5
Spinodal

decomposition no no yes yes yes yes? yes no yes
Negative microcanonical

heat capacity no yes yes yes yes yes? yes? no no
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Fig. 8. Deviations from 1 of the correlation functions divided
by the statistical errors in abcissa, for the different values of
σZ . Correlation functions calculated by the IPM. (From [10].)

for the calculation of the denominator. The sensitivity of
the two methods was tested [10] by building correlation
functions 1 + R(σZ , 〈Z〉) with σZ being calculated from
eq. (2). The results of the two methods are compared
in fig. 8 and fig. 9, displaying for each bin of the plane
(σZ ,M × 〈Z〉), the deviation from 1, R(σZ , 〈Z〉), of the
correlation function, normalized to its statistical error bar,
σ1+R(σZ ,〈Z〉), calculated from the numerator only.

The greater sensitivity of the IPM appears in fig. 8: the
values of the correlation function are closer to one (R = 0)
except at low σZ where one observes correlations with sig-
nificant confidence level (2 to 4 σ1+R). Conversely, the ex-
change method, fig. 9, leads to a large dispersion of the
values of R(σZ , 〈Z〉)/σ1+R(σZ ,〈Z〉), ∼ 1.6 times broader
than with the IPM at 32, 39 and 45AMeV. This observa-
tion may be related to the fact that in the IPM one adjusts
the partition probabilities. Thus all experimental charge
distributions are reproduced (see fig. 4) whereas in the
RETFM only the distribution of the total charge emitted
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Fig. 9. Deviations from 1 of the correlation functions divided
by the statistical errors in abcissa, for the different values of σZ .
Correlation functions calculated by the RETFM. (From [10].)

in fragments, Zbound, is constrained. So the IPM approach
should appear more suitable to reveal weak correlations.

7 Perspectives

Charge correlation functions for compact fused systems
which undergo multifragmentation have been investi-
gated, as a function of the incident energy, from 30 to
50AMeV. Enhanced production of events with almost
equal-sized fragments at the level of 0.1–0.8% were pos-
sibly revealed. Supported by theoretical simulations, this
abnormal enhancement can be interpreted as a signature
of spinodal instabilities as the origin of multifragmenta-
tion in the Fermi energy domain. This fossil signal seems
to culminate for incident energy around 35–40AMeV. Mi-
crocanonical heat capacities observed in correlation with
fossil signals also plead for spinodal decomposition to de-
scribe the dynamics of a phase transition for hot nuclei.
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However, confidence levels, lower than 5 σ1+R, observed
for charge correlations prevent any definitive conclusion.

To firmly assess or not the validity of this fossil signal
new studies must be performed:

– by achieving new experiments with higher statistics
to reach relevant confidence levels,

– by performing dynamical simulations at higher inci-
dent energies and for different impact parameters,

– by increasing, on same event samples, the cross-check
of different signals predicted to be correlated.

Moreover, more direct experimental determinations of
thermal and radial energies of fragment sources are re-
quired to better determine the domain where “fossil par-
titions” are produced and preserved.
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29. N. Le Neindre, thèse de doctorat, Université de
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Abstract. This contribution presents a review of our present theoretical as well as experimental knowledge
of different fluctuation observables relevant to nuclear multifragmentation. The possible connection between
the presence of a fluctuation peak and the occurrence of a phase transition or a critical phenomenon is
critically analyzed. Many different phenomena can lead both to the creation and to the suppression of
a fluctuation peak. In particular, the role of constraints due to conservation laws and to data sorting is
shown to be essential. From the experimental point of view, a comparison of the available fragmentation
data reveals that there is a good agreement between different data sets of basic fluctuation observables, if
the fragmenting source is of comparable size. This compatibility suggests that the fragmentation process is
largely independent of the reaction mechanism (central vs. peripheral collisions, symmetric vs. asymmetric
systems, light ions vs. heavy-ion–induced reactions). Configurational energy fluctuations, that may give
important information on the heat capacity of the fragmenting system at the freeze-out stage, are not fully
compatible among different data sets and require further analysis to properly account for Coulomb effects
and secondary decays. Some basic theoretical questions, concerning the interplay between the dynamics
of the collision and the fragmentation process, and the cluster definition in dense and hot media, are still
open and are addressed at the end of the paper. A comparison with realistic models and/or a quantitative
analysis of the fluctuation properties will be needed to clarify in the next future the nature of the transition
observed from compound nucleus evaporation to multi-fragment production.

PACS. 24.10.Pa Thermal and statistical models – 24.60.Ky Fluctuation phenomena – 25.70.Pq Multi-
fragment emission and correlations – 68.35.Rh Phase transitions and critical phenomena

1 Fluctuations and phase transitions

Since the first inclusive heavy-ion experiments, multifrag-
mentation has been tentatively associated with a phase
transition or a critical phenomenon. This expectation
was triggered by the first pioneering theoretical studies
of the nuclear phase diagram [1] which contains a coex-
istence region delimited, at each temperature below an
upper critical value, by two critical points at different
asymmetries [2,3].

Even more important, the first exclusive multifragmen-
tation studies have shown that multifragmentation is a
threshold process occurring at a relatively well-defined de-
posited energy [4–7]. The wide variation of possible frag-
ment partitions naturally leads to important fluctuations
of the associated partition sizes and energies.

Different observables have been proposed to measure
such fluctuations. Using the general definition of the n-th

a e-mail: gulminelli@lpccaen.in2p3.fr

moment as
Mn =

∑
Zi �=Zmax

Zn
i · ni(Zi), (1)

the variance of the charge distribution is measured by the
second moment M2 or by the normalized quantity [8]

γ2 =
M2M0

M2
1

. (2)

The root mean-square fluctuation per particle

σm =
√
〈(Zm/Z0 − 〈Zm/Z0〉)2〉 (3)

of the distribution of the largest fragment Zm detected in
each event completes the information. We will also con-
sider the total fluctuation

Σ2
m = 〈Z0〉σ2

m (4)

and the fluctuation

σ2
k = 〈(Ep/A0 − 〈Ep/A0〉)2〉 (5)
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Fig. 1. Second moment of the size distribution (see [10] for a
precise definition) as a function of the average cluster multi-
plicity for the three-dimensional percolation model for different
lattice sizes. The figure is taken from [8].

of the configurational energy per particle associated with
each fragment partition (k)

E(k)
p =

mk∑
i=1

(BE)i + α2
mk∑

i,j=1

ZiZj

〈|ri − rj |〉
, (6)

where mk is the multiplicity of event k, BE is the ground-
state binding energy of each fragment, and 〈|ri − rj |〉 is
the average interfragment distance at the formation time.
The quantities A0, Z0 in eqs. (3), (5) represent the re-
constructed charge and mass of the fragmenting system,
Z0 =

∑mk

i=1 Zi, A0 =
∑mk

i=1 Ai.
In a simple statistical picture the fluctuation of any

observable can be related to the associated generalized
susceptibility by

χ = −∂〈A〉
∂λ

= 〈A2〉 − 〈A〉2, (7)

where λ is the intensive variable associated with the
generic observable A. Since the intensive variable asso-
ciated with a particle density N/V is the susceptibility
χ = ∂〈N〉/∂μ, then the large variance of the charge distri-
bution observed in multifragmentation experiments could
be connected to the diverging critical point fluctuation
which would signal a diverging susceptibility and a diverg-
ing density correlation length. The apparent self-similar
behavior and scaling properties of fragment yields [9] tend
to support this intuitive picture.

1.1 Finite-size effects

Many different effects can, however, blur this simple con-
nection. First of all, since fragmenting sources cannot ex-

ceed a few hundred nucleons, we have certainly to expect
finite-size rounding effects, which smooth the fluctuation
signal [8]. Not only the transition point is expected to be
loosely defined and shifted in the finite system as shown in
the three-dimensional percolation model in fig. 1, but also
the signal is qualitatively the same for a critical point,
a first-order transition or even a continuous change or
crossover.

Finite-size effects have other consequences on the dis-
tribution than the simple smoothing of the transition. It
has been shown in different model calculations that the
presence of conservation constraints as well as the use
of different event sorting procedures can sensibly distort
the fluctuation observables. To give a simple example, the
presence of a peak in the largest fragment’s size fluctuation
as a function of the energy deposit is trivially produced by
the baryon number conservation constraint which forces
this fluctuation to decrease with increasing average multi-
plicity [9]. In the case of a genuine critical behavior as for
the percolation model, the fact of sorting events accord-
ing to the percolation parameter p or according to some
other correlated observable, as for instance the total clus-
ter multiplicity, modifies [9,5] the behavior of m2, γ2, and
all other related moments [10] measuring the fluctuation
properties of the system. All these effects can be under-
stood in the general framework of the non-equivalence of
statistical ensembles for finite systems, which we will dis-
cuss in the next section.

1.2 Thermal invariance properties

Another problem when trying to connect a fluctuation
peak to a phase transition or a critical behavior in a fi-
nite system is given by the possible existence of thermo-
dynamic ambiguities. It has been observed by different
independent works that in the framework of equilibrium
fragmentation models the fluctuation behavior is quali-
tatively independent of the break-up density [11–14]. An
example is given in fig. 2, which gives the second moment
of the charge (S2 = M2 −M2

1 ) and of the energy (Cv) dis-
tribution as a function of temperature in the lattice gas
model for different break-up densities in the subcritical
regime.

A peak in the fluctuation observables can be seen at
all densities, at a temperature which is systematically be-
low the critical temperature of the system and close to the
first-order transition temperature in the thermodynamic
limit. A similar behavior has been observed in different
fluctuation observables and also at supercritical densities
along the Kertesz percolation line, where the system does
not present any phase transition. Table 1 gives, as a func-
tion of the lattice size, the inverse temperature at which
the variable S2 shows a maximum in the three-dimensional
IMFM model [12] at different densities. As a general state-
ment, the fluctuation peak as well as the global scaling
properties of the size distribution [14,15] in these models
can be found along a curve in the T (ρ) diagram passing
through the thermodynamic critical point but extending
in the subcritical as well as supercritical region [16]. The
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Fig. 2. Second moment of the charge (S2) and of the energy
(Cv) distribution as a function of temperature in the lattice
gas model for different densities for a system of linear dimen-
sion L = 7. Arrows: first-order transition temperature in the
thermodynamic limit. The figure is taken from ref. [13].

subcritical behavior can be understood as a finite-size ef-
fect, when the correlation length, close to the first-order
transition point, becomes comparable to the linear size
of the system, while the supercritical behavior is linked
to the definition of clusters in dense and hot media [16].
For the subcritical region, a clusterization algorithm has
been suggested to eliminate such behaviors in Ising simula-
tions [17]. The possible pertinence of all these observations
to experimental data is still a subject of debate, and essen-
tially depends on the relationship between the measured
clusters and the cluster definitions of the models.

Last but not least, the presence of different time scales
in the reaction [18,19] and the dynamics of the fragmen-
tation process may have important effects in the quantita-
tive value of charge partition fluctuations [20], as we will
discuss in the last section.

For all these reasons, it is clear that the well-
documented presence of a fluctuation peak in the mea-
sured charge distributions [7] cannot be taken as such as
a proof of a critical behavior and/or phase transition. In

Table 1. Inverse temperature at which the second moment
S2 = M2 − M2

1 is maximal for different densities and lat-
tice sizes in the three-dimensional IMFM model. Taken from
ref. [12].

L βc(ρ = 0.3) βc(ρ = 0.5) βc(ρ = 0.7)

10 0.2560(5) 0.225(3) 0.194(2)
16 0.2440(2) 0.2230(5) 0.1984(2)
20 0.23960(10) 0.2227(4) 0.1990(6)
24 0.2367(3) 0.2227(2) 0.2005(6)

order to connect the fluctuation behaviour to a phase tran-
sition and to conclude on its order, it is indispensable to
compare with models and/or to quantify the fluctuation
peak.

2 Theory

2.1 Fluctuations and constraints

It is clear that fluctuations on a given observable A will
be suppressed if a constraint is applied to a variable cor-
related to A. This trivial fact has a deep thermodynamic
meaning and is linked to the non-equivalence of statis-
tical ensembles in finite systems [21]. Indeed, the basic
statistical relation between a fluctuation and the associ-
ated susceptibility eq. (7) is only valid in the ensemble in
which the fluctuations of A are such as to maximize the
total entropy under the constraint of 〈A〉 (“canonical” en-
semble). The thermodynamics in the ensemble where the
generic observable A is controlled event by event (“mi-
crocanonical” ensemble), or in the ensemble where σA is
externally fixed (“Gaussian” ensemble [22]) is a perfectly
defined statistical problem, but the thermodynamic rela-
tionships have to be explicitly worked out [23]. As an ex-
ample we show in fig. 3 the correlation between the size of
the largest cluster Abig and the total energy in the isobar
lattice gas model [23] at the transition temperature. The
presence of two energy solutions at the same temperature
and pressure clearly shows that the transition is in this
case first order [24]. The Abig fluctuation properties are
very different in the canonical ensemble (left part) and in
the microcanonical ensemble (right part) at the same (av-
erage) total energy. Because of the important correlation
between the total energy and the fragmentation partition,
fragment size fluctuations can be compared only for sam-
ples with comparable widths of the energy distribution.

From the experimental viewpoint, different constraints
apply to fragmentation data and have to be taken into
account. Apart from the sorting conditions [7], the col-
lisional dynamics can also give important constraints to
the fragmentation pattern (e.g. flows, deformation in r-
space and p-space). This means that fluctuations have to
be compared with calculations performed in the statisti-
cal ensemble corresponding to the pertinent experimental
constraints [25].
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Fig. 3. Center: correlation between the largest fragment’s size and the total energy in the isobar lattice gas model close to the
transition temperature, for a system of 216 particles. Left side: projection over the Abig direction. Right side: same as the left
side, but only events within a narrow energy interval around the average energy have been retained.

2.2 Fluctuations and susceptibilities

In the last subsection we have stated that a connection be-
tween a fluctuation and the associated susceptibility can
always be in principle worked out if the constraints acting
on the observable are known. In the case of sharp con-
straints (e.g. fixed total mass, charge, deposited energy),
the connection between the fluctuation on a variable cor-
related to the constraint (e.g. size or charge of the largest
fragment, configurational energy) and the associated sus-
ceptibility are in many cases analytical [26–28]. If a con-
servation constraint A = A1 + A2 = const applies and
the system can be split into two statistically independent
components such that W (A) = W (A1)W (A2), then the
partial fluctuations are linked to the total susceptibility
by

χ1

χ
= 1 − σ2

1

σ2
ref

, (8)

where χ−1
i = ∂2

Ai
Wi, σ2

ref is the fluctuation of A1 in the
ensemble where only the average value 〈A〉 is constrained,
and we have approximated the distribution of A1 with
a Gaussian [23]. The case of the total energy constraint
has been particularly studied in the literature. Indeed the
total energy deposit can be (approximately [29]) mea-
sured event by event in 4π experiments, allowing to exper-
imentally construct a microcanonical ensemble by sorting.
For classical systems with momentum-independent inter-
actions the potential energy fluctuation σ2

I at a fixed total
energy is linked to the total microcanonical heat capacity
by

Ck

C
= 1 − σ2

k

σ2
can

, (9)

where Ck, C are the kinetic and total heat capacity,
σ2

k = σ2
I and σ2

can = ckT
2 is the kinetic energy fluctua-

tion in the canonical ensemble. Apart from the microstate
equi-probability inherent to all statistical calculations, the
above formula is obtained in the saddle point approxima-
tion for the partial energy distributions. The contribu-
tion of non-Gaussian tails can be also analytically worked

Fig. 4. Temperature, normalized binding energy fluctuation
and heat capacity in the microcanonical isobar lattice gas
model as a function of the total energy for a system of 108
particles. In the lower panel the heat capacity estimated from
fluctuations via eq. (9) (dots) is compared to the exact ex-
pression from the entropy curvature (line). The figure is taken
from [30].

out [27] and has been found to be negligible in all theo-
retical as well as experimental data samples analyzed so
far [23]. An exemple of the quality of the approximation is
given in fig. 4 which gives the temperature, normalized po-
tential energy fluctuation and heat capacity in the isobar
lattice gas model for a system of 108 particles.
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Table 2. Maximum γ2 (columns 2–5) and σm (columns 6, 7)
values measured in the break-up of an Au system within differ-
ent data sets sorted in Zbound, total multiplicity (m) or calori-
metric excitation energy (ε∗). Different values for the same
case denote different bombarding energies. Values taken from
refs. [5,9,31–35].

γ2 [5] [31–33] [34,9] [35] σm [34] [35]

Zbound 1.4 1.3
m 1.85 3.2 2.23 0.15

1.85
2.5

ε∗ 3.7 2.5 0.12 0.14

3 Experiment

3.1 Effect of the sorting variable

In this section we turn to compare different sets of exper-
imental data available in the literature. Special attention
has been paid by different collaborations to the largest
fragment fluctuation σm eq. (3) and to the γ2 observable
eq. (2) [5,31–35]. For all data sets of comparable total size
these observables, as well as the others we will show in the
next subsections, show a well-defined peak at comparable
values of the chosen sorting variable. This is an impor-
tant and non-trivial result considering that data are taken
with different apparata and the multifragmenting systems
are obtained with very different reaction mechanisms. The
effect of the sorting variable is explored in table 2, that
gives the maximum value of γ2 and σm with different data
sets sorted in bins of the total measured bound charge
Zbound, total measured charged particles multiplicity m,
or calorimetric excitation energy [29]. Even if the system-
atics should certainly be completed and errors should def-
initely be evaluated, we can observe from table 2 that
different data sets show a reasonable agreement when the
same sorting is employed.

We can also note that a higher γ2 is systematically
obtained when data are analyzed in bins of total charge
multiplicity, with respect to a sorting in Zbound. This can
be qualitatively understood if we recall that γ2 measures
the variance of the charge bound in fragments, and this
quantity is obviously strongly correlated with Zbound and
loosely correlated with m. The calorimetric excitation en-
ergy sorting leads to results comparable to the multiplicity
sorting. The value of γ2 is slightly increased, which may
be explained by a reduced correlation of ε∗ with respect
to m with the total fragment charge, since the excita-
tion energy contains the extra information of the kinetic
energy of the fragments. However, the effect goes in the
opposite direction as the fluctuation of Zm is concerned.
A detailed study of the correlation coefficient between the
considered observables and the sorting variables is needed
to fully understand these trends. It is also possible that
the fluctuations obtained with these two sortings may be
compatible within error bars, which stresses the impor-
tance of an analysis of errors.

Table 3. Maximum γ2, Σ2
m and σm values measured within

different data sets for various system sizes Z0. Different values
for the same case denote different targets. Values taken from
refs. [34,36,35].

〈Z0〉 γ2 [34,36,35] Σ2
m [34,36,35] σm [34,36,35]

76 2.5 1.49 0.14
59 3.7 0.85 0.12
43 2.4 0.73 0.13
27 1.75 0.39 0.125
16 1.19 0.22 0.114

1.17 0.22 0.114
1.16 0.22 0.114

The fluctuation values appear to be largely indepen-
dent of the reaction mechanism and incident energy [5,
31,33]. The only exception is the value γ2 ≈ 2.5 obtained
from emulsion data in ref. [32], which is significantly higher
than the values obtained at the other bombarding energies
for the same system. Such anomaly might be due to the
presence of fission events that have been excluded in the
other analyses [31,33]. The independence on the incident
energy tends to show that the fragmentation process is
essentially statistical.

3.2 Effect of the system size

The effect of the system size is further analyzed in ta-
ble 3. All presented data are sorted in bins of calorimetric
excitation energy.

The fluctuation properties of quasi-projectile decay
appear to be largely independent of the target. This
well-known behavior at relativistic energy [5] appears con-
firmed in the case of the NIMROD experiment [36] which
was performed with a beam energy as low as 47MeV/A.
This suggests that a quasi-projectile emission source can
be extracted [7] in spite of the important midrapidity con-
tribution in the Fermi energy regime [19].

From table 3 we can also see that Σ2
m decrease mono-

tonically with the system mass. The evolution with the
system size, at least in the size range analyzed, appears
as a simple scaling behavior as shown by the fact that the
normalization to the source size in σm makes the fluctu-
ation almost independent of the size. Similar conclusions
can be drawn concerning the γ2 observable, even if the be-
havior for the heaviest sources is less clear. This interesting
scaling behavior should be confirmed using hyperscaling
techniques [10].

To conclude, we have seen that fluctuations can vary
by a factor of two when changing the sorting variable.
This stresses the need of confronting the experimental
data with statistical predictions containing the same con-
straints, i.e. performed in the adapted statistical ensem-
ble. Interesting enough, when the same sorting is adopted
the different available data sets agree within ≈ 15%, both
in the value of the peak and in the position where the
peak is observed. More data are needed to confirm these
trends.
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Fig. 5. Left part: percentage of secondarily emitted light charged particles taken from correlation function measurements (see
ref. [37]). Right part: total measured fragment kinetic energy (points) compared with Coulomb trajectory calculations where
the volume is changed from 6V0 to 3V0. Both quantities are plotted as a function of the calorimetric excitation energy. The
figure is taken from [38].

3.3 Configurational energy fluctuations

One of the most interesting aspects of studying fluctua-
tion observables, is their possible connection with a sus-
ceptibility or a heat capacity via eq. (9). Configurational
energy fluctuations have been studied at length by the
Multics Collaboration [38–40] and by the INDRA Collab-
oration [38,41–43] on Au sources. The observable used in
these studies is an estimation of the energy stored in the
configurational degrees of freedom at the time of fragment
formation, defined as follows:

EI =
Nimf∑
i=1

Q (Zp
i , A

p
i )

+
∑

i=n,p,d,t,3He,4He

Q (Zi, Ai)M
p
i (10)

+Vcoul ({Zp
i } , VFO) ,

where Q indicates the mass defects and Vcoul the Coulomb
energy. The measured fragment charges Zi and lcp multi-
plicities Mi are corrected in each event to approximately
account for secondary decay,

Zp
i = Zi + 〈Mev

H + 2Mev
He〉

Zi∑Nimf

i=1 Zi

, (11)

Mp
i = Mi − 〈Mev

i 〉, (12)

where 〈Mev
i 〉 is the estimated multiplicity of secondary

emitted light charged particles for each calorimetric exci-
tation energy bin.

Three quantities need to be estimated in each excita-
tion energy bin to compute EI :

1) The freeze-out volume VFO which determines the total
Coulomb energy. Its average value is deduced from the
measured fragment kinetic energies through Coulomb
trajectories calculations (see fig. 5, right part).

2) The average multiplicities of secondarily emitted par-
ticles 〈Mev

lcp〉 to account for side-feeding effects. They

Fig. 6. Left side: normalized fluctuation of EI and estimated
Ck (see text) as a function of the calorimetric excitation energy.
Grey zone: peripheral 35AMeV Au + Au collisions. Symbols:
central Au + C, Au + Cu, Au + Au at 25 and 35AMeV. Right
side: heat capacity from eq. (9). The figure is taken from [40].

are deduced from fragment-particle correlation func-
tions (see fig. 5, left part).

3) The isotopic content Ap
i /Z

p
i of primary fragments. It

is assumed that it is equal to the isotopic content of
the fragmenting system. This quantity allows in turn
to determine the number of free neutrons at freeze-out
from baryon number conservation.

A general protocol has been proposed to minimize the
spurious fluctuations due to the implementation of this
missing information [38]. The resulting fluctuation of EI

σ2
I = σ2

k is shown for different Multics data in fig. 6.
The temperature has been estimated alternatively using
isotopic thermometers or solving the kinetic equation of
state and comes out to be in good agreement [40] with the
general temperature systematics [44] (around 4.5MeV in
the fragmentation region). Similar to the other fluctua-
tion observables, configurational energy fluctuations show
a well-pronounced peak at an excitation energy around
5AMeV. This general feature is apparent in Multics [40],
INDRA [43], Isis [45] and NIMROD [36] data. The only
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Fig. 7. Normalized fluctuation and kinetic heat capacity
(dashed lines) for 32AMeV Xe + Sn central collisions mea-
sured by the INDRA Collaboration as a function of the calori-
metric excitation energy with two different hypothesis on the
freeze-out volume. The histogram gives the event distribution.
The figure is taken from [38,41].

exception is EOS data [46] where this fluctuation appears
monotonically decreasing.

In the hypothesis of thermal equilibrium at the freeze-
out configuration this fluctuation is a measure of the heat
capacity according to eq. (9). The value expected for this
fluctuation in the canonical ensemble can be written as
σ2

can = ckT
2. The kinetic heat capacity ck is calculated

from the measured fragment yields [38]. We can see that
the fluctuation peak overcomes the upper classical limit
ck = 3/2 suggesting a negative heat capacity as expected
in a first-order phase transition analyzed in the micro-
canonical ensemble [47,48].

The same analysis performed on INDRA data of cen-
tral Xe + Sn collisions at different bombarding energies
leads to compatible temperatures and volumes and a fluc-
tuation estimation that agrees within 25% with the pre-
sented Multics results [38], as shown for the 32AMeV data
in fig. 7 (upper part). In the absence of isotopic resolution
for fragments, Coulomb repulsion cannot be distinguished
from a radial collective expansion due to a possible ini-
tial compression. If an important radial flow component
is assumed for these central collisions, data can also be
compatible with a bigger freeze-out volume (lower part
of the figure) leading to a shift of the abnormal fluctu-
ation behavior towards lower energy. This volume/flow
ambiguity in central collisions can only be solved with
third-generation multidetectors [49].

INDRA data on a source of the same size as the
Au quasi-projectile analyzed by the Multics Collabora-
tion lead to a fluctuation measurement about 40% lower,
see fig. 8. This difference is tentatively explained as an

Fig. 8. Normalized fluctuation and kinetic heat capacity
(stars) for 80AMeV Au + Au peripheral collisions measured
by the INDRA and ALADIN Collaborations as a function
of the calorimetric excitation energy, for all quasi-projectile
events (left side) and after subtraction of events elongated
along the beam axis (right side). The figure is taken from [43].

Fig. 9. Normalized fluctuation and kinetic heat capacity for
47AMeV argon quasi-projectiles on different targets measured
by the NIMROD Collaboration as a function of the calorimetric
excitation energy. The figure is taken from [36].

effect of emission from the neck which leads to a reduced
occupation of the available phase space [43].

Recent NIMROD data [36] on the fragmentation of a
much lighter system show a similar value for the energy
corresponding to the fluctuation peak, but an absolute
value for the fluctuation of a factor 10 lower than for Mul-
tics data, as shown in fig. 9. If we consider the global
fluctuation 〈A0〉σ2

k without the normalization to the esti-
mated temperature, this factor is reduced to about a fac-
tor 4. These results go in the same direction as the gen-
eral behavior of Σ2

m that we have analyzed in sect. 3.2.
Recall that the fluctuation of the biggest fragment for
the quasi-Au source [35] is a factor 6.8 higher than for
the quasi-Ar one [36]. This fluctuation reduction seems
then to be a general feature of light-system fragmenta-
tion and has been tentatively explained as an effect of the
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Fig. 10. Phase diagram of 64 Lennard-Jones particles confined
in a box. Filled triangles give the coexistence border. Isocon-
tours give values of normalized fluctuations σ2

k/σ2
can calculated

from the ground-state Q value of clusters defined with the Hill
algorithm. The figure is taken from [50].

higher temperature that light systems can sustain [36].
In this interpretation, a higher temperature region of the
phase diagram, possibly above the critical point, is ex-
plored in the fragmentation of light systems, and the first-
order phase transition observed in heavy nuclei becomes
a smooth crossover.

As a general remark, the configurational energy fluc-
tuation signal is a very interesting one due to its possi-
ble connection with a heat capacity, but it is also a very
indirect and fragile experimental signal which needs pre-
cise calorimetric measurements, a careful data analysis,
extensive simulations to assess the effect of the different
hypotheses in the event sorting and reconstruction pro-
cedure. Moreover, the different techniques to exclude or
minimize pre-equilibrium and neck emission seem to have
a strong influence in the absolute value of fluctuations.

The evaluation of systematic errors in fluctuation mea-
surements is necessary to achieve a quantitative estima-
tion of fluctuations: some first encouraging results in this
direction have been presented in ref. [40]. The confirma-
tion (or infirmation) of the fluctuation enhancement is cer-
tainly one of the most important challenges of the field in
the next years with third-generations multidetectors.

4 Open questions

The possibility of accessing a thermodynamic information
on the nuclear phase diagram from measured fragment
properties entirely relies on the representation of the sys-
tem at the freeze-out stage as an ideal gas of fragments [25]
in thermal equilibrium. This is true for fluctuation ob-
servables as well as for all other thermodynamic analy-
ses [34,44]. This is an important conceptual point which
is presently largely debated in the heavy-ion community.

Fig. 11. Normalized fluctuations σ2
k/T 2 as a function of energy

for a system of 216 lattice gas particles in the isobar ensemble
at different pressures. Full lines: exact results. Symbols: estima-
tion from the ground-state Q value of Coniglio-Klein clusters.
Dashed lines: as the symbols, but data are sampled in bins of
energy reconstructed from cluster kinetic energies and sizes. λc

gives the critical pressure. The figure is taken from [51].

A first open question concerns the structure of the sys-
tems at the freeze-out stage, i.e. at the time when frag-
ments decouple from each other. Contrary to the ultra-
relativistic regime [52], we do not expect much difference
between the chemical and kinetic decoupling times due to
the small collective motions implied in these low-energy
collisions. We can, therefore, speak at least in a first ap-
proximation of a single freeze-out time. If at this time
the system is still relatively dense, the cluster properties
may be very different from the ones asymptotically mea-
sured, and the question arises [16] as to whether the ener-
getic information measured on ground-state properties can
be taken backward in time up to the freeze-out. Calcula-
tions from classical molecular dynamics [50] show that the
ground-state Q-value is a very bad approximation of the
interaction energy of Hill clusters in dense systems. This
is due both to the deformation of clusters when recognized
in a dense medium through the Hill algorithm, and to the
interaction energy among clusters in dense configurations
where cluster surfaces touch. As a consequence, compara-
ble fluctuations are obtained in the subcritical and super-
critical region of the Lennard-Jones phase diagram. This
result is shown in fig. 10. Calculations in a similar model,
the lattice gas model, show that even in the supercritical
regime the correct fluctuation behavior can be obtained if
both the total energy and the interaction energy are con-
sistently estimated with the same approximate algorithm
as is done in the experimental data analysis [51]. Indeed,
the high value of the estimated configurational energy Q
fluctuations is essentially due to the spurious fluctuation
of the total energy EK + EI obtained when EI is esti-
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Fig. 12. Time evolution of a Lennard-Jones system initially confined in a dense supercritical configuration and freely expanding
in the vacuum at different total energies. Upper part: minimum-spanning-tree (MST) fragment size distribution at different
times. Lower part: average kinetic-energy (full lines), total (lower symbols) and normalized (upper symbols) kinetic-energy
fluctuations, and size of the largest MST cluster (dashed lines). Abnormal fluctuations in these units correspond to Ak � 0.7.
The figure is taken from [53].

mated through Q; such an effect is eliminated if data are
analyzed in bins of EK + Q. This calculation is shown in
fig. 11.

A second related question which needs further work
is the relevance of the equilibrium assumption at freeze-
out. Molecular dynamics models applied to study the time
evolution of the reaction [20,53–55] predict that the de-
coupling between fragment degrees of freedom (freeze-out)
occurs very rapidly during the reaction. At this stage,
however, the configuration is considerably diluted due to
the early presence of collective motions [20]. An example
taken from classical molecular dynamics for an initially
equilibrated compact configuration freely evolving in the
vacuum is shown in fig. 12. At this reaction stage cluster
energies may be well approximated (within a side-feeding
correction) by their asymptotically measured values, but
it is not clear whether this configuration can correspond
to an equilibrium, more precisely whether the hypothesis
of equiprobability of the different charge partitions holds.

5 Conclusions and outlooks

In this paper we have presented a short review of the ex-
perimental as well as theoretical studies of fluctuation ob-
servables of fragments produced in a multifragmentation
heavy-ion reaction. The aim of these studies is the under-
standing of the nature of the nuclear fragmentation transi-
tion as well as the thermodynamic characterization of the
finite-temperature nuclear phase diagram. This vast and
ambitious program is still in its infancy. Many promising

results already exist, but the analyses are not yet conclu-
sive and need to be intensively pursued in the future.

The nuclear fragmentation phenomenon, well doc-
umented by a series of independent experiments [7],
presents many features compatible with a critical phe-
nomenon [10] or a phase transition [9,24,34]. Only a care-
ful study of fluctuation properties will allow to discrimi-
nate between the different scenarii. Even more important,
the phase diagram of finite nuclei is theoretically expected
to present an anomalous thermodynamics [47,48] which
should be characteristic of any non-extensive system un-
dergoing first-order phase transitions in the thermody-
namic limit. Once the difficulties linked to the imperfect
detection and sorting ambiguities will be overcome, fluc-
tuation observables will be a unique tool to quantitatively
study this new thermodynamics with its interdisciplinary
applications [47,48,56].

From the theoretical point of view, the theoretical con-
nections between fluctuations and susceptibilities in the
different statistical ensembles are well established, and
the different experimental constraints can be consistently
adressed by the theory. However, the evaluation of a ther-
modynamics for a clusterized system opens the difficult
theoretical problem of cluster definition in dense quantum
media. To produce quantitative estimations of measurable
fluctuation observables, the pertinence of classical models
has to be checked through detailed comparisons with mi-
croscopic [54] and macroscopic [25] nuclear models.

On the experimental side, multiplicities and size fluctu-
ations agree reasonably well if comparable size fragment-
ing systems are studied, even if the effect of the system
size has to be clarified. Configurational energy fluctuations
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are especially interesting because of their possible connec-
tion with a heat capacity measurement. The methodology
to extract such fluctuations from fragmentation data is
presently under debate; in particular, a careful analysis
of systematic errors is presently undertaken [40]. From a
more conceptual point of view, the influence of the differ-
ent time scales in the reaction dynamics has to be clari-
fied. Configurational energy fluctuations may be subject
to strong ambiguities since they use information from all
the particles of the event, and this information is inte-
grated over the whole reaction dynamics. In this respect,
an interesting complementary observable may be given by
fluctuations of the heaviest cluster size [24,28,57].

To solve the existing ambiguities we need full compar-
isons with a well-defined protocol and consistency checks
between different data sets. The simultaneous measure-
ment of fragment mass and charge on a 4π geometry [49]
will be essential to measure the basic variable of any ther-
modynamic study, namely the deposited energy. No defini-
tive conclusion about the occurrence of a thermodynamic
phase transition and its order can be drawn without this
detection upgrade.
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Abstract. Bimodal distributions of some chosen variables measured in nuclear collisions were recently
proposed as a non-ambiguous signature of a first-order phase transition in nuclei. This section presents a
compilation of both theoretical and experimental studies on bimodalities performed so far, in relation with
the liquid-gas phase transition in nuclear matter.

PACS. 25.70.Pq Multifragment emission and correlations – 24.60.-k Statistical theory and fluctuations
– 64.60.Cn Order-disorder transformations; statistical mechanics of model systems – 25.70.-z Low and
intermediate energy heavy-ion reactions

After a formulation of the theoretical bases of bimodal-
ity, world-wide experimental results will be reviewed and
discussed, as well as the occurrence of some kind of bi-
modality in models. Finally, conclusions on the perspec-
tives of such analyses in the near future and the possi-
ble connections to other proposed signals of the liquid-gas
phase transition in nuclear matter will be given.

1 Theoretical bases

1.1 Definition

Bimodality is a property of finite systems undergoing a
first-order phase transition [1–3]. It is thus a generic fea-
ture which concerns not only nuclear physics but a broad
domain of physics such as astrophysics, or soft-matter
physics. Bimodality means that the probability distribution
of an order parameter of the considered system at phase
transition exhibits two peaks separated by a minimum. In-
deed, if the system is in a pure phase, the order parameter
distribution consists in one peak and can be characterized
by its mean value and its variance. By contrast, if the sys-
tem is in the coexistence region, the distribution presents
two peaks, well separated, whose properties are related to
the two different phases of the system [2]. Bimodality is
then one of the signals associated to a first-order phase
transition [3], beside others such as scaling laws, critical
exponents or negative heat capacities.

In the following, the term “bimodality” will abbreviate
“the probability distribution of some variable, in a given
region of the phase diagram of the system, is bimodal”.

a e-mail: lopezo@lpccaen.in2p3.fr

1.2 Pioneering studies

Bimodality and its relationship to phase transition has
been studied since the ’80s. Figure 1 shows an Ising model
simulation of a ferromagnet studied by Binder and Lan-
dau [4]. In this analysis, the authors studied the mag-
netization M of the system as a function of the applied
magnetic field H. When the magnetic field comes close
to the critical value Hc, the spontaneous magnetization
of the ferromagnet presents a sudden change; in this case
the probability distribution of the magnetization is never
bimodal, as the system “jumps” suddenly from the nega-
tive value −Msp to the positive one +Msp: the transition
between the two regimes is sharp at the thermodynamical
limit.

By contrast, when the size of the system is finite (and
defined by the number of sites L), the step function is
replaced by a smooth curve in fig. 1, with a slope pro-
portional to Ld —where d is the dimensionality of the
system. Consequently, in the vicinity of Hc, the magne-
tization M exhibits a bimodal structure, as shown in the
bottom panel of fig. 1.

1.3 Link with phase transition in thermodynamics

It was recently demonstrated by Chomaz and Gulminelli
that bimodality of the probability distribution of the order
parameter is equivalent to the other definitions of phase
transition proposed up to now [5].

1.3.1 Relationship to the Yang-Lee theorem

The Yang-Lee theorem [6] is considered as the standard
definition of first-order phase transitions at the thermo-
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Fig. 1. Evolution of the magnetization M , as a function of
the applied magnetic field H, in the Ising model for a lattice
defined by the size L. The bottom panel presents a schematic
probability distribution of the magnetization between −ML

and +ML around the critical field value Hc. Taken from [4].

dynamic limit. As demonstrated in [5], bimodality is a
necessary and sufficient condition for zeroes of the parti-
tion sum in the control intensive variable complex plane
to be distributed on a line perpendicular to the real axis.

1.3.2 Anomaly of thermodynamical potentials

A first-order phase transition is characterized by an in-
verted curvature of the relevant thermodynamical poten-
tial (entropy, free energy) [7,8]. This feature is also equiv-
alent to a bimodality in the event probability of the given
order parameter X as displayed in the upper part of fig. 2.

1.3.3 Negative derivatives of the thermodynamical
potentials

A first-order phase transition was also related to a back-
bending in the equation of state of the system [7], char-
acterized by a negative second derivative of the thermo-
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Fig. 2. Entropy S of the system as a function of an order
parameter X of the phase transition. The relation is made be-
tween the convex intruder of S, the bimodal distribution in X
(top) and the abnormal fluctuations of X in the phase coex-
istence region (bottom). λ is the intensive variable associated
with X. Taken from [7].

dynamical potential, as, for example, the heat capacity if
the energy is the order parameter, fig. 2 bottom.

1.4 Microcanonical vs. canonical ensemble

Among the observables signing a phase transition, the
heat capacity is related to the fluctuations of the par-
tial energy of the system and needs to be studied in the
microcanonical ensemble, while bimodality can only be
observed when the system is free to fluctuate in terms of
the associated extensive variable (i.e. energy or volume).
This case corresponds to canonical or isobar ensembles. In
other words, events must be selected without constraint
on the extensive variable in order to study bimodality.
However, in nuclear-physics experiments, the two collid-
ing nuclei form an isolated system: it seems thus natural
to work in a microcanonical ensemble, and cuts can be
applied on the energy of the system, determined, for in-
stance, by calorimetry. It seems conversely out of reach
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Fig. 3. Energy distributions obtained in the Gaussian ensem-
ble for different a = N/N ′. Taken from [9].

to be in a canonical framework which would require the
existence of a large heat bath.

The situation is not hopeless, as it was shown some
years ago that properties of phase transitions can be ob-
served even if the working ensemble is not strictly micro-
canonical or canonical, but is an interpolating ensemble.
In Gaussian ensembles, for instance, it is supposed that N
particles are in contact with a system of N ′ particles act-
ing as a heat bath at temperature T . When N ′ varies from
0 to ∞, the working ensemble mimicks the transition be-
tween microcanonical and canonical [9]. Figure 3 presents
the results of such a simulation, where it is clearly seen
that the probability distribution of the energy —in the
transition region— presents a bimodal shape only when
N/N ′ is small enough (< 1/1000), while for larger N/N ′,
the situation is that of the microcanonical case with only
one peak in the distribution.

1.5 Liquid-gas phase transition

Since nuclei are supposed to undergo a liquid-gas phase
transition, specific studies of this peculiar transition were
undertaken through lattice-gas calculations. In liquid-gas
phase transitions, volume as well as energy are order pa-
rameters. The bimodality of the event probability distri-
bution in the first-order phase transition region is evident
in fig. 4 which shows the location of events in the vol-
ume vs. energy plane (top left). The projections along the
axes (E, V ) also display the expected bimodality, as does a
linear combination of these two order parameters (bottom
right). In this framework (lattice-gas model), bimodality is
evidenced if we are able to select (sort) events in a canon-
ical way (or as close as possible, see previous section), and
plot the event probability distribution of the energy or
volume, or any observable directly related to them.

2 Experimental observations

Since bimodality was proposed as a signature of liquid-gas
phase transition, it was extensively searched for in event
samples resulting from nuclear collisions; studies were

Fig. 4. Probability distributions of the energy E, volume V
and a combination of the two variables coming from a lattice-
gas simulation in the canonical ensemble. Taken from [2].

made for central collisions, where the liquid-gas phase
transition is clearly evidenced by previous analyses (see
sect. “Signals of phase transition”, this topical issue) as
well as for peripheral collisions, where a large range of
excitation energy can be explored.

2.1 Central collisions: systems with mass ∼ 250

Systems with total mass close to 250 were studied with the
INDRA array using two entrance channels, an asymmetric
one, Ni + Au, and an almost symmetric one, Xe + Sn. In
both cases, in the incident energy range scanned, it was
shown that a fused system was formed in central collisions.

Bellaize et al. [10] have reported the observation of
bimodality of the size asymmetry of the two largest frag-
ments in central events for the Ni + Au system at 32A,
52A and 90AMeV. It was associated with two fragmen-
tation patterns (see first row of fig. 5), one similar to
residue-evaporation (one large fragment with few small
ones, zone 1 in fig. 5), the other to multifragmentation
(fragments of nearly equal size, zone 2). A variable built
with the charges of the three largest fragments, Z1, Z2, Z3

in decreasing order,

Z1 − 3(Z2 + Z3), (1)

also has a bimodal distribution at 32A and 52AMeV,
as shown in the bottom row of fig. 5, but no longer at
90AMeV. This fact is compatible with the location of the
system in the coexistence region below 52AMeV, where it
can experience a first-order phase transition by exploring
different densities and temperatures. For higher energies
(here 90AMeV), the system passes directly through the
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Fig. 5. Correlation between the two largest fragments, Z1 and Z2 obtained in central collisions for the Ni + Au system at
32 A (left), 52 A (middle) and 90 A MeV (right). The bottom row shows an asymmetry variable built as a linear combination of
the atomic number of the three largest fragments. Taken from [10].

Fig. 6. Probability distributions of the charge asymmetry be-
tween light (Z = 3–12) and heavy fragments (Z ≥ 12) for
fused events in the Xe + Sn system at 32 A, 39 A, 45 A and
50 A MeV. Taken from [11].

coexistence region and we observe only the presence of
the multifragmentation regime, which could indicate that
the system explores only the low-density part of the phase
diagram.

Figure 6 shows the distributions obtained when look-
ing at the asymmetry ratio between heavy, (Z ≥ 13), and
light, (Z = 3–12), fragments(∑

Z≥13 −
∑

Z3–12

)
/
∑

Z≥3 (2)

for single-source events produced in central Xe + Sn col-
lisions between 32A and 50AMeV [11]. Bimodality is
present at all energies, with dominant “liquid-type” events
at 32AMeV, and a dominance of “gas-like” events at and

0
200
400
600
800

1000
1200
1400
1600
1800
2000

-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1

(ΣZ≥13 - ΣZ3-12) / ΣZ≥3

C
ou

nt
s

Xe+Sn E/A=32 MeV
BOB simulation

Fig. 7. Charge asymmetry obtained by using a stochastic
mean-field simulation (BOB [12]) for central events of the
Xe + Sn system at 32 A MeV. Unpublished results from the
authors of [14].

above 45AMeV; the two types of events are in roughly
equal number at 39AMeV, where other phase transition
signals have been already observed (see contribution V.5,
Many-fragment correlations and possible signature of spin-
odal fragmentation, this topical issue). The authors of [11]
relate the chosen asymmetry variable to the density differ-
ence between the coexisting liquid and gas phases of nu-
clear matter. The same variable was built for the events
resulting from a stochastic mean-field simulation [12] of
head-on collisions between Xe and Sn at 32AMeV. In this
simulation, which was shown to well reproduce many ex-
perimental features, single variable distributions as well as
different correlations [13–15] (see contribution V.5, Many-
fragment correlations and possible signature of spinodal
fragmentation, this topical issue), the system enters the co-
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existence region and multifragments through spinodal de-
composition. The equivalent of fig. 6 for simulated events
is shown in fig. 7; the picture is very similar to the exper-
imental data at the same energy (black stars in fig. 6), a
bimodal behaviour appears with a dominance of events of
liquid type.

2.2 Central collisions: systems with mass ∼ 100

Central collisions between two 58Ni nuclei were studied at
incident energies between 32 and 90AMeV; event selec-
tion was made through a discriminant factorial analysis
trained, at variance with ref. [16], on the complete ex-
perimental events. A bimodal distribution of the largest
fragment was observed at 52AMeV, intermediate between
the Gaussian distributions measured at lower energies and
the asymmetric distributions found from 74AMeV up-
wards [17], see fig. 8. The minimum is rather shallow
(about 80% of the peak value); at 64AMeV a bimodal
distribution persists, but now the peak on the more frag-
mented side is dominant. Conversely, the distributions of
the fragments of higher rank (not shown) are monotonous.
To our knowledge, this is the only direct observation of bi-
modality on the largest fragment.

2.2.1 Going further

Central collisions allowed to study and evidence a bi-
modal behaviour of some asymmetry variables, which can
be connected to the density difference between a liquid
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Fig. 8. Distributions of the largest fragment for central Ni + Ni
collisions from 32 to 90 A MeV (bottom). The same distribu-
tions at the four lowest energies are displayed in linear scale in
the top panels. Taken from [17].

and a gas phase; in that sense they would be good can-
didates for being order parameters of a liquid-gas–type
transition. Nevertheless, several drawbacks can be pointed
out; firstly it was shown that the lighter fragments ex-
hibit a pre-equilibrium component in Ni + Au [10], while
radial-flow effects were recognised in symmetric systems,
Xe + Sn [18–20] and Ni + Ni [17]. But above all, the sort-
ing of central events selects a rather narrow region in exci-
tation energy for each incident energy (about 1–2AMeV
at half-maximum of the distribution). This is closer to a
microcanonical working ensemble and may prevent a very
clear observation of bimodality.

2.3 Quasi-projectiles in peripheral collisions

Analyses of quasi-projectiles formed in peripheral and
semi-peripheral reactions are thus mandatory, as they al-
low to overcome some of the abovementioned problems. In
particular a broad excitation energy distribution of quasi-
projectiles (QP) can be accessed. Exchanges of energy and
particles with the quasi-target (QT), while it lies in the
neighbourhood of the QP and especially when it is heavy,
mimick a small heat bath and an almost canonical sorting
can be envisaged. Whenever the incident energy is high
enough, the different components (the QT and the QP,
and the pre-equilibrium or neck part) can be better dis-
entangled, or at least the uncertainties caused by their
existence can be circumvented.

Most of the studies on quasi-projectiles arise from Au
on Au collisions at various energies. Extensive results con-
cerning a very light nucleus, close to argon were also re-
cently proposed. Several variables are used for sorting
events as a function of the violence of the collisions; among
the most commonly employed one can cite multiplicities
and the transverse energy (relative to the beam axis) of
charged products, either all of them or only light charged

Fig. 9. Zbound (top) and charge asymmetry distributions (bot-
tom) for the Au + Au system at 1 A GeV. The bottom panel
corresponds to the Zbound selection displayed by the high-
lighted area in the top panel. Taken from [27].
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Fig. 10. Correlation between the largest charge (Zmax) and the second largest (Z2nd max) for the QP in peripheral Ar + Ni
collisions at 47 A MeV. Panels from Exc1 to Exc9 correspond to a selection in increasing excitation energy (see text). Taken
from [26].

particles (Z = 1, 2) [21–24]. Other sortings are based on
Zbound (the sum of charges for fragments, Z > 2), as pro-
posed by the ALADIN Collaboration [25], or on the exci-
tation energy (NIMROD Collaboration) [26].

2.3.1 Au quasi-projectiles at relativistic energies

The ALADIN Collaboration reported the presence
of bimodality for peripheral Au + Au reactions at
1AGeV [27]. Figure 9 shows the Zbound distribution (top
panel) where the selected region, Zbound = 53–55, is high-
lighted for which was drawn the charge asymmetry be-
tween the three largest fragments,

Z1 − Z2 − Z3 , (3)

in the bottom panel. The charge asymmetry exhibits two
components, the first one centered at low values (close
to 0), which is associated to multifragmentation events,
and the second one located at values around 40, which
is more likely due to an evaporation residue of charge Z
close to Zbound. It is worth saying that a percolation simu-
lation was able to reproduce this bimodality in the charge
asymmetry at the transition point. In this case, this is a
second-order phase transition. This point will be discussed
below in the section “Pending questions”.

2.3.2 A smaller system with mass ∼ 40

In a very complete analysis, Ma et al. [26] scrutinized data
collected with the NIMROD array. They were able to re-
construct, from their emitted particles and fragments, the

quasi-projectiles formed in 47AMeV Ar + Al, Ti, Ni colli-
sions. The method used consisted in tagging the particles
with the help of a three-moving-source fit (QP, QT and
mid-rapidity) and then attributing to each of them, event
per event, a probability to be emitted by one of these
sources. Completeness of quasi-projectiles, (ZQP ≥ 12),
from semi-peripheral collisions was further required; QP
excitation energy was determined using the energy bal-
ance equation. The distributions of excitation energy so
obtained for the three targets superimpose, showing that
the QP excitation energy calculation is under control.

Plots of the charge of the second largest fragment vs.
the largest one are shown in fig. 10. As for heavier sys-
tems, the topology evolves from residue-evaporation to
multifragmentation with increasing excitation energy. An
equipartition of events between two topologies is observed
for E∗/A = 5.5MeV, where at the same time fluctua-
tions on the size of the largest fragment are the largest,
the power law exponent for the charge distribution is mini-
mum, and scaling laws are present. Here again, bimodality
is observed at the same time as other possible indicators
of a phase transition.

2.3.3 Toward a canonical event sorting?

In the previous cases the sorting for peripheral reactions
uses properties of the studied source itself (here the QP)
and is then probably more akin to a microcanonical than a
canonical sorting. Indeed the bimodal character of the dis-
tribution is not very marked, as expected if the experimen-
tal sorting constrains strongly the excitation energy [28].
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Fig. 11. Correlation between the charge of the largest frag-
ment (Z1) and the charge asymmetry (asym12) between the
two largest fragments for peripheral events of the Au + Au
system at 35 A MeV. The panels correspond to a selection in
increasing transverse energy of particles coming from the QT
side from top left to bottom right. Taken from [29].

To attempt a true canonical sorting one must discriminate
the studied system from some heat bath. A first tentative
in that aim was the study of Au quasi-projectiles through
a sorting performed on the transverse energy of the par-
ticles of the Au quasi-target (as the system is symmetric,
this amounts to particles emitted backward in the c.m.).
This sorting is illustrated by the results presented here-
after.

2.3.4 Au-like nuclei in a “canonical” sorting

Au quasi-projectiles from Au + Au collisions at various
incident energies were widely studied. Two examples are
given here, at 35AMeV —results from the MULTICS-
MINIBALL Collaboration [29]— and at 80AMeV, data
from the INDRA/ALADIN Collaboration [30]. In both
cases data were sorted vs. the transverse energy of the
QT light charged particles. The charge of the largest frag-
ment in each event is plotted in figs. 11, 12 vs. the charge
asymmetry of the two largest fragments,

(Z1 − Z2)/(Z1 + Z2). (4)

Whatever the incident energy, the picture evolves from
an evaporation residue to a multifragmentation configu-
ration, passing through a zone where the two topologies
coexist, separated by a neat minimum; in this zone (last
one at 35AMeV, third one at 80AMeV) the distributions

Fig. 12. Same as for fig. 11 but for Au + Au at 80 A MeV. The
panels corresponds to the same cuts in QT transverse energy.
Taken from [30].

present a bimodal behaviour. Note that the bimodal char-
acter is not very strong when one projects the bidimen-
sional figures on either Zmax or on the asymmetry. This
is attributed in [30] to the presence of pre-equilibrium ef-
fects, and some remaining aligned momentum which tend
to shallow the minimum of a bimodal distribution.

3 Bimodality in models

Different statistical as well as dynamical models explicitly
or implicitly contain a phase transition. They predict the
occurrence of bimodal distributions for selected variables
around some transition energy. Examples are given in this
section.

3.1 SMM: Statistical Multifragmentation Model

Buyukcizmeci, Ogul and Botvina [31] analyzed SMM sim-
ulations for heavy nuclei of various sizes, with excitation
energy ranging from 2 to 20MeV/nucleon. They found
that all nuclei exhibit the same caloric curve, depicted in
the top panel of fig. 13, with the well-known “plateau”
between 4 and 7MeV/nucleon (note in passing that the
common temperature at plateau whatever the mass of the
considered nucleus is in contradiction with the experimen-
tal results analyzed in ref. [32]). In the same energy in-
terval as that of the plateau, the fluctuations of Amax

(not shown) and of the temperature (panel (b) of fig. 13)
are maximum. The authors sorted the events following
the size of the largest fragment, Amax. They defined two
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Fig. 13. Temperature average value (a) and variance (b), prob-
ability of events selected on Amax (c) and average temperature
for these events (d) vs. E∗ for Kr, La, Sn and Au nuclei (SMM
simulations). Taken from [31].

event classes, one with Amax ≥ 2A0/3, representative of
the residue-evaporation channel and the other one with
Amax ≤ A0/3, characterizing multifragmentation events
—A0 being the total system size. Panel (c) of fig. 13 shows
that the probability of the first group decreases rapidly in
the excitation energy range 2–6MeV/nucleon, while that
of the second one increases. The temperatures T asso-
ciated to each class are different, as appears on the re-
lated caloric curves: the residue-evaporation class shows
a Fermi-gas behaviour (proportional to T squared), while
the multifragmentation class is associated to a classical
gas (linear in T ). The combination of these two behaviours
gives rise to the plateau zone in the total caloric curve and
explains the inflexion point of this curve. One is thus deal-
ing with a direct bimodal behaviour, with two excitation
energies associated with one temperature in the transition
region. This behaviour is an intrinsic feature of the phase
space population in the SMM.

Fig. 14. Mass correlation between the two largest frag-
ments (left) and mass asymmetry, η, as a function of the ex-
citation energy (right), for collisions of LJ droplets. The top
panel is associated to central collisions; the middle to quasi-
projectiles from peripheral collisions and the bottom panel to
“thermalized” systems (see text) [34].

3.2 CMD: Classical Molecular Dynamics

Signals of phase transition were searched for in dynam-
ical models. A simple example is a Classical Molecular
Dynamics model with a Lennard-Jones potential imple-
mented by Cussol [33]. With such a potential, analogous
to the van der Waals interaction for fluids, the model in-
cludes a liquid-gas phase transition. Symmetric collisions
of LJ droplets with sizes of 50 + 50 and 100 + 100 are
analyzed. Systems were prepared in three different condi-
tions:

– central collisions (small impact parameters),
– peripheral collisions (all impact parameters but look-

ing at the forward zone, “quasi-projectiles”),
– “thermalized” systems (particles are placed in a box of

volume V/V0 = 8 and released after a time sufficient
to reach thermal equilibrium).

Two variables were scrutinized, the size asymmetry be-
tween the two largest fragments, η (eq. (4)), and the mass
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correlation between these same fragments [34]. The re-
sults, for systems comprising 100 droplets, are presented
in fig. 14 (top: central collisions, middle: quasi-projectiles
and bottom: thermalized system). Excitation energies are
expressed in ESU, ratio between the excitation energy per
particle and the binding energy of the least bound particle.

Bimodality —the occurrence of two fragmentation pat-
terns in a given energy zone— is present in all situations,
but at different excitation energies: 1 ESU for central col-
lisions, 1.5 ESU for quasi-projectiles, and ∼ 1.8 ESU for
the thermalized system. It is however worth to mention
that if the thermalized system is prepared at higher den-
sities (ρ/ρ0 = 1–1.5) the transition between the fragmen-
tation patterns also occurs but at lower excitation energy,
namely < 1 ESU [34]. Cussol attributes the differences
in the transition energy to the lack of complete thermal-
ization of any source produced in nuclear collisions, what-
ever the impact parameter. One can conversely argue that
this study proves that bimodality is a robust signature of
phase transition, as it survives even if the system is not
fully thermalized, although the apparent transition energy
is displaced. This point will be developed later.

3.3 HIPSE: Heavy-Ion Phase Space Exploration

The Heavy-Ion Phase Space Exploration model (HIPSE)
comprises a full (classical) treatment of the entrance chan-
nel (nucleus-nucleus potential, NN collisions). It is fol-
lowed by a random sampling of nucleons in the partic-
ipant zone from Thomas-Fermi distributions of the two
colliding nuclei to form fragments in the dense zone [35].
Excitation energy is shared among all products, taking
into account the total energy constraint. Finally a statis-
tical de-excitation (SIMON code [36]) of the fragments,
including QP and QT —if they are still present— is per-
formed.

Simulations were done for all impact parameters, to
mimick a real 50AMeV Xe + Sn experiment, then the
same analysis as in [30] was performed by Lopez et al. [37];
a bimodal structure was observed in the correlation be-
tween Zmax and the charge asymmetry of the two largest
fragments (eq. (4)). In a model however one can go fur-
ther and track the origin of the bimodal behaviour: is it
due to the entrance channel (dynamical effect) or to the
de-excitation step? The first hypothesis was ruled out, as
no discontinuity was found in the evolution of the size
of the hot largest fragment with the impact parameter:
the bimodality was clearly attributed to the statistical de-
excitation of the QP. A deeper analysis of the de-excitation
stage was then achieved through the simulated statistical
de-excitation of xenon nuclei of different excitation ener-
gies and spins with the SIMON code [36]. This is depicted
in fig. 15, where the distributions of the asymmetry vari-
able (eq. (4)) are plotted for several initial conditions. In-
creasing the excitation energy does decrease the average
charge asymmetry, but never down to the small values ob-
served in the data. Conversely, if more spin is given to the
nucleus, the asymmetry variable displays a sharp transi-
tion around 60–70h̄, which corresponds indeed to the an-

Fig. 15. Charge asymmetry distributions resulting from the
de-excitation of hot Sn nuclei with different initial excitation
energies (columns) and spin (rows), with the SIMON code.
Taken from [37].

gular momentum for which the symmetric fission barrier
vanishes.

The authors of [37] conclude that, in the HIPSE model,
the observed bimodality found its origin in the spin rather
than in the excitation energy transferred to the QP, being
still a phase transition but not of the liquid-gas type. It
is worth mentioning that using the SMM model for the
de-excitation stage, the authors also observe bimodality
in the size of the largest fragment. This is not surprising
in view of the abovementioned study with the SMM. How-
ever, this raises the important issue —still under debate—
of the order parameters (and then the type of the phase
transition) which govern the bimodality. This point will
be discussed below in the section “Perspectives”.

4 Pending questions

As seen in the previous sections, bimodality is a very com-
mon feature in nuclear collisions at intermediate energies.
It is present in central as well as in peripheral collisions.
It takes place for a large range of masses, A = 40–200. It
was however mentioned in the course of the text that it
is experimentally difficult to isolate a source, because of
dynamical effects leading to a mixture of pre-equilibrium
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Table 1. World-wide experimental results on bimodality
recorded in July 2005.

Results Reaction Source Bimodal
from centrality size variable

INDRA Central ∼ 200 Z1 − Z2 (eqs. (1), (4))

INDRA Central ∼ 200 Zliq − Zgas (eq. (2))

INDRA Central ∼ 100 Zmax

INDRA Peripheral 160–180 Z1 − Z2 (eq. (4))

MULTICS/
MINIBALL

Peripheral ∼ 180 Z1 − Z2 (eq. (4))

ALADIN Peripheral ∼ 130 Z1 − Z2 − Z3 (eq. (3))

NIMROD Peripheral 24–40 Zliq − Zgas

products and of QP/QT de-excitation particles. Even if a
source can be properly defined, one has to verify its degree
of thermalization. Indeed radial flow was found, particu-
larly in central collisions, and transparency effects were
also evidenced [38]. It seems however from both experi-
mental [30] and theoretical [37] studies that bimodality is
not mainly driven by dynamical effects. Ambiguities re-
main in the type of phase transition observed, and conse-
quently on the definition of a true order parameter. Some
of these questions were addressed recently and are pre-
sented in the following.

Table 1 gathers all experimental results on bimodal-
ity found so far. A glance at the table indicates that bi-
modality was essentially found in charge asymmetry vari-
ables comprising the two or three largest fragments of
each event. Such variables can in some sense be related
to the density difference between a dense (liquid) and a
dilute (gas) phase; in some models, for instance the Fisher
droplet model, the largest fragment is assimilated to the
liquid while all the other form the gas.

4.1 Are Zmax, Amax, or the asymmetry order
parameters?

Simulations were performed in different frameworks to
test whether the observables Zmax, Amax, or the asym-
metry, reliably sign a phase transition. Let us recall that
a bimodality of an order parameter signs the occurrence
of a first-order phase transition in a finite system. Fig-
ure 16 shows the outcomes of three simulations in the
transition region —when it exists; there is no phase tran-
sition in the random partitions calculation, while percola-
tion has a second-order transition and lattice gas a first-
order one [39]. The distributions of the largest fragment
Amax evidence that Amax only presents a bimodal dis-
tribution for the canonical lattice-gas calculation. This
means that Amax is indeed an order parameter of the
first-order phase transition of the lattice gas. The distribu-
tion presents a wide plateau, as expected, in the case of a
continuous transition (percolation). By contrast, the mass
asymmetry, Aasy, defined in a similar way as the charge
asymmetry (eq. (4)), also displays a bimodality (although
with a less marked minimum) for simulations which have a

Fig. 16. Largest fragment Amax (top) and mass asymme-
try Aasy (bottom) distributions for three simulations. Left:
random partitions (no phase transition), middle: percolation
(2nd-order phase transition) and right: canonical lattice gas
(1st-order phase transition). Taken from [39].

2nd-order phase transition (percolation, middle column).
The conclusion of this study is that both Amax and Aasy

clearly signal a phase transition —note that none of them
presents bimodality in a model without phase transition—
but Amax is the only unambiguous signature of the order
of the transition.

4.2 Order parameters of the liquid-gas phase transition

If nuclei undergo a liquid-gas–type phase transition, then
the order parameters are known: energy, volume. In
some of the experimental studies cited above, the au-
thors try to push the analysis beyond the single obser-
vation of bimodality on the asymmetry variable. As a
first attempt, in central collisions between Ni and Au at
52AMeV [10], the excitation energies (experimentally de-
duced from the energy balance equation) associated to
the two fragmentation patterns were found slightly differ-
ent (by 1AMeV) [40]. This bimodality of the excitation
energy is an indication in favour of the liquid-gas type of
the phase transition observed.

Studies of Au quasi-projectiles were deepened by the
authors of ref. [30]: a test of the reliability of the canonical
picture was accomplished by estimating the apparent tem-
peratures of the two types of events, from the slope of the
emitted proton spectra for residue-like events, and from
double isostope ratios in the multifragmentation regime.
As seen in fig. 17 both temperatures are close enough in
the region where bimodality is present (Etrans = 0.8–
1.2AMeV), while the excitation energies, calculated with
the energy balance equation, are different. This is expected
if bimodality has a thermal origin and validates the sorting
as close to a canonical one.

4.3 Does bimodality survive out-of-equilibrium effects?

The influence of non-equilibrium effects on signals of phase
transition was studied in [41] in the case of incompletely
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Fig. 17. Apparent temperatures of Au quasi-projectiles as
a function of the normalized transverse energy for residue
(filled symbols) and multifragmentation events (open symbols).
Taken from [30].

Fig. 18. Canonical lattice-gas simulations for different tem-
peratures T around the critical one Tc = 0.68ε for the distri-
butions of the largest fragment. Simulations are performed by
adding an extra radial-flow energy Δp2/p2 between 0 and 1.
Taken from [2].

relaxed incoming momentum (transparency) and of self-
similar radial flow. Both effects were indeed recognized in
experimental data. Figure 18 displays results of (canoni-
cal) lattice-gas simulations with different radial-flow ener-
gies; Δp2/p2 is equivalent to the ratio εflow/εth and is var-
ied from 0 to 1. At the transition temperature, T = 0.68ε,
a bimodality of Amax is clearly seen in the absence of flow,

and is still visible even when the flow energy is as impor-
tant as the thermal energy (top right panel). The authors
state thus that radial flow does disturb the signal, partially
filling the gap between the two components, but does not
destroy it as long as the flow does not dominate the global
energetics. Similar conclusions were drawn in this paper
in the presence of longitudinal flow (transparency effects).

These two examples illustrate the robustness of bi-
modality vs. external (and realistic) constraints due to
the dynamics of the collision; similar conclusions can also
be derived from CMD simulations (see above).

In experimental data on Au quasi-projectiles [30],
refined treatments aiming at better isolating quasi-
projectiles from the mid-rapidity contribution and keep-
ing only events where this contribution was smaller were
tempted. In all cases the bimodal picture comes out bet-
ter, although it occurs for a lower value of the sorting
variable (smaller dissipation), for a given incident energy.
This is again an evidence of the robustness of bimodality
against non-equilibrium effects.

5 Perspectives

Bimodality is a very promising signature of first-order
phase transition because of its simplicity and robustness
against dynamical constraints. It was shown in this contri-
bution that the signal is quite common for the decay of hot
nuclei and can be observed in rather different experimen-
tal conditions (central/peripheral collisions, small/large
source sizes).

Nevertheless, some open questions need to be answered
in order to firmly assess the validity of this signal. Several
strategies can be envisaged in order to progress in this
direction:

– cross the observation of the bimodality signal with that
of all the other proposed signals for the phase transi-
tion such as critical exponents, scalings (Delta-scaling,
Fisher scaling, Zipf law), negative heat capacities, or
space-time correlations (emission times and correla-
tion functions). Obviously, when possible, all signals
should be studied on the same sample of events to min-
imise biases due to sorting. Such cross controls were
started by the INDRA [42] and NIMROD [26] Collab-
orations. One must solve however the problem of the
non-equivalence of statistical ensembles in some cases.

– Test the effect of sorting. Indeed different ways of sort-
ing were proposed (impact parameter selectors, com-
pact shape events, source selection). The robustness of
any signal will be established if its observation is not
drastically dependent on the chosen sorting for a given
centrality, for instance.

– Compare the results of different entrance channels
for nuclear collisions; by using asymmetrical reactions
such as light ions impinging on heavy targets, or
nucleon/pion-nucleus reactions, one may hope to dis-
entangle the different effects which could possibly gov-
ern bimodality. By using these very different entrance
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channels reactions, the pre-equilibrium/neck contribu-
tions can be evaluated and even subtracted. Moreover,
the effects of large collective motions such as radial
flow (for central collisions) or spin (angular-momentum
transfer in semi-peripheral reactions) can also be mea-
sured. This will possibly help to answer the fundamen-
tal question of the type of phase transition which is
experienced by hot nuclei.

We thank all the nuclear physicists around the world who send
us their results —published or not.

References

1. T.L. Hill, Thermodynamics of Small Systems (Benjamin,
New York, 1963).

2. Ph. Chomaz, F. Gulminelli, V. Duflot, Phys. Rev. E 64,
046114 (2001).

3. K.C. Lee, Phys. Rev. E 53, 6558 (1996).
4. K. Binder, D.P. Landau, Phys. Rev. B 30, 1477 (1984).
5. Ph. Chomaz, F. Gulminelli, Physica A 330, 451 (2003).
6. C.N. Yang, T.D. Lee, Phys. Rev. 87, 404 (1952).
7. Ph. Chomaz, M. Colonna, J. Randrup, Phys. Rep. 389,

263 (2004).
8. D.H.E. Gross, Lecture Notes in Physics, Vol. 602

(Springer-Verlag, 2002) p. 23.
9. M.S. Challa, J.H. Hetherington, Phys. Rev. Lett. 60, 77

(1988).
10. INDRA Collaboration (N. Bellaize et al.), Nucl. Phys. A

709, 367 (2002).
11. B. Borderie, J. Phys. G: Nucl. Part. Phys. 28, R217 (2002).
12. Ph. Chomaz, G.F. Burgio, J. Randrup, Phys. Lett. B 254,

340 (1991); A. Guarnera, Ph. Chomaz, M. Colonna, J.
Randrup, Phys. Lett. B 403, 191 (1997).

13. INDRA Collaboration (J.D. Frankland et al.), Nucl. Phys.
A 689, 940 (2001).

14. INDRA Collaboration (G. Tăbăcaru et al.), Eur. Phys. J.
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Abstract. This review on second- and third-generation multidetectors devoted to heavy-ion collisions aims
to cover the last twenty years. The presented list of devices is not exhaustive but regroups most of the
techniques used during this period for nuclear reactions at intermediate energy (� 10A MeV to 1A GeV),
both for charged-particle and neutron detection. The main part will be devoted to 4π multidetectors,
projectile decay fragmentation, high-resolution magnetic spectrometers, auxiliary detectors and neutron
detection. The last part will present the progress in electronics and detection in view of the construction
of future-generation detectors.

PACS. 29.30.Aj Charged-particle spectrometers: electric and magnetic – 29.40.Cs Gas-filled counters:
ionization chambers, proportional, and avalanche counters – 29.40.Mc Scintillation detectors – 29.40.Wk
Solid-state detectors

1 Introduction

The empirical knowledge of the dynamics and the thermo-
dynamics with nuclear degrees of freedom emerges from
experimental studies of nuclear collisions. For this pur-
pose, powerful experimental installations have been de-
veloped at many accelerator facilities with the aim of reg-
istering as many observables of the reaction products as
possible with the best possible resolution. The key prop-
erties of these installations are large solid-angle coverage,
high granularity and low detection thresholds. Generally,
one strives for observation and full identification of all re-
action products. For charged particles, the determination
of the atomic number Z has become standard, while iso-
topic identification is still limited to the lighter products
in most installations.

Full isotopic identification of all residues has become
an important issue, and strong efforts are being made to
achieve this goal. The attempts follow two roads: On the
one hand, detector telescopes are being developed with
ToF or pulse-shape analysis to extend the mass range
where isotopic resolution can be achieved. On the other
hand, full identification over the whole mass range has
been obtained by using powerful magnetic spectrometers.

Motivated by specific characteristics of the reaction dy-
namics, experiments are performed from the Fermi-energy
regime up to the GeV-per-nucleon range, in accordance

a e-mail: leneindre@ipno.in2p3.fr

with the capabilities of the corresponding accelerators.
Traditionally, most experiments have been performed in
the Fermi-energy regime, where the partly overlapping
Fermi spheres of projectile and target lead to very spe-
cific features like isospin diffusion. Reactions at energies
around 1A GeV, where the Fermi spheres of projectile
and target are well separated, are rather goverened by a
clear distinction of participant and spectator nucleons.

Different requirements are imposed on the detector
equipment for these different energy regimes. Experiments
at low energies need large angular coverage. Higher ener-
gies lead to a strong kinematical focussing of projectile-
like reaction products in the forward direction. They also
facilitate full identification of heavy residues in mass and
atomic number and high-precision measurements of their
kinematic properties as well as the simultaneous detection
of neutrons and charged particles.

2 Heavy ions

This section presents the most important 4π multidetec-
tors, i.e. devices covering as much of the solid angle as pos-
sible, used during the last twenty years all over the world.
With the evidencing of multifragmentation in the early
1980s, multidetectors able to detect most of the prod-
ucts coming from reactions between heavy-ion collisions
became essential. Following the progress made in micro-
electronics, detection and in understanding the new phe-
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nomena, always more and more powerful devices appeared
with always better and better granularity, better angular
coverage, lower detection thresholds, and better identifi-
cation (including isotopic resolution).

2.1 NAUTILUS

The NAUTILUS multidetector installed at Ganil was con-
stituted by four multidetectors, DELF, XYZt, MUR and
TONNEAU [1].

2.1.1 General characteristics

– DELF and XYZt:
- position-sensitive gas telescope consisting of a parallel-

plate avalanche detector and an ionization chamber;
- full fragment efficiency for Z ≥ 8;
- angular coverage 3◦–150◦;
- DELF: detection thresholds 0.13A MeV, angular res-

olution Δθ = 0.5◦, velocity resolution Δv/v = 4%;
- XYZt: detection thresholds 2.0A MeV, angular reso-

lution Δθ = 0.1◦, velocity resolution Δv/v = 7%.
– MUR and TONNEAU:
- plastic scintillators for light-charged-particle detection
Z = 1–2;

- energy thresholds 1A MeV;
- angular coverage 3◦–150◦.
– Complete device: 35% of 4π.

Fragments and particles produced in the heavy-ion col-
lisions were detected by the four multidetectors of NAU-
TILUS. DELF and XYZt are gaseous multidetectors in
which each module was constituted by a parallel-plate
avalanche detector for localisation and an ionization cham-
ber. They detected with full efficiency fragments of charge
greater than eight and their angular coverage was be-
tween 3◦ and 150◦, which corresponds to almost 2π. For
DELF, energy detection thresholds were 0.13A MeV, the
angular resolution Δθ = 0.5◦ and the velocity precision
Δv/v = 4%. For XYZt, energy detection thresholds were
2A MeV, the angular resolution Δθ = 0.1◦ and the ve-
locity precision Δv/v = 7%. The MUR and TONNEAU
were constituted by scintillation plastics which detected
light charged particles (essentially Z = 1–2), with an en-
ergy threshold of about 1A MeV. They covered an angular
range between 3◦ and 150◦ representing 70% of 4π.

When XYZt and DELF were mounted inside the re-
action chamber they shadowed the MUR and TONNEAU
multidetectors reducing thus their detection efficiency for
light charged particles to 35% of 4π. Before being detected,
particles lose energy in the fragment detectors. Therefore,
detection thresholds were higher, of the order of 4A MeV,
and there was degradation in the quality of time-of-flight
measurements (light-particle velocities). This was mainly
the case for particles emitted by the quasi target. Never-
theless, in spite of these drawbacks on light charged parti-
cles, this device was perfectly adapted for fission studies.
The very low-energy thresholds allowed the detection of

fragments emitted by the target side both for residues and
fission fragments and projectile fragments which benefited
from the recoil energy of the emitting nucleus to largely
overcome the thresholds.

2.2 MSU 4π

Michigan State University 4π multidetector.

2.2.1 General characteristics

– Soccer ball geometry.
– 18◦ ≤ θ ≤ 162◦.
– 215 fast (3mm) - slow plastic (25 cm).
– 55 Bragg curve detectors.
– Thresholds:
- 17A MeV for plastic only;
- few A MeV with Bragg curve detectors.
– p, d, t, He, Li, Be, B, C with E/A ≤ 200MeV.

2.2.2 Main results

Thanks to the measurements of the momentum in an
event, the MSU 4π device allowed the determination of the
“balance energy” at which the nuclear potential changes
from attractive to repulsive. The momentum dependence
of the mean field is one of the basic ingredients of trans-
port models of any kind. The analysis performed with such
a multidetector has permitted to extract the evolution of
the balance energy with beam energy as a function of the
reduced impact parameter, bringing thus important con-
straints for the models.

2.3 MSU MINIBALL

Michigan State University MINIBALL [2].

2.3.1 General characteristics

– 188 detectors: 9◦ ≤ θ ≤ 160◦.
– Large angular coverage 89% of 4π.
– Thin fast plastic (40μm) - CsI(Tl) (2 cm).
– Thresholds: 1.5A MeV for 4He up to � 3A MeV

around Ca.
– Charge identification for Z ≤ 18 and mass separation

for Z = 1–2.

2.3.2 Main results

The fragment detection with low thresholds and good cov-
erage allowed the investigation of the dependence of frag-
ment number on total charge multiplicity (dissipation)
and incident beam energy [3]. Thanks to the reasonable
energy and angular resolution, IMF-IMF correlations were
performed giving information on the mean time between
IMF emissions. Times as short as 100–200 fm/c were found
depending on the relative momentum between the two
partners [3].
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Fig. 1. Fast-slow INDRA CsI matrix obtained by accumulat-
ing high-energy light charged particles coming from two reac-
tions, 124Xe + 112Sn and 136Xe + 124Sn at 45A MeV, during
the fifth INDRA campaign at Ganil. Isotopic identification is
obtained for H, He, Li, Be and B produced during the colli-
sions.

2.4 INDRA

Identification de Noyaux et Détection avec Résolution Ac-
crues [4].

2.4.1 Main characteristics

– Large angular coverage: 90% of 4π.
– High granularity provided by 336 telescopes dis-

tributed on 17 rings from 2◦ to 176◦.
– Phoswich or Si-CsI telescopes: 2◦ to 3◦.
– Ionization chamber-Si-CsI telescopes: 3◦ to 45◦.
– Ionization chamber-CsI telescopes: 45◦ to 176◦.
– Low-energy thresholds, around 0.8A MeV for Z ≤ 12

and � 1.3A MeV above.
– Charge identification for all Z.
– Mass identification for 1 ≤ Z ≤ 4, see fig. 1 (to be

extended to Z � 10 with optimum electronic gain and
software, in progress).

2.4.2 Main advantages

INDRA is one of the first 4π multidetectors of the sec-
ond generation dedicated to multifragmentation stud-
ies. The large solid angular coverage of INDRA, 90% of
4π, can be seen in fig. 2. Alpha-particle centre-of-mass
vparallel-vperpendicular plots are shown for different dissi-
pation regimes. Starting from peripheral collisions (upper-
left panel), we clearly see Coulomb rings caracterisctic

Fig. 2. Alpha-particle centre-of-mass vparallel-vperpendicular

plots for different dissipation regimes measured with the IN-
DRA multidetector in Xe + Sn collisions at 80A MeV. Pe-
ripheral to central collisions are displayed from upper-left to
bottom-right panel (M. Pichon, PhD Thesis, Caen University
(2004)).

of an evaporation regime. At the opposite, for more cen-
tral collisions (bottom-right panel), a quasi-homogeneous
emission is seen in the centre of mass.

Over more than ten years, INDRA has proved its reli-
ability during four campaigns of measurements at Ganil-
France, plus a campaign conducted at GSI-Germany. It
has also proved its versatility, as it was coupled with the
first CHIMERA ring in 1997, it was associated to other
telescopes for time-of-flight measurements, position-sensi-
tive telescopes for crystal-blocking experiments on fission
lifetimes of super-heavy elements, and it is scheduled to be
moved and coupled to the Vamos spectrometer at Ganil
for residue identification of compound nuclei. Symmetric
as well as asymmetric systems, in both reverse and direct
kinematics, for projectile energies as small as � 5A MeV
and as large as 1A GeV (for C beams at GSI) have been
recorded since 1993. We have learnt, during all these ex-
periments, that if INDRA is well suited for studying cen-
tral collisions of symmetric systems, nevertheless this de-
tector has some drawbacks concerning asymmetric sys-
tems where the centre-of-mass velocity is small (Ni + Au
32A MeV, C + Sn). In these cases the lack of time-of-
flight measurements (i.e. very low-energy thresholds) for
very slow fragments leads to a reduced detection quality
(especially at backward angles).

2.4.3 Main INDRA results

INDRA is able to perform physics analyses as different as
the study of vaporization of a quasi projectile (Ar + Ni),
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studies of fission products (U + U, Ta + Au, Au + Au),
central collisions leading to fusion-like sources (Xe + Sn,
Ni + Au, Ni + Ni), de-excitation studies on a large scale
of dissipation for hot nuclei (mainly quasi projectile), ev-
idence of mid-rapidity emission, neck, . . . Because of its
good detection properties, intra-event correlations were
studied leading to various results in many domains: im-
pact parameter estimation, determination of the reaction
plane for spin measurements, calorimetry event by event,
reconstruction of hot primary fragments. With such an
efficient tool all main subjects of heavy-ion collisions at
intermediate energies were covered:
– Phase transition: with temperature measurements

(caloric curve), studies of negative heat capacities,
abnormal fluctuations (Delta scaling), scaling laws
(Fisher’s scaling, critical exponents, . . . ), bimodality of
an order parameter, spinodal decomposition, phase di-
agram, random break-up, etc.

– Reaction mechanism: mid-rapidity emission, neck for-
mation, fusion-like events, fission, momentum transfer,
frag-ment-formation mechanism, isospin equilibration,
chrono-meter of the fragmentation process, . . .

– De-excitation of hot nuclei: from evaporation to vapor-
ization, passing through fission, multifragmentation of
any kind, . . .

– Comparison with models: statistical models (MMMC,
SMM, MMM, Simon, Gemini), dynamical models
(QMD, AQMD, CNBD, HIPSE, BNV, BUU, stochas-
tic mean-field approach (BOB)), lattice gas, EES, etc.

2.4.4 To go forward

With the increasing availability in the near future of ra-
dioactive nuclear beams (Spiral, Spiral II, Eurisol), the
role of the isospin degree of freedom in nuclear reactions
will be studied. Such a study will require a new generation
of 4π multidetectors keeping all the qualities of the present
generation (low-energy thresholds, granularity) and repre-
senting a step forward in terms of isotopic identification
(both charge and mass for nuclei up to Z � 30), always a
better granularity for more precise intra-event correlation
functions and also a coupling with neutron detectors (see
recommendations from NuPECC long-range plan 2004).
A French-Italian group has been working on this subject
during the last four years. Its main goal is an R&D pro-
gram on the feasibility of such a new detector. The name
of this project is FAZIA (Four π A-Z Identification Array).
For this goal, NTD silicon detectors, CsI scintillators and
associated digital electronics are being tested. A report on
the feasibility of such a new project is in progress.

2.5 CHIMERA

Charged Heavy Ion Mass and Energy Resolving Array [5].

2.5.1 General characteristics

– 9 × 2 rings in the range 1◦ ≤ θ ≤ 30◦.

– The sphere: 17 rings in the range 30◦ ≤ θ ≤ 176◦.
– For an amount of 1192 Si-Csi(Tl) telescopes with time-

of-flight measurements.
– Very high granularity and efficiency: 94% of 4π.
– Mass identification at very low energy < 0.3A MeV

for heavy ion (TOF).
– Z and A identification by ΔE-E for Z ≤ 9.
– Z and A identification for high-energy light charged

particles (using fast-slow components on CsI(Tl) sig-
nals) Z ≥ 5.

– Z identification up to beam charge for Z > 9 (ΔE-E).

2.5.2 Physics goals

CHIMERA is the last example of second-generation 4π
detector. The high granularity of the detector, its high
solid angular coverage, its low-energy thresholds allow to
work in different experimental conditions, reverse or direct
kinematics, symmetric or asymmetric systems, small or
heavy nuclei (target-projectile).

Thanks to its good capabilities, many aspects of
physics in heavy-ions collisions can be studied [6]: starting
from dynamical aspects (fragment formation from pro-
jectile, target or neck emission, time scale in neck frag-
mentation, mid-velocity emission, pre-equilibrium effects,
isospin equilibration in time, . . . ), thermodynamical char-
acteristics (exploration of the phase diagram in tempera-
ture, excitation energy, density, volume, isospin, signals of
phase transition in hot nuclear matter, isoscaling in mul-
tifragmenting sources, . . . ) as well as prospective exper-
iments (Bose condensates, search for alpha-particle con-
densates in hot diluted nuclei).

2.5.3 CHIMERA-PS —upgrading

In the near future (2006) an upgrade of the CHIMERA
electronics will appear. The new method consists in the
rise time measurement for pulse-height application. It re-
sults in a charge identification up to Z � 10 with a
� 4A MeV energy threshold for particles stopped in sili-
con detectors, see fig. 3. It will be coupled with time-of-
flight identification that gives both A and Z for low-energy
light fragments.

2.6 GARFIELD

General ARray for Fragment Identification and for Emit-
ted Light particles in Dissipative collisions [7].

2.6.1 General characteristics

– High granularity (400 ΔE-E telescopes θ � 4◦–150◦).
– Low-energy thresholds (ionization chambers as ΔE).
– A and Z identification (1 ≤ Z ≤ 8) up to θ � 90◦.
– Digital electronics for pulse-shape discrimination.
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Fig. 3. a) Forward part of the CHIMERA detector (as seen by the target). b) Energy plot from silicon detector vs. time of
flight for reaction products of Ne + Al at 20A MeV (detected at θ = 12◦ and at 180 cm from the target). Charged particles
stopped (low kinetic energy) in the first stage silicon detector or (alternatively) stopped in the second stage CsI(Tl) crystal are
seen in the plot. c) Energy plot vs. signal rise time showing the charge identification obtained with the PSD only for charged
particles that are stopped in the silicon detector. d) Upgraded electronics chain of CHIMERA for the PSD analysis with silicon
detectors.

2.6.2 The GARFIELD drift chamber

– 180 double-stage E (CsI(Tl))-ΔE (Multi segmented
gas chamber) telescopes.

– Angular coverage: (30◦–85◦, 95◦–150◦).
– Charge resolution from proton to heavy ions, with

ΔZ/Z = 1/28.
– Angular resolution (Δθ = 1◦, Δφ = 7.5◦).

2.6.3 Scientific goals

Installed at the LNL Legnaro Italy, GARFIELD is used
by the Nucl-ex Collaboration whose main interest is the
study of the dynamics and thermodynamics of reactions at
low-to-medium energy. It is designed to detect and iden-
tify with low-energy thresholds both light charged par-
ticles and heavy fragments. It is based on a gas drift
chamber which conveys primary ionization electrons on
gas microstrip devices where multiplication occurs and
the energy-loss signals are generated. Silicon detectors or

CsI(Tl) crystals operate as residual-energy detectors. This
detector can be coupled to other systems like the MUL-
TICS phoswich scintillators [8] or Hector (8 large BaF2

detectors) according to the physic (mechanism) one wants
to study.

2.7 FIASCO

Florentine Initiative After Superconducting Cyclotron
Opening [9].

2.7.1 General characteristics

– 24 positive position-sensitive gas detectors, Parallel-
Plate Avalanche Detectors (PPADs), for velocity-
vector determination of heavy fragments A > 20.

– 96 silicon telescopes for the measurements of
projectile-like fragment products (energy and charge).
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– 158 phoswich modules for light charged particles and
small fragments 3 ≤ Z ≤ 20.

– Time-of-flight measurements.

2.7.2 Main goals and topics

The FIASCO multidetector is a low-threshold appara-
tus, optimized for the investigation of peripheral to semi-
central collisions in heavy-ion reactions at Fermi energies.
It consists of three types of detectors. The first detec-
tor layer is a shell of 24 position-sensitive Parallel-Plate
Avalanche Detectors PPADs, covering about 70% of the
forward hemisphere, which measure the velocity-vectors
of heavy (Z ≥ 10) reaction products. Below and around
the grazing angle, behind the most forward PPADs, there
are 96 ΔE-E silicon telescopes (with thickness of 200 and
500μm, respectively); they are mainly used to measure
the energy of the projectile-like fragment and to iden-
tify its charge and, via the time of flight of the PPADs,
also its mass. Finally, behind most of the PPADs there
are 158 (or 182, depending on the configuration) scintilla-
tion detectors, mostly of the phoswich type, which cover
25–30% of the forward hemisphere; they identify both
light charged particles (Z = 1–2) and intermediate-mass
fragments (3 ≤ Z ≤ 20) measuring also their time of flight.
It was specifically designed and built by the Heavy-Ion
Group of the INFN and the Department of Physics of the
University of Florence for studying non-central collisions
in heavy-ion reactions at Fermi energies (15–40A MeV)
with the beam delivered by the superconducting cyclotron
of the Laboratori Nazionali del Sud, LNS in Catania, Italy.

2.8 NIMROD

Neutron Ion Multidetector for Reaction Oriented Dynam-
ics [10].

2.8.1 General characteristics

The charged-particle detector setup is composed of:

– 176 CsI(Tl) arranged in 13 rings:
- 6 rings of 12 detectors in the range 3.5◦–27.8◦;
- 2 rings of 24 detectors in the range 28.7◦–45◦;
- 2 rings of 16 detectors in the range 48.3◦–75◦;
- 1 rings of 8 detectors in the range 75◦–105◦;
- 1 rings of 8 detectors in the range 105◦–135◦;
- 1 rings of 8 detectors in the range 135◦–170◦.
– For the four forward rings, 20 silicon telescopes com-

posed for each ring by
- 2 × (150 + 500 microns) (Super Telescopes) isotopic

resolution for Z ≤ 8;
- 1×150 microns (Z identification for all particles ΔE-E

technique);
- 2×300 microns (Z identification for all particles ΔE-E

technique)
placed in front of 5 CsI scintillators in each ring.

– 96 ionization chambers.
NIMROD is a 4π neutron and charged-particle detec-

tion system built at Texas A&M to study reaction mecha-
nisms in heavy-ion reactions. It is used to select collisions
according to their violence. Dynamic and thermodynamic
information is derived from the observed multiplicities,
energies and angular distributions of particles and frag-
ments produced in the nuclear reaction. Neutrons are de-
tected using a liquid scintillator which is contained in ves-
sels around the target. The charged-particle detectors are
composed of ionization chambers, silicon telescopes and
CsI(Tl) scintillators covering angles between 3 and 170
degrees. These charged-particle detectors are placed in a
cavity inside the revamped TAMU (Texas A&M Univer-
sity) neutron ball. To minimize the cost of the detector,
the “INDRA geometry” was adopted in the forward di-
rection. The forward rings of detectors thus cover polar
angles from 3.6 to 45 degrees in 8 concentric rings of 12
CsI(Tl) detectors each. This arrangement completes the
already existing TAMU CsI Ball array which is used al-
most “as is” from 45–170 degrees.

2.9 FOPI

FOur PI (π) detector for charged particles [11].

2.9.1 General characteristics

– Superconducting solenoid.
– Forward plastic wall.
– Forward drift chamber.
– Central drift chamber.
– Plastic barrel.

The FOPI detector has documented the investigation
of the fragments and the particles produced in central
heavy-ion collisions. This detector detects, identifies, and
determines the momentum of all charged particles emit-
ted in a heavy-ion reaction. Based on the modular com-
bination of different detector systems, the total assem-
bly achieves its goal of covering the complete range of
beam energies (0.1–2GeV per nucleon) made available by
GSI’s SIS heavy-ion synchrotron. The target is located
within a superconducting coil, which produces a mag-
netic field of 0.6 tesla. Charged particles within this field
travel along curved paths before passing through the drift
chambers. These chambers register both the particle track
and the energy loss suffered by the particle in its pas-
sage through the detector gas. In addition, lines have been
drawn through connected hits, which have been recognized
by the automatic track-recognition of the event. Further
on through the detector, the majority of the particles land
in scintillation counters, with which their flight time from
the target can be determined. The combination of differ-
ent measurements enables the unambiguous identification
of the particles.

The FOPI detector’s potential ability to identify par-
ticles is, however, not restricted to charged particles. Al-
though neutral particles do not themselves leave signals in
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the detector system, some of them can be recognized and
reconstructed thanks to their decay. This interesting class
of particles includes neutral particles containing a strange
quark, such as the neutral kaon and the Λ-particle. Due to
their strangeness, they are relatively long-lived, decaying
after a flight of several centimeters into charged particles,
which leave tracks in the detectors. As the momenta and
particle types are already known, the calculation of the
invariant masses and comparison with the rest masses of
the candidate particles enable the direct determination of
which tracks belong together.

2.9.2 Main results

The FOPI detector can simultaneously detect all the
charged and some of the neutral particles produced in a
heavy-ion reaction. Global correlations among the parti-
cles are thus possible. Also known as collective effects,
these correlations provide meaningful signatures for the
properties of nuclear matter. Main results concern: col-
lective expansion, stopping and directed sidewards flow
at the highest energies, the latter of which provides in-
teresting information, particularly in the case of strange
particles, on interactions with the surrounding matter (in-
medium effect) [12].

Collective expansion
An interpretation of the FOPI results leads to the conclu-
sion that the observed fragments arise from an expanding
flow of matter, from which they all carry the same veloc-
ity component into the detector. Although the density is
not directly accessible from the measurements, compar-
ison of the spectra and the rapidity-density distribution
has been used with the predictions of so-called transport
models to determine the change in the density over time
and the maximum density reached. For heavy systems,
a beam energy of 1GeV per nucleon produces approxi-
mately the double density of the ground state. Variation
of the beam energy and of the projectile-target combina-
tion enables the region between one and 2.5 times normal
density to be covered.

Directed sidewards flow
The question of how generated particles, in particular vec-
tor mesons and kaons, behave under conditions of high
temperature and density was investigated. It would appear
that the observed probabilities of production of the an-
tikaons in particular can currently only be described the-
oretically if it is assumed that particle masses are lower in-
medium. Another window on possible “in-medium proper-
ties” of kaons is founded upon the directed sidewards flow.
As nuclear matter is extremely difficult to compress, the
particles attempt to get out of the way. Theoretically one
expects a change of hadron properties in hot and dense
nuclear matter. Thus, strange particles are ideal probes
for in-medium effects. FOPI capabilities in this detection
domain have brought strong information in this field.

Stopping
Rise and fall of the stopping properties in nuclear matter

was investigated both with incident energy and its size de-
pendence. It was found that stopping is maximal around
� 400A MeV and decreases toward higher beam ener-
gies. Stopping increases also with system size (Au + Au as
compared to Ca + Ca), and systems exhibit always trans-
parency, which increases with higher beam energy. It was
also shown that stopping in nuclear matter is correlated
with flow and pressure measurements.

2.10 MEDEA

Multi Element DEtector Array for γ-rays and light-
charged-particles detection [13].

2.10.1 General characteristics

– 180 BaF2 scintillator crystal detectors.
– 120 plastic phoswich detectors.
– Spherical geometry around the target.
– Angular coverage: 90% of 4π.
– Gamma-ray detection up to � 300MeV.
– + Light-charged-particle detection.

MEDEA’s basic configuration consists of 180 barium
fluoride scintillator crystals, arranged in the shape of a
ball, plus a forward-angle wall of 120 phoswich detectors.
The inner radius of the ball (22 cm) and the distance of the
wall from the target (55 cm) allow the placement of other
detectors in the inner volume. MEDEA was first installed
at Ganil (France) in 1989-1993 and then moved to the
Laboratori Nazionali del Sud in Catania (Italy). Coupled
with other detectors like Multics [8], MEDEA has given its
contribution to intermediate-energy physics, both in the
field of fragment production and in pre-equilibrium pro-
duction of particles and γ-rays. The hot giant dipole res-
onance GDR has been also investigated taking advantage
of the coupling with the superconducting solenoid SOLE
and its focal-plane detector MACISTE (Mass And Charge
Identification Spectroscopy with TElescope (gas chamber
for ΔE-wire chamber for x-y position and TOF-plastic
scintillator for E)) [13] installed at the LNS-Catania.

3 Auxiliary detectors

3.1 LASSA

Large-Area Silicon-Strip Array.

3.1.1 General characteristics

– Highly segmented Si(65μm)-Si(0.5–1.5mm)-Csi(Tl)
4–6 cm read out by photodiode.

– Each silicon segmented in 16–32 strips covered by 4
CsI.

– 10% thickness variation in ΔE.
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– Segmentation helps both particle identification and an-
gular resolution.

– Angular resolution Δθ � 0.8◦.
– 9 to 20 telescopes.
– Thresholds: 2A MeV for 4He, 4A MeV for 12C.
– Isotopic identification for Z ≤ 9.

LASSA consists of 9 individual telescopes which may
be arranged in a variety of geometries. This array was built
to provide isotopic identification of fragments (Z < 10)
produced in low- and intermediate-energy heavy-ion reac-
tions. In addition to good isotopic resolution, it was essen-
tial to provide a low threshold for particle identification
as many of the fragments emitted in these reactions are
low in energy.

Each LASSA telescope is composed of a stack of two
silicon strip detectors followed by 4 CsI(Tl) crystals. The
silicon which faces the target is 65 microns thick while
the second silicon is 500 microns thick. Both silicons are
ion-implanted passivated detectors, Si(IP). The 65 micron
silicon wafer is segmented into 16 strips which are read out
individually. The 500 micron wafer is segmented into 16
strips on its junction (front) side while the Ohmic surface
(rear) is segmented into 16 strips in the orthogonal direc-
tion. Collection of holes and electrons in orthogonal direc-
tions provides two-dimensional position sensitivity from
this detector alone. The additional position information
from the 65 micron detector is used as a redundancy check.
The pitch of the detector is nominally 3mm with a 100 mi-
cron inter-strip gap. Behind the silicon detectors are 4 in-
dependent 6 cm CsI(Tl) crystals to stop penetrating par-
ticles. Scintillation caused by ionizing particles impinging
on these scintillators is detected by 2 cm × 2 cm photo-
diodes (PD). The signals from the PD are amplified by
pre-amplifiers mounted in the detector housing.

Each detector has 16 strips and an area of 5 cm by
5 cm. The detector set consists of a variety of ΔE and
E detectors. The real ΔE detectors are 65 microns thick
and are all one-sided for the readout. A set of 9 detectors
500 microns thick are double sided in readout. Finally,
a set of 6 detectors are 1000 microns thick and are one
sided. In the high-energy applications the 65 and 500 mi-
crons detectors are used backed with thick CsI(Tl) scin-
tillators. For the Gammasphere applications only four of
the 65 and 1000 microns telescopes are used. LASSA has
been used in experiments at NSCL (Michigan State Uni-
versity), ATLAS (Argonne National Laboratory), and at
the Cyclotron Institute (Texas A&M University).

3.2 HiRA

High Resolution Array [14].

3.2.1 General characteristics

– 20 telescopes Si(65μm)-Si(1.5mm)-CsI(Tl) read out
by photodiode.

– For an amount of 1920 strips.

Fig. 4. An example of a ΔE-E matrix obtained with the
LASSA-HIRA setup. The resolution for Z = 1, 2 is shown in
the insert.

– Highly configurable for different experiments.

HiRA is an array of 20 telescopes with approximately
three times the geometric efficiency of LASSA. This ar-
ray is capable of addressing a wide range of physics goals
including resonance spectroscopy, transfer reactions with
radioactive (“exotic”) beams, and reaction dynamics re-
lated to the equation of state. It was designed to develop
a large solid-angle (high-efficiency) array of Si-Si-CsI(Tl)
telescopes with high angular and energy resolution for
radioactive-beam studies. The principal physics objectives
of HiRA are elastic- and inelastic-scattering measurements
with radioactive beams (important measurements in as-
trophysics), resonance spectroscopy, isospin dependence
of the nuclear equation of state, and studies of nuclear-
reaction dynamics. The design and construction of HiRA
was built upon the experience in the design, construction,
and performance of the LASSA array.

HiRA consists of 20 telescopes based upon a Si-Si-
CsI(Tl) stack for identifying charged particles in Z and
A by the ΔE-E technique. An example of a ΔE-E ma-
trix for the Hira setup is presented in fig. 4. High iso-
topic resolution is obtained from H up to F. Each tele-
scope is constructed from a 65 micron strip Si(IP) detector
backed by a 1.5mm silicon strip detector. The 65 micron
detector is single-sided (32 strips on the junction (front)
side only), while the 1.5mm detector is segmented in 32
strips on the junction side with 32 orthogonal strips on
the Ohmic (rear) surface. Thus the 1.5mm will provide
two-dimensional position information. The detectors have
a 2mm pitch with a 25 or 40 micron interstrip gap (junc-
tion and Ohmic surfaces, respectively).
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4 Light ions

Bombarding light relativistic projectiles (π, p, C, . . . ) on
much heavier nuclei allows to investigate the multifrag-
ment decay of a heavy target. This kind of study gives
complementary information to that obtained from heavy-
ion collisions and the comparison allows one to extract the
influence of compression and rotation on the multifrag-
ment decay. Indeed for such collisions few compressional
effects are expected as regards to central heavy-ion colli-
sions. We therefore hope to explore a different portion of
the phase diagram of hot nuclear matter.

4.1 ISIS

Indiana SIlicon Sphere.

4.1.1 General characteristics

– 162 individual telescopes covering 74% of 4π.
– Gas ionization chamber, 500μm Si - 28mm thick

CsI(Tl) read out by photodiode.
– Each telescope measures Z, A, E and θ.
– Charge identification for Z with 0.6 ≤ E/A ≤ 96MeV.
– Isotopic separation for Z ≤ 4 for E/A ≥ 8MeV.

The Indiana Silicon Sphere detector array is based on
a spherical geometry, designed primarily for the study of
light-ion–induced reactions. It consists of 162 triple tele-
scopes, 90 in the forward hemisphere and 72 in the back-
ward hemisphere, covering the angular ranges from 14◦ to
86.5◦ and 93.5◦ to 166◦. The design consists of eight rings,
each composed of 18 truncated-pyramid telescope hous-
ings. To increase granularity for the most forward angles,
the ring nearest to 0◦ is segmented into two components.
Each telescope is composed of: a gas-ionization chamber
operated at 25–40 torr of CF4 or 12–20 torr of C3F8; a
500μm ion-implanted passivated silicon detector, Si(IP),
and a 28mm thick CsI(Tl) crystal with light guide and
photodiode readout. The telescope dynamic range permits
measurement of Z = 1–20 fragments with discrete charge
resolution over the dynamic range 0.6 ≤ E/A ≤ 96MeV.
The Si(IP)/CsI(Tl) telescopes also provide particle identi-
fication (Z and A) for energetic H, He, Li and Be isotopes
(E/A 8MeV). The Si(IP) detectors constitute a critical
component of the array in that they provide both excel-
lent energy resolution and reliable energy calibration for
the gas ionization chamber and CsI(Tl) elements.

4.2 FASA

4.2.1 General characteristics

– 55 thin scintillator crystals CsI(Tl).
– 5 time-of-flight telescopes.
– A large-area position-sensitive parallel-plate avalanche

detector (PPAD).

The FASA setup [15], installed at the JINR syn-
chrophasotron providing light ion beams with energies
up to 3.65GeV/nucleon, is a fragment multiplicity detec-
tor, consisting of 55 scintillation counters made of thin
CsI(TI) films, five time-of-flight telescopes and a large-
area position-sensitive parallel-plate avalanche chamber.
The basic aim of the device is to determine with high
precision the energy, mass, and velocity of the fragments
detected in the time-of-flight telescopes (TOF) while for
the other fragments global multiplicity information is ob-
tained. Therefore, the TOF telescopes serve as a trigger.
In addition, angular correlations and distributions and rel-
ative velocity correlations for coincident fragments can be
measured. The FASA setup was also upgraded to FASA-2.
Light-charged-particle (LCP) multiplicity detectors have
been developed (64 plastic scintillator counters in the for-
ward hemisphere). This gives the possibility to select the
events according to impact parameter. A new detector sys-
tem (25 ΔE(gas)-E(Si) telescopes) was made. It gives the
better possibility for measuring IMF-IMF angular (and
relative velocity) correlations, which are important for the
time-scale study. This system is used also for triggering the
FASA setup.

4.2.2 Main physics goals

In the FASA project the light relativistic projectiles from
protons to carbon are used to investigate the multifrag-
ment decay of a heavy target. The study gives comple-
mentary information to that obtained from heavy-ion col-
lisions, and the comparison allows one to extract the in-
fluence of compression and rotation on the multifragment
decay.

5 Projectile decay fragmentation

Thanks to the forward focusing of the product emission
in the laboratory frame (even better with increasing in-
cident energy and reverse kinematic), many studies were
performed on the decay of hot projectiles. Indeed in this
case the complete angular coverage is not necessary as only
the forward part is fired, reducing the number of detec-
tors (and even their type as detection thresholds are not
critical here) and associated electronics and thus the cost.

5.1 ALADIN

5.1.1 General characteristics

– Magnet.
– TP music.
– Time-of-flight wall.
– + coupling with LAND (Large Area Neutron Detec-

tor) [16].
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5.1.2 Main ALADIN results

The ALADIN spectrometer, coupled with other detectors
like the MINIBALL/wall [2], LAND [16] or Hodoscopes
(for example, the Catania SIS Hodoscopes), was optimized
for inverse-kinematics studies, namely projectile fragmen-
tation at energies between 100 and 1000A MeV: Au + C,
Al, Cu, Pb at 600A MeV, Au + Au at 100-250-400-
1000A MeV, Xe, Au, U + Be at 600-800-1000A MeV [17].
Many aspect of multifragmenting projectiles were re-
vealed, like the rise and fall in the fragment emission multi-
plicity with dissipation, collective expansion in central col-
lisions, the universality behaviour of spectator fragmenta-
tion, the caloric curve of hot nuclei (T vs. E∗ which shows
the transition from a Fermi gas at low energy to a Boltz-
mann gas at higher energy), temperature measurements
in exploding nuclei, break-up densities, . . . .

5.2 MULTICS

5.2.1 General characteristics

– 3 layers telescopes.
– Silicon 500μm position sensitive.
– CsI(Tl) + photodiode.
– Angular coverage 3◦ ≤ θ ≤ 25◦.
– Energy threshold � 1.5A MeV.
– Z identification up to the beam charge.

5.2.2 Main MULTICS results

Coupled with the MSU MINIBALL detector [2], experi-
ments performed with the MULTICS-MINIBALL had a
geometrical acceptance of 87% of 4π. Light charged par-
ticles and fragments with charge up to the beam charge
were detected at θlab from 3◦ to 25◦ by the MULTICS
array [8], with an energy threshold of about 1.5A MeV,
nearly independent of fragment charge. Light charged par-
ticles, Z = 1 and 2 isotopes and fragments with charge up
to Z � 20 were fully identified by 160 phoswich detector
elements of the MSU MINIBALL, covering the angular
range from 25◦ to 160◦. The charge identification thresh-
olds were about 2, 3, 4 A MeV for Z = 3, 10 and 18,
respectively.

This setup device was mainly devoted to thermody-
namical studies on the Au + Au system at 35A MeV [18]
and the search for signals of phase transition in nuclear
matter: critical behaviour inside the coexistence region
(critical exponent), caloric curve, exploration of the phase
diagram of hot nuclear matter, negative heat capacity (as-
sociated to abnormal kinetic-energy fluctuations), scaling
laws (Fisher’s scaling), . . . .

5.3 FAUST

Forward Array Using Silicon Technology [19].

5.3.1 General characteristics

– 68 detectors: 1.6◦ ≤ θ ≤ 33.6◦.
– 300μm Si - 3 cm CsI(Tl) read out by photodiodes.
– Silicon are single area edge mounted.
– Isotopic resolution for Z ≤ 6.
– Pulse-shape discrimination in CsI for light charged

particles.

The FAUST detector was used for studying fragmenta-
tion of projectiles excited via peripheral interactions with
heavy targets. This requires a forward array with rela-
tively high granularity and good solid-angle coverage. Iso-
topic resolution of light fragments is also an additional
dimension for these studies. FAUST is an array of 68 de-
tector telescopes (Si-Csi(Tl) read out by photodiodes) ar-
ranged in five rings that are squares projected onto spher-
ical surfaces. Ring 1 contains 8 telescopes and covers lab-
oratory angles in the range 1.6◦ ≤ θ ≤ 4.5◦. Ring 2 con-
tains 12 telescopes and covers the range 4.6◦ ≤ θ ≤ 8.7◦.
Ring 3-5 each contain 16 detectors and cover angles in
the ranges 8.8◦ ≤ θ ≤ 14.1◦, 14.3◦ ≤ θ ≤ 22.4◦ and
22.6◦ ≤ θ ≤ 33.6◦. The mounting structure of each ring
is hidden behind the active area of the ring in front of
it. This combination provides a very good geometric cov-
erage. The solid angular coverage from 2.3◦ to 33.6◦ is
89.7%. Isotopic resolution is obtained from Z = 1 up to
charge Z � 6 thanks to different identification techniques,
namely ΔE-E for Z ≥ 2 and pulse-shape discrimination
applied to the signal coming from the CsI(Tl) for Z ≤ 3.

5.3.2 Main FAUST results

The fragments resulting from the fragmentation have a
source with a different N/Z than the initial beam. The
N/Z present in the fragmenting system is on average not
equal to the N/Z of the initial beam; there is a shift toward
the valley of stability. Moreover there is a distribution in
the N/Z of the fragmenting system, which appears to be
isospin dependent. The overall dependence of the excita-
tion energy on (N/Z)QP increases as the N/Z of the beam
increases. Production of neutron-rich nuclides decreases
with increasing excitation energy [20].

5.4 FIRST

Forward Indiana Ring Silicon Telescopes.

5.4.1 General characteristics

FIRST is a set of three annular Si-CsI(Tl) telescopes for
the detection of the projectile-like fragment and forward-
focused charged products. This array coupled to existing
arrays such as LASSA is being built to better understand
neck fragmentation and the projectile-fragmentation of ra-
dioactive (“exotic”) beams. FIRST is intended to study
the processes of neck and projectile fragmentation that
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Table 1. Parameters of the three types of telescopes used in the FIRST array.

Designation First element Second element Third element No. of concentric rings No. of pies
T1: 2.0◦–7.0◦ 200–220 μm Si(IP) 1mm Si(IP) 2 cm CsI(Tl)-PD 48 16
T2: 7.3◦–14.5◦ 300 μm Si(IP) 2 cm CsI(Tl)/PD 16 16
T3: 15.0◦–28.0◦ 300 μm Si(IP) 2 cm CsI(Tl)/PD 16 16

Fig. 5. A ΔE-E matrix for a FIRST telescope. Isotopic iden-
tification is performed up to Si, at least.

occurs for peripheral and mid-central collisions between
two heavy ions.

FIRST consists of 3 telescopes based upon either a Si-
Si-CsI(Tl) stack or just a Si-CsI(Tl) stack for identifying
charged particles in Z and A by the ΔE-E technique. An
example for the good isotopic resolution obtained with a
First telescope over a wide range of elements is given in
fig. 5. The most forward telescope is designated T1 and
the more backward telescopes are T2 and T3, respectively.
The parameters of the three telescopes are summarized in
table 1.

5.5 ARGOS

5.5.1 General characteristics

The ARGOS multidetector [21] consists of 111 elements.
Each element is a BaF2 crystal, 5 or 10 cm thick and
of hexagonal shape, with a surface of 25 cm2. An up-
grade can be obtained just putting in front of the crys-
tal a foil of plastic scintillator. In detecting a particle,
the photo-multiplier signal is charge-integrated by two dif-
ferent gates, 20 and 300 ns wide, respectively. These fast
and total (or slow) components together with the time-
of-flight information allow charge identification for all de-
tected particles, Z < 30, and mass identification for light

charged particles and light ions. Due to the fast light re-
sponse, timing characteristics of the detector are excellent,
and time resolutions as low as 300 ps have recently been
obtained, comprehensive of the beam burst width. There-
fore, the neutron detection is also possible, with a mea-
sured efficiency between 5% and 20%, depending on the
crystal thickness, neutron energy and electronic thresh-
old. The elements can be assembled in different ways. In a
typical geometry, the ARGOS “eyes” are distributed: 60
in a forward and 36 in a backward wall, both honeycomb
shaped. As an example, for the first wall and for a dis-
tance of 2.35m, all the particles in the angular range be-
tween 0.75◦ and 7◦ are detected. At the same time, for the
backward wall at a distance of 50 cm, the angular range
between 160◦ and 177◦ is covered.

6 High-resolution magnetic spectrometers

Full isotopic identification of the reaction residues over
the whole mass range can be achieved by the use of high-
resolution magnetic spectrometers. Experimental pro-
grams on nuclear-reaction dynamics have been performed
at essentially three facilities, which will be listed in the
following subsections. All three spectrometers have a com-
mon basic design, consisting of two stages with an inter-
mediate dispersive and a final achromatic image plane.
The projectile energies range from around 20A MeV to
1A GeV.

6.1 MARS recoil separator at Texas A&M University

6.1.1 General characteristics

The K500 superconducting cyclotron delivers beams with
maximum energies from 20 to 50A MeV, depending on
the projectile mass. The MARS magnetic spectrome-
ter [22] has an energy acceptance of ±9% and an angular
acceptance of 9msr. It can be positioned at angles between
0◦ and 30◦ with respect to the beam axis. Nuclide identi-
fication is performed by energy loss, residual energy, time
of flight, and magnetic rigidity. ToF and position are mea-
sured by 2 PPACS, ΔE and E by a Si detector telescope.
Important part of the ions with Z > 12 are not completely
stripped, and thus the ionic-charge-state distribution has
to be determined. The angular distribution up to 30◦ and
the full momentum distribution of the reaction products
can be determined by combining different measurements
with different positions of the spectrometer and different
magnetic fields.
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6.1.2 Main results

The experiments with the MARS separator contribute
to the institute’s program in heavy-ion reaction dynam-
ics and thermodynamics, investigating the properties and
the decay modes of nuclear systems from low energy up
to the limits of thermal and rotational stability, testing
theories of many-body systems, chaotic-regime dynamics
and the statistical mechanics of strongly interacting, fi-
nite quantum systems [23]. Systematic measurements in
intermediate-energy heavy-ion collisions establish the de-
gree of thermal, chemical and isospin equilibration, the
mechanism of nuclear disassembly, the caloric curve and
the mass and isospin dependence of limiting temperatures.

6.2 A1900 fragment separator at MSU, East Lansing

6.2.1 General characteristics

The coupled K500-K1200 cyclotrons deliver beams with
maximum energies from 100 to 200A MeV, depending on
the projectile mass. The A1900 fragment separator [24]
has a momentum acceptance of 5.5% and an angular ac-
ceptance of 8msr. The heavier residues are fully transmit-
ted. Nuclide identification is performed by Brho, ToF, and
ΔE, which are measured by a scintillator, a PPAC, and
a silicon detector telescope. Typically, reaction products
with Z < 30 are fully stripped.

6.2.2 Main results

Systematic measurements of projectile fragments with full
isotopic resolution for projectiles in the mass range around
50 to 60 have been performed, and their momentum dis-
tributions have been determined with the A1900 mag-
netic system [25]. The experiments are analyzed for testing
and adapting dedicated model calculations of the nuclear-
reaction process. A major aim is to optimize the produc-
tion of exotic nuclei. Previously, a number of similar inves-
tigations had been performed with the A1200 system [26]
at lower energies.

6.3 FRS magnetic spectrometer at GSI, Darmstadt

6.3.1 General characteristics

The heavy-ion synchrotron SIS18 delivers beams with
maximum energies from 1 to 2A GeV, depending on the
projectile mass. The FRS magnetic spectrometer [27] has
a momentum acceptance of ±2.5% and an angular accep-
tance of 15mrad around the beam axis. This is adapted
to full transmission of all heavier residues. For the lightest
residues and fission fragments, the full momentum range
can be obtained by combining different measurements,
while the angular range is generally covered only up to
15mrad. Nuclide identification is performed by Brho, ToF,
and ΔE, which are measured by scintillation detectors and
an ionization chamber. In figs. 6 and 7 we can see the good
isotopic identification for all reaction products. Typically,
they are fully stripped.
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Fig. 6. Composition of all identified events measured with
the FRS spectrometer with a 136Xe beam at 1A GeV on a
hydrogen target. Three overlapping bands, a, b, c, correspond
to the three groups of magnetic settings for the central isotopes
120Ag, 69Zn and 24Al, respectively. The band c collecting light
nuclides is enlarged in order to show the isotopic resolution
(P. Napolitani, PhD Thesis, University Paris XI (2004)).

6.3.2 Main results

Dedicated experiments were performed on the identifica-
tion of the projectile-like fragments and on their momen-
tum distributions. The shift in the N/Z content during
the evaporation cascade has been studied to determine
the initial excitation energy introduced in the abrasion
process [28] and to deduce the freeze-out temperature af-
ter thermal nuclear break-up [29]. The kinematical prop-
erties of projectile fragments produced in mid-peripheral
collisions were introduced as a new access to study the nu-
clear equation of state, in particular to pin down the mo-
mentum dependence of the nuclear mean field [30]. This
approach is complementary to the analysis of the flow pat-
tern performed with 4π detectors up to now. A detailed
analysis of the shape of the momentum distributions of the
projectile fragments has been related to the decay charac-
teristics of the excited spectators [31]. The charge-pickup
channels provide information on the in-medium nucleon-
nucleon cross-sections and the excitation of the Delta res-
onance [32].

6.3.3 Future projects

As the most promiment examples for next-generation
magnetic systems, we concentrate on some new installa-
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Fig. 7. Isotopic production cross-sections shown on a chart of
nucleides for the reactions 136Xe + p at 1A GeV obtained with
the FRS spectrometer (P. Napolitani, PhD Thesis, University
Paris XI (2004)).

tions planned for the FAIR project [33]. The FAIR project
currently represents a major step in the development of
a new experimental installation, including more power-
ful magnetic spectrometers. The R3B project [34] aims
for a large-acceptance dipole magnet with high resolution,
which will combine isotopic resolution of all residues with
simultaneous detection of light reaction products. Another
important project is the Super-FRS [35], which follows the
same ion-optical design as the present FRS with essen-
tially larger acceptances in angle and momentum. More-
over, a pre-separator will facilitate the installation of ad-
ditional detectors in the target area.

7 Neutron detection

In parallel to an always better charged-particle identifi-
cation, it became rapidly evident that a lot of informa-
tion was lost if neutron detection was missing. As neutron
determination involves a different technique essentially in-
compatible with 4π detectors, since the coverage by silicon
or scintillation detectors, plus their pre-amplifier, cooling
system and so on, screen everything, it is very difficult
to couple both charged particles and neutron detectors.
Nonetheless, some experiments have tried to mix both
techniques allowing compromise either on efficiency, gran-
ularity or particle identification and sometimes on intra-

event correlation. In many cases part of the neutron infor-
mation was obtained on their energy and/or their multi-
plicity. The combination ALADIN-LAND is an exception,
since the magnet deflects the charged particles from the
direction of the LAND detectors.

7.1 Rochester SUPERBALL

7.1.1 General characteristics

– Gd-doped liquid scintillator.
– Geometrical flexibility.
– Neutron multiplicity measured.
– Angular distribution given by 5 segments.
– Possibility of 4π charged particles in coincidence.

The University of Rochester SUPERBALL is a five-
segment, 16000 liter gadolinium-loaded liquid scintillator
4π neutron calorimeter surrounding a vacuum scattering
chamber. It delivers, through its 52 photomultiplier tubes,
trains of electronic pulses in response to multi-neutron
events. These trains contain information on neutron mul-
tiplicity (number of pulses in the train, excluding the
prompt train head signal) and total kinetic energy of the
injected neutrons (intensity of the prompt head signal).
By its geometrical design, the SUPERBALL delivers ad-
ditionally event-by-event angular information on the neu-
tron yield. Its overall efficiency for neutrons from a 252-Cf
fission-neutron source is 90% for typical threshold settings.
The SUPERBALL measures the multiplicity of neutrons
very efficiently. In addition, it measures the kinetic ener-
gies of neutrons and their emission directions. It surrounds
the reaction chamber from all sides with a 1–1.5m thick
layer of scintillating liquid.

7.2 The National Superconducting Cyclotron
Laboratory (NSCL) neutron walls

7.2.1 General characteristics

The neutron walls [36] are two large-area (2m×2m), high-
efficiency, position-sensitive neutron detectors. Each wall
consists of a stack of 25 glass cells filled with the scintilla-
tor liquid NE213, with which one can distinguish neutron
from gamma-ray pulses by pulse-shape analysis. Each cell
is two meters long and has phototubes at its ends. Light
from an interaction in the liquid reaches the phototubes
via total internal reflection. Each wall has its own car-
riage and can be positioned independently of the other. It
is mainly devoted to extend our knowledge of the structure
of exotic nuclei.

7.3 LAND

Large Area Neutron Detector [16].
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7.3.1 General characteristics

– Overall dimension 2m × 2m × 1m deep.
– 200 paddles of 200 cm × 10 cm area × 10 cm deep.
– Each paddle 11 sheets of Fe 2.5mm/5mm thick.
– Each paddle 10 sheets of 5mm thick plastic scintillator.
– Alternating planes in perpendicular dimensions.
– Position resolution ±1 cm.

The LAND detector can be coupled to other devices
installed at GSI-Germany in order to study different as-
pects of heavy-ion collisions.

Multifragmentation
The measurement of neutrons emerging from such a pro-
cess allows to determine the excitation energy of the pre-
fragments. For that purpose, LAND was installed in com-
bination with a number of fragment detectors installed at
the magnetic spectrometer ALADIN [17].

Collective flow of nuclear matter
The flow of neutral nuclear matter in (semi-)central
heavy-ion collisions at high energy (� 1A GeV) is stud-
ied employing LAND, operated in conjunction with the
FOPI [11] charged-particle spectrometers. Directed flow
(“squeeze-out”) was observed in close resemblance to cor-
responding effects found for charged particles.

7.4 ORION

ORganic Interceptor Of Neutrons [37].
The ORION detector allows excitation-energy mea-

surements of hot nuclei by observing the evaporated neu-
trons. It is constituted of 4200 liters of Gd-doped (0.3%
of the weight) liquid scintillator (NE343). Light pro-
duced is collected by 22 photomultipliers. ORION is com-
posed of separated modules of 1.60m diameter covering
the full solid angle and surrounding a large (1.30m ×
60 cm diameter) reaction chamber. For the amplification-
transformation of the primary signals, photomultipliers
are placed at the periphery of each module containing the
liquid scintillator. The coincidence of at least 2 phototube-
signals is required in order to reduce the influence of their
intrinsic noise. The efficiency of the neutron detection is
a function of the energy. The efficiency is quite high for
neutrons of energy lower than 20MeV which is the main
region of interest for ORION measuring evaporation neu-
trons from sources of small velocity.

ORION is used for studies of:
– The properties of hot nuclei produced in heavy-ion–

induced reactions or spallation reactions induced by
light hadrons of several GeV.

– The influence of an existing halo of neutrons in a nu-
cleus on the reaction mechanisms.

– The characteristics of spallation neutron sources.

7.5 DEMON: neutron wall

DÉtecteur MOdulaire de Neutrons [38].

DEMON is issued from a Belgian-French collabora-
tion. It consists of a hundred individual large-size liquid-
scintillator cells whose characteristics allow to accede to
the angular and energy distributions of the emitted neu-
trons over a large energy range. DEMON is usually as-
sociated to master detectors. It has been conceived essen-
tially to study the reaction mechanisms. But it can also be
used in many other domains like in measurements of neu-
tron halo, nuclear interferometry, or neutron cross-section
for transmutation of nuclear waste. DEMON’s modular-
ity allows to adapt the geometry of the setup to particu-
lar needs. It has already been mounted in a cylindrical, a
spherical and a wall configuration. DEMON consists of 100
individual large-size NE213 liquid-scintillator cells. Each
cell is 20 cm long, has a diameter of 16 cm and contains
4.5 liters of liquid rich in hydrogen. A neutron coming into
the scintillator interacts mainly with the protons which re-
sults in the ionization of the atoms of the scintillator. The
subsequent de-excitation induces a light emission which
has two components: a fast one and a slow one. The out-
coming light is transformed into an electrical signal by
a specially designed XP4512B photomultiplier tube. The
shape analysis of this pulse allows the discrimination be-
tween incident neutrons and γ which have different slow
components: a fast one and a slow one.

A proton rejection system (SYREP) is used to avoid
proton contamination in the neutron spectra. DEMON
operates in the atmosphere. Therefore, slow charged par-
ticles do not reach the scintillators. To avoid the contam-
ination of the neutron spectra by very energetic protons
which may reach the neutron detectors, DEMON disposes
of 24 NE102 scintillators (3mm thin) coupled to photo-
multipliers which can be mounted in front of the DEMON
cells. These plastic scintillators are nearly 100% efficient
to the protons and less than 0.5% to the neutrons. Thus,
the protons can be rejected in the analysis of the data by
an anti-coincidence between the two signals delivered by
the two photomultipliers.

The n-γ discrimination is obtained by a pulse-shape
analysis by comparison of the slow component of the
charge to the total one. A very good discrimination is ob-
tained down to 150 keV which corresponds to an energy of
less than 1MeV. DEMON has a high intrinsic efficiency
over a large energy range: 50% for a neutron of 10MeV
and still 30% to 40% at 50MeV. The energy of the neu-
trons is obtained by the measured time of flight with a
resolution of 1.2 ns. The time of flight is corrected for the
interaction distance inside the 20 cm deep cell. The geo-
metrical acceptance of DEMON is of about 4–5% when
the scintillators are at a distance of around 1.8 meters.
The cross-talk of DEMON is very low and becomes neg-
ligible when the distance between two adjacent cells is of
16 cm.

8 Future detectors

With the availability of future radioactive beams (Spiral
I-II, Eurisol, RIA, . . . ) it becomes clear that a complete
charge and mass identification of all products coming from
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Fig. 8. Example of a mean experimental current signal sam-
pling for two kind of particles, proton and deuteron, at the
same incident energy of 5MeV [39].
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Fig. 9. Example of a mean experimental current signal sam-
pling for two carbon isotopes, 12C and 13C, at the same incident
energy of 80MeV. Isotopic determination is well established
with the second-moment values M2 of digitized current pulse,
see ref. [39] and fig. 10.

heavy-ions reactions will be necessary. This goal has only
been reached with high-resolution spectrometers, which,
however, are rather limited in their angular coverage and
their momentum acceptance. Up to now, the maximum
isotopic determination in multidetector systems is reached
for Z � 10 thanks to a ΔE-E method, usually Si-Si or Si-
CsI. It is insufficient. New technological advances are nec-
essary for the next generation of multidetector. This may
be achieved either with the help of fast digital electron-
ics coupled to appropriate detectors and a careful anal-
ysis of the pulse shape of the signals released by a par-
ticle crossing the detection material, see [39]. Figures 8
and 9 present different mean experimental current signal
samplings for particles at the same energy, proton and
deuteron at 5MeV and two different carbon isotopes 12C
and 13C at 80MeV. If for light-particles discrimination is
clearly observed, see fig. 8, for light fragments the use of
the second-moment values M2 is necessary to disentangle
the two isotopes, see fig. 10.

Fig. 10. Discrimination of carbon isotopes. Histograms corre-
spond to the distributions of the second-moment values M2 of
the pulses and full lines to Gaussian fits, see [39].

Many groups all over the world are involved in re-
search and developments on these topics. The final aim
is to cover, by varying different techniques (ΔE-E, time
of flight, pulse shape, . . . ), the widest isotopic range as
possible.

Neutron detection (and light charged particles, Z =
1–2, of very high energy) are not forgotten in this context.
Indeed when we are dealing with radioactive nuclei, neu-
tron emission could be of very strong importance (chem-
ical equilibration in time evolving processing, . . . ). Thus,
more than ever their determination event by event is of
first importance, including energy and multiplicity.

Morever we have learnt during the last decades that
intra-event correlations are fundamental tools to extract
precise information on the reaction process, either on
time evolution, time emission, re-construction of hot frag-
ments and thus calorimetry, volume determination, . . . .
Therefore, still higher and higher granularity is requested,
increasing angular resolution, reducing dead zones and
multi-hits. Segmentation could be an issue, but for 4π de-
tector it is a challenge.

What we have learnt so far with 4π multidetectors is
the huge calibration time requested by such experiments.
Months (even years) are usually necessary for complete
and satisfactory results both on particle determination
and their energy measurements. With a new generation of
multidetectors the number of exit channels will explode.
CHIMERA is at present constituted by 1192 telescopes
Si-Csi(Tl). For the European project FAZIA (Four π A-
Z Identification Array), 5000 to 6000 modules are envis-
aged, composed by a ΔE1 (300μm silicon), ΔE2 (700μm
silicon) and a 4 cm crystal scintillator (CsI(Tl)). More-
over, pixel detectors are also still considered in the R&D
project. It results, with such an amount of detectors, that
calibration becomes one of the biggest challenges of such
a program. Automatic procedures (neural networks, auto
lines-recognition, . . . ) allowing to sample directly the par-
ticle characteristics (and not only their rough signals) are
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envisaged. Those procedures are far from being reached
but appear like a crucial goal, a key point of major im-
portance.

9 Conclusion

Approaches based on multidetector systems have yielded
many excellent and important results. Anyway the need
for an always high-precision information is commonly rec-
ognized. Since the requirements to achieve large accep-
tance and high mass resolution are difficult in many as-
pects, for forward-focused heavy projectile-like fragments
high-resolution magnetic spectrometers have been intro-
duced as powerful tools. This approach provides full iden-
tification in A and Z of forward-focus reaction products as
well as high-precision measurements of their longitudinal
momentum with a resolution not reachable by multidetec-
tor systems alone. Nevertheless, complete event-by-event
particle information is missing. The importance of iso-
topic identification of heavy residues being accepted, the
combination of full-acceptance detectors for neutrons and
light charged particles and intermediate mass fragment
with high-resolution magnetic spectrometers for the heav-
ier projectile-like fragments might be one way to combine
the advantages of these two systems for certain reaction
studies. For the others, a complete knowledge of the full
intra-event correlations is necessary and only reachable
with complete 4π multidetectors of a new generation.
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Abstract. Heat can flow from cold to hot at any phase separation even in macroscopic systems. Therefore
also Lynden-Bell’s famous gravo-thermal catastrophe must be reconsidered. In contrast to traditional
canonical Boltzmann-Gibbs statistics this is correctly described only by microcanonical statistics. Systems
studied in chemical thermodynamics (ChTh) by using canonical statistics consist of several homogeneous
macroscopic phases. Evidently, macroscopic statistics as in chemistry cannot and should not be applied
to non-extensive or inhomogeneous systems like nuclei or galaxies. Nuclei are small and inhomogeneous.
Multifragmented nuclei are even more inhomogeneous and the fragments even smaller. Phase transitions
of first order and especially phase separations therefore cannot be described by a (homogeneous) canonical
ensemble. Taking this serious, fascinating perspectives open for statistical nuclear fragmentation as test
ground for the basic principles of statistical mechanics, especially of phase transitions, without the use of
the thermodynamic limit. Moreover, there is also a lot of similarity between the accessible phase space of
fragmenting nuclei and inhomogeneous multistellar systems. This underlines the fundamental significance
for statistical physics in general.

PACS. 04.40.-b Self-gravitating systems; continuous media and classical fields in curved spacetime –
05.20.Gg Classical ensemble theory – 25.70.Pq Multifragment emission and correlations – 64.60.-i General
studies of phase transitions

1 Introduction

In 1981 Randrup and Koonin [1] proposed the statistical
(grand-canonical) decay of an excited nucleus into several
light fragments. As the grand-canonical ensemble fixes the
mean mass by an intensive control parameter, the chem-
ical potential μ, but has no information about the total
mass Mt of the decaying nucleus, this works only for frag-
ment masses Mi � Mt. This touches already the central
point of the discussion to follow, the difference between in-
tensive parameters (fields) used in canonical statistics in
contrast to the mechanical extensive control parameters
used in microcanonical statistics.

The statistical multifragmentation of a hot nucleus
simultaneously into larger fragments was introduced
by [2,3] (details of the historical development of the the-
ory of statistical multifragmentation is discussed in ap-
pendix A of [4].) Of course the finiteness of the total mass
and charge is then crucial. Meanwhile statistical multi-
fragmentation developed to a powerful and successful de-
scription even of sophisticated correlations seen in nuclear

a e-mail: gross@hmi.de;
http://www.hmi.de/people/gross/.

multifragmentation, cf. also [5–8]. A presentation of its far-
reaching implications for the fundamental understanding
of statistical mechanics in general is now demanding.

Here I will give mainly the motivation. In sect. 2 I
address the general basis of statistical mechanics without
invoking the thermodynamic limit. Then I give the physi-
cal definition of entropy S, I show how phase-separation is
necessarily linked to convexities of S(E) and negative heat
capacities. In [9] I discussed in detail the general topology
of the entropy surface S(E) indicating phase transitions
in general. In sect. 3 I present shortly the application to
three characteristic phenomena: Nuclear multifragmenta-
tion, the fragmentation of small atomic clusters and finally
the fragmentation of stellar objects under large angular
momentum.

In sect. 3.1 I only discuss the implications of the new
formalism for statistical nuclear fragmentation. In this
topical issue there will be many contributions that com-
pare detailed experimental data to the predictions of the
different models for statistical multifragmentation of hot
nuclei. Here I will put the new statistics of nuclear mul-
tifragmentation into a more general perspective: I show
how, similar to nuclear fragmentation, also atomic clus-
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ters fragment with rising excitation into more and more
medium-sized fragments. In close similarity to nuclear
multifragmentation also the accessible phase space of self-
gravitating astro-physical systems splits under rising en-
ergy and/or angular momentum into various inhomoge-
neous phases of single stars, rotating multi-star systems,
and sometimes even more exotic configurations as ring
systems and others.

2 Fundamentals of thermostatistics without
thermodynamic limit

Since the beginning of thermodynamics in the first half of
the 19th century its original motivation was the descrip-
tion of steam engines and the liquid-to-gas transition of
water. Here water becomes inhomogeneous and develops
a separation of the gas phase from the liquid, i.e. water
boils. Thus, phase separations were in the focus some 170
years ago. Every child realizes phase separation by the
inter-phase surface. And every child distinguishes a solid
crystal from a liquid by the hard surface of the latter. It is
an irony of the history of statistical mechanics that phase
transitions of first order can only be signaled indirectly
by the academic construct of a Yang-Lee singularity [10].
There is no information about the necessary and charac-
teristic inter-phase surface. Of course this is because of the
use of the thermodynamic limit and the use of intensive
Lagrange parameters as control parameters.

A little later statistical mechanics was proposed by
Boltzmann [11,12] to explain the microscopic mechanical
basis of thermodynamics. Up to now it is generally be-
lieved that this is given by the Boltzmann-Gibbs canoni-
cal statistics. As traditional canonical statistics works only
for homogeneous, infinite systems, phase separations re-
main outside standard Boltzmann-Gibbs thermostatistics,
which, consequently, signal phase transitions of first order
by Yang-Lee singularities.

It is amusing that this fact that is essential for the
original purpose of thermodynamics to describe steam en-
gines was never treated completely in the past 150 years.
The system must be somewhat artificially split into (still
macroscopic and homogeneous) pieces of each individual
phase [13]. The most interesting configurations like two co-
existing phases cannot be described by a single canonical
ensemble. Important inter-phase fluctuations remain out-
side the picture, etc. Of course these are essential for the
fragmentation process. These inter-phase fluctuations are
also responsible for the negative heat capacity [14]. This is
all hidden due to the restriction to homogeneous systems
in the thermodynamic limit and the use of intensive con-
trol parameters like temperature, pressure, chemical po-
tentials etc. What may be more surprising is the fact that
the curvature of S(E) can stay convex even at the thermo-
dynamic limit. The leading volume term of S(E) follows
the Maxwell double tangent (concave hull) and has curva-
ture 0. In the intermediate energy range between the liquid
and the gas the surface contribution δ2Ssurf ∝ N2/3 > 0
is the dominant curvature. It leads to a deep intruder in
S(E) also in the thermodynamic limit.

Also the second law can rigorously be formulated only
microcanonically. Already Clausius [15–17] distinguished
between external and internal entropy generating mecha-
nisms. The second law is only related to the latter mecha-
nism [18], the internal entropy generation. Again, canon-
ical Boltzmann-Gibbs statistics is insensitive to this im-
portant difference.

For this purpose, and also to describe small systems
like fragmenting nuclei or non-extensive ones like self-
gravitating very large systems, we need a new and deeper
definition of statistical mechanics and at the heart of it,
of entropy.

2.1 What is entropy?

Entropy, S, is the characteristic entity of thermodynamics
and statistics. Its use distinguishes thermodynamics from
all other physics; therefore, its proper understanding is
essential. The understanding of entropy is sometimes ob-
scured by frequent use of the Boltzmann-Gibbs canonical
ensemble, and the thermodynamic limit. Also its relation-
ship to the second law is often beset with confusion be-
tween external transfers of entropy deS and its internal
production diS.

The main source of the confusion is of course the lack
of a clear microscopic and mechanical understanding of
the fundamental quantities of thermodynamics like heat,
external vs. internal work, temperature, and last but not
least entropy, at the times of Clausius and possibly even
today.

Clausius [15,16] defined a quantity which he first called
the “value of metamorphosis”, in German “Wert der Ver-
wandlung” in [16]. Eleven years later he [17] gave it the
name “entropy” S:

Sb − Sa =
∫ b

a

dE
T

, (1)

where T is the absolute temperature of the body when
the momentary change is done, and dE is the increment
(positive, respectively, negative) of all different forms of
energy (heat and potential) put into, respectively, taken
out of the system. (Later, however, we will learn that care
must be taken of additional constraints on other control
parameters like, e.g., the volume, see below.)

From the observation that heat does not flow from cold
to hot (see, however, sect. 2.2) he went on to enunciate the
second law as

ΔS =
∮

dE
T

≥ 0, (2)

which Clausius called the “uncompensated metamorpho-
sis”. As will be worked out later, the second law as pre-
sented by eq. (2) remains valid even in cases where heat
(energy) flows during relaxation from low to higher tem-
peratures.

Prigogine [18], cf. [13], quite clearly stated that the
variation of S with time is determined by two, crucially
different, mechanisms of its changes: the flow of entropy
deS to or from the system under consideration, and its
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internal production diS. While the first type of entropy
change deS (that effected by exchange of heat deQ with
its surroundings) can be positive, negative or zero, the sec-
ond type of entropy change diS is fundamentally related
to the spontaneous internal evolution (“Verwandlungen”,
“metamorphosis” [15]) of the system, and states the uni-
versal irreversibility of spontaneous transitions. It can be
only positive or zero in any spontaneous transformation.

Clausius gives an illuminating example in [16]: When
an ideal gas suddenly streams under insulating condi-
tions from a small vessel with volume V1 into a larger
one (V2 > V1), neither its internal energy U , nor its tem-
perature changes, nor external work done, but its in-
ternal (Boltzmann) entropy Si, eq. (3), rises by ΔS =
N ln (V2/V1). Only by compressing the gas (e.g., isen-
tropically) and creating heat ΔE = E1[(V2/V1)2/3 − 1]
(which must be finally drained) it can be brought back
into its initial state. Then, however, the entropy produc-
tion in the cycle, as expressed by integral (2), is positive
(= N ln (V2/V1)). This is also a clear example for a mi-
crocanonical situation where the entropy change by an
irreversible metamorphosis of the system is absolutely in-
ternal. It occurs during the first part of the cycle, the ex-
pansion, where there is no heat exchange with the environ-
ment and no work done, and consequently no contribution
to the integral (2). The construction by eq. (2) is correct
though artificial. After completing the cycle the Boltz-
mann entropy of the gas is of course the same as initially.
All this will become much more clear by Boltzmann’s mi-
croscopic definition of entropy, which will moreover clarify
its real statistical nature.

Boltzmann [11,12] later defined the entropy of an iso-
lated system (for which the energy exchange with the en-
vironment deQ ≡ 0) in terms of the sum of possible con-
figurations, W , which the system can assume consistent
with its constraints of given energy and volume:

S = k ∗ lnW (3)

as written on Boltzmann’s tombstone, with

W (E,N, V ) =
∫

d3N pd3N q

N !(2π�)3N
ε0 δ(E −H{ q,  p }) (4)

in semi-classical approximation. E is the total energy, N
is the number of particles and V the volume. Or, more
appropriate for a finite quantum-mechanical system:

W (E,N, V ) = Tr[PE ] (5)

=
∑ all eigenstates n of H with given N , V ,

and E < En ≤ E + ε0

and ε0 ≈ the macroscopic energy resolution. This is still
up to day the deepest, most fundamental, and most sim-
ple definition of entropy. There is no need of the ther-
modynamic limit, no need of concavity, extensivity and
homogeneity. In its semi-classical approximation, eq. (4),
W (E,N, V, · · · ) simply measures the area of the sub-mani-
fold of points in the 6N -dimensional phase space (Γ -space)

with prescribed energy E, particle number N , volume
V , and some other time invariant constraints which are
here suppressed for simplicity. Because it was Planck who
coined it in this mathematical form, I will call it the
Boltzmann-Planck principle.

The Boltzmann-Planck formula has a simple but deep
physical interpretation: W or S measure our ignorance
about the complete set of initial values for all 6N mi-
croscopic degrees of freedom which are needed to spec-
ify the N -body system unambiguously [19]. To have com-
plete knowledge of the system we would need to know
(within its semi-classical approximation (4)) the initial
positions and velocities of all N particles in the system,
which means we would need to know a total of 6N val-
ues. Then W would be equal to one and the entropy, S,
would be zero. However, we usually only know the value
of a few parameters that change slowly with time, such
as the energy, number of particles, volume and so on. We
generally know very little about the positions and veloc-
ities of the particles. The manifold of all these points in
the 6N -dimensional phase space, consistent with the given
macroscopic constraints of E,N, V, · · · , is the microcanon-
ical ensemble, which has a well-defined geometrical size W
and, by eq. (3), a non-vanishing entropy, S(E,N, V, · · · ).
The dependence of S(E,N, V, · · · ) on its arguments deter-
mines completely thermostatics and equilibrium thermo-
dynamics.

Clearly, Hamiltonian (Liouvillean) dynamics of the
system cannot create the missing information about the
initial values —i.e. the entropy S(E,N, V, · · · ) cannot de-
crease. As has been further worked out in [20] and more
recently in [21] the inherent finite resolution of the macro-
scopic description implies an increase of W or S with time
when an external constraint is relaxed. This is a state-
ment of the second law of thermodynamics, which requires
that the internal production of entropy be positive or zero
for every spontaneous process. The analysis of the conse-
quences of the second law by the microcanonical ensem-
ble is appropriate because, in an isolated system (which
is the one relevant for the microcanonical ensemble), the
changes in total entropy must represent the internal pro-
duction of entropy, see above, and there are no additional
uncontrolled fluctuating energy exchanges with the envi-
ronment.

2.2 The zeroth law in conventional extensive
thermodynamics

In conventional (extensive) thermodynamics thermal equi-
librium of two systems (1 and 2) is established by bringing
them into thermal contact which allows free energy ex-
change. Equilibrium is established when the total entropy

S1+2(E,E1) = S1(E1) + S2(E −E1) (6)

is maximal:

dS1+2(E,E1)|E = dS1(E1) + dS2(E −E1) = 0. (7)
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Under an energy flux ΔE2→1 from 2 → 1 the total entropy
changes to lowest order in ΔE by

ΔS1+2|E = (β1 − β2)ΔE2→1, (8)

β = dS/dE =
1
T

. (9)

Consequently, a maximum of Stotal(E = E1+E2, E1)|E ≥
S1+2 will be approached when

sign(ΔStotal) = sign(T2 − T1) sign(ΔE2→1) > 0. (10)

From here Clausius’ first formulation of the second law
follows: “Heat always flows from hot to cold”. Essential
for this conclusion is the additivity of S under the split
(eq. (6)). There are no correlations which are destroyed
when an extensive system is split. Temperature is an ap-
propriate control parameter for extensive systems.

It is further easy to see that the heat capacity of
an extensive system with S(E,N) = Ns(e = E/N) =
2S(E/2, N/2) is necessarily non-negative:

CV (E) = ∂E/∂T = − (∂S/∂E)2

∂2S/∂E2
≥ 0. (11)

The combination of two pieces of N/2 particles each,
one at the specific energy ea = e2 − Δe/2 and a sec-
ond at eb = e2 + Δe/2, must lead to S(E2, N) ≥
S(Ea/2, N/2) + S(Eb/2, N/2), the simple algebraic sum
of the individual entropies, because by combining the two
pieces one normally loses information. This, however, is
for extensive systems equal to [S(Ea, N) + S(Eb, N)]/2,
thus S(E2, N) ≥ [S(Ea, N) + S(Eb, N)]/2. I.e., the en-
tropy S(E,N) of an extensive system is necessarily non-
convex, ∂2S/∂E2 ≤ 0 and eq. (11) follows. In the next sub-
section we will see that therefore extensive systems cannot
have phase transitions of first order.

2.3 No phase separation, no boiling water, without a
convex, non-extensive S(E)

At phase separation the weight eS(E)−E/T of the config-
urations with energy E in the definition of the canonical
partition sum

Z(T ) =
∫ ∞

0

eS(E)−E/T dE (12)

becomes here bimodal : at the transition temperature it
has two peaks, the liquid and the gas configurations
which are separated in energy by the latent heat. Con-
sequently, S(E) must be convex (∂2S/∂E2 > 0, like
y = x2) and the weight in (12) has a minimum between
the two pure phases. Of course, the minimum can only
be seen in the microcanonical ensemble where the en-
ergy is controlled and its fluctuations forbidden. Other-
wise, the system would fluctuate between the two pure
phases by an, for macroscopic systems even macroscopic,
energy ΔE ∼ Elat ∝ N of the order of the latent heat.
Canonically, phase separations are unstable, however, not

microcanonically, and of course not in real nature. The
heat capacity is

CV (E) = ∂E/∂T = − (∂S/∂E)2

∂2S/∂E2
< 0. (13)

I.e., the convexity of S(E) and the negative heat capac-
ity are the generic and necessary signals of phase separa-
tion [4]. It is amusing that this fact that is essential for
the original purpose of thermodynamics to describe steam
engines and boiling water seems never been really recog-
nized in the past 150 years. However, such macroscopic en-
ergy fluctuations and the resulting negative specific heat
are already early discussed in high-energy physics by Car-
litz [22].

2.3.1 Physical origin of positive curvature, the surface
tension

For short-range forces the depth of the convex intruder
into S(E) is linked to the inter-phase surface tension. This
is demonstrated by fig. 1 which shows an MMMC simula-
tion of the entropy per atom of a cluster of 1000 sodium
atoms.

At the energy e ≤ e1 the system is in the pure liquid
phase and at e ≥ e3 in the pure gas phase, of course with
fluctuations. The latent heat per atom is qlat = e3 − e1.
Attention: the curve s(e) is artifically sheared by subtract-
ing a linear function 25 + e ∗ 11.5 in order to make the
convex intruder visible. s(e) is always a steeply mono-
tonic rising function. We clearly see the global concave
(downwards bending) nature of s(e) and its convex in-
truder. Its depth is the entropy loss due to additional cor-
relations by the interfaces. It scales ∝ N−1/3. From this
one can calculate the surface tension per surface atom
σsurf/Ttr = Δssurf ∗ N0/Nsurf . This quantity, as well
as other relevant parameters of the transition, is given in
table 1. The double tangent (Gibbs construction) is the
concave hull of s(e). Its derivative gives the Maxwell line

Fig. 1. MMMC [4] simulation of the entropy s(e) per atom (e
in eV per atom) of a system of N0 = 1000 sodium atoms at an
external pressure of 1 atm.
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Table 1. Parameters of the liquid-gas transition of small
sodium clusters (MMMC calculation [4]) in comparison with
the bulk for a rising number N0 of atoms, Nsurf is the average

number of surface atoms (estimated here as
∑

N
2/3
cluster) of all

clusters with Ni ≥ 2 together. σ/Ttr = Δssurf ∗N0/Nsurf cor-
responds to the surface tension. Its bulk value is adjusted to
agree with the experimental values of the as parameter which
we used in the liquid-drop formula for the binding energies of
small clusters, cf. Brechignac et al. [23], and which are used in
this calculation [4] for the individual clusters.

N0 200 1000 3000 Bulk

Ttr [K] 940 990 1095 1156

qlat [eV] 0.82 0.91 0.94 0.923

Na sboil 10.1 10.7 9.9 9.267

Δssurf 0.55 0.56 0.44

Nsurf 39.94 98.53 186.6 ∞
σ/Ttr 2.75 5.68 7.07 7.41

in the caloric curve T (e) at Ttr. In the thermodynamic
limit the intruder would disappear and s(e) would ap-
proach the double tangent from below. Nevertheless, even
there, the probability of configurations with phase sepa-
rations are suppressed by the (infinitesimal small) factor
e−N2/3

relative to the pure phases and the distribution
remains strictly bimodal in the canonical ensemble. The
region e1 < e < e3 of phase separation gets lost. Conse-
quently, the intruder can only be seen when the system is
insolated (thermo-flask) and the energy can be controlled.
I.e., in the microcanonical situation.

The existence of the negative heat capacity at phase
separation has a surprising but fundamental consequence:
Combining two systems with negative heat capacity they
will relax with a flow of energy from the lower to the
higher temperature! This is consistent with the naive pic-
ture of an energy equilibration. Thus Clausius’ “energy
flows always from hot to cold”, i.e. the dominant control-
role of the temperature in thermostatistics, as emphasized
by Hertz [24], is violated. Of course this shows quite clearly
that unlike to extensive thermodynamics the temperature
is not the appropriate control parameter in non-extensive
situations like, e.g., at phase separations, nuclear frag-
mentation, or stellar systems [25].

2.3.2 Lynden-Bell’s paradox

By the same reason the well-known paradox of Antonov in
astro-physics due to the occurrence of negative heat capac-
ities must be reconsidered: Lynden-Bell [26] uses standard
arguments from extensive thermodynamics that a system
a with negative heat capacity Ca < 0 in gravitational con-
tact with another b with positive heat capacity Cb > 0 will
be unstable: If initially Ta > Tb the hotter system a trans-
fers energy to the colder b and by this both become even
hotter! If Cb > −Ca, Ta rises faster than Tb and this will go
for ever. This is wrong because just the opposite happens,

the hotter a even absorbs energy from the colder b and
both system come to equilibrium at the same intermediate
temperature, cf. [25,27]. Negative heat capacity can only
occur in the microcanonical ensemble. Temperature is not
controlling the direction of energy (heat) flow when the
heat capacity is negative. This is controlled by entropy ac-
cording to the second law. Isothermal self-gravitating sys-
tems appear somehow paradoxical. Moreover, one cannot
argue, as for extensive systems, that S1+2 = S1 + S2 and
E1+2 = E1+E2 as discussed above. There are far-reaching
correlations between the two systems due to long-ranged
gravity.

In the thermodynamic limit N → ∞ of a system with
short-range coupling the depth of the convex intruder
ΔSsurf ∼ N2/3, i.e. ΔSsurf/N = Δssurf ∝ N−1/3 must
go to 0 due to van Hove’s theorem. Of course it is only the
specific surface entropy ΔSsurf/N which disappears. As
phase separation exists also in the thermodynamic limit,
by the same arguments as above, the curvature of S(E)
remains convex, ∂2S/(∂E)2 > 0. Consequently, the nega-
tive heat capacity at phase separation should also be seen
in ordinary macroscopic systems in chemistry!

Searching for example in Guggenheims book [13] one
finds some cryptic notes in § 3 that the heat capacity of
steam at saturation is negative. No notice that this is the
generic effect at any phase separation!

It is interesting to notice that, if ordinary macro-
scopic thermodynamics is used in describing finite sys-
tems, artificial unphysical effects need to be invoked to
obtain negative heat capacities at first-order phase tran-
sitions [28]. Therefore, let me recapitulate in the next
subsection how chemists treat phase separation of macro-
scopic systems and then point out why this does not work
in non-extensive systems like fragmenting nuclei, at phase
separation in normal macroscopic systems, or large astro-
nomical systems.

2.4 Macroscopic systems in chemistry

Systems studied in chemical thermodynamics consist
of several homogeneous macroscopic phases α1, α2, · · ·
cf. [13]. Their mutual equilibrium must be explicitly con-
structed from outside.

Each of these phases are assumed to be homogeneous
and macroscopic (in the “thermodynamic limit” (Nα →
∞|ρα=const)). There is no common canonical ensemble for
the entire system of the coexisting phases. Only the canon-
ical ensemble of each phase separately becomes equivalent
in the limit to its microcanonical counterpart.

The canonical partition sum of each phase α is defined
as the Laplace transform of the underlying microcanonical
sum of states W (E)α = eSα(E) [29,30]

Zα(T ) =
∫ ∞

0

eSα(E)−E/TαdE. (14)

The mean canonical energy is

〈Eα(Tα)〉 = −∂ lnZα(Tα)/∂βα,

βα =
1
Tα

. (15)
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In chemical situations proper the assumption of homoge-
neous macroscopic individual phases is of course accept-
able. In the thermodynamic limit (Nα → ∞|ρα=const) of
a homogeneous phase α, the canonical energy 〈Eα(Tα)〉
becomes identical to the microcanonical energy Eα when
the temperature is determined by

T−1
α = βα =

∂Sα(E, Vα)
∂E

∣∣∣∣
Eα

. (16)

The relative width of the canonical energy is

ΔE(T )α =

√
〈E2

α〉T − 〈Eα〉2T
〈Eα〉T

∝ 1√
Nα

. (17)

The heat capacity at constant volume is (care must be
taken about the constraints (!))

Cα|Vα
=

∂〈Eα(Tα, Vα)〉
∂Tα

(18)

=

〈
E2

α

〉
Tα

− 〈Eα〉2Tα

T 2
α

≥ 0. (19)

Only in the thermodynamic limit (Nα → ∞|ρα=const)
does the relative energy uncertainty ΔEα → 0, and the
canonical and the microcanonical ensembles for each ho-
mogeneous phase (α) become equivalent. This equivalence
is the only justification of the canonical ensemble con-
trolled by intensive temperature T , or chemical potential
μ, or pressure P . I do not know of any microscopic foun-
dation of the canonical ensemble and intensive control pa-
rameters apart from the limit. This is also the reason why,
e.g., the Clausius-Clapeyron equation as an equation be-
tween intensive variables is not applicable away from the
thermodynamic limit, e.g. in nuclei.

The positiveness of any canonical CV (T ) or CP (T ) is
of course the reason why the inhomogeneous system of
several coexisting phases (α1 and α2) with an overall nega-
tive heat capacity cannot be described by a single common
canonical distribution [4,31]. The inter-phase fluctuations
are ignored.

This new fundamental interpretation of thermo statis-
tics was introduced to the chemistry community in [32,33].

2.5 A remark on “non-equilibrium” thermodynamics of
small sytems

Prigogine quite clearly gives a short introduction into
the logical foundations of non-equilibrium thermodynam-
ics in [34]. The system is assumed to be composed by
small subsystems internally in thermodynamic equilib-
rium. Each one is itself macroscopic and homogeneous
that the conventional canonical Boltzmann-Gibbs statis-
tics applies. However, the individual subsystems are not
assumed to be in mutual thermodynamic equilibrium.
There are temperature and/or pressure gradients, there
may be a flow of the subsystems etc. Hydrodynamics
or heat conductivity are examples. Clearly, this is cer-
tainly not possible in small systems like atomic nuclei or

atomic clusters. Therefore, attempts to transfer macro-
thermo-dynamic concepts like temperature or Gibbs-free
energy G(T, P ) to nano-objects [35] like single biological
molecules and the exploration of Jarzynski’s equalitity [36]
must be considered with reservation cf. [37,38]. Tempera-
ture, and pressure are ill defined in such small objects [39].

3 Statistical fragmentation

3.1 Nuclear fragmentation

The new lesson to be learned is that if one defines the
phases by individual peaks in eS(E)−E/T in (12), then
there exist also inhomogeneous phases like in fragmented
nuclei or stellar systems. The general concept of thermo-
statistics becomes enormously widened.

However, before applying the microcanonical thermo-
statistics to nuclear collisions, a clarification is necessary:
Nuclear collisions are transient phenomena. Thus, a the-
ory of statistical nuclear fragmentation is an approxima-
tion to a dynamical process. This is well known and ap-
plies as well to the old Weisskopf theory of the statistical
decay of a compound nucleus. The scenario one has in
mind is that the emissions of fragments over the barrier is
so slow that all accessible exit channels are tested. This is
the open phase space at or on top of the exit barrier. In the
statistical fragmentation model MMMC [4] this is taken
care of by sampling all fragments under non-overlapping
conditions inside a “freeze-out” volume corresponding to
∼ 5 × V0 the volume of the nucleus in its ground state.
The average distance between neighboring fragments is
then about 2 fm. The experimental discovery of nuclear
multifragmentation by [40] and its theoretical interpreta-
tion by [3] was the clear recognition that within a time of
� 10−21 s several medium-sized fragments can cross the
decay barrier. This is much shorter than the time the frag-
ments need to come out of mutual Coulomb fields, a fact
discussed in detail in Chapt. 5.2.1 of my book [4].

At this point a clarifying comment must be made on
the paper Information theory of open fragmenting sys-
tems and its relevance for nuclear fragmentation [41] espe-
cially to the established statistical fragmentation models.
The authors write on p. 2: “More important, to specify
the density matrix, the projector PS (which projects on
the given boundary condition (my explanation)) has to
be exactly known and this is in fact impossible. The na-
ture of PS is intrinsically different from the usual global
observables Al. Not only it is a many-body operator, but
PS requires the exact knowledge of each point of the bound-
ary surface while no or few parameters are sufficient to de-
fine the Al. This infinity of points corresponds to an infi-
nite amount of information to be known to define the den-
sity matrix. . . the same is true for the standard (N,E, V )
ensembles when dealing with finite unbound unconfined
systems.” The (N,E, V ) ensemble of a bound system is
the most fundamental ensemble of statistical mechanics.
The treatment of the ideal gas in a box is one of the most
elementary exercises in statistical mechanics that can be
solved analytically. It is the paradigm of statistical me-
chanics and we should keep close to it as much as we can,
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Fig. 2. Atomic cluster fragmentation, see sect. 3.2.

when we are going to extend standard statistical mechan-
ics into the domain of systems far off the thermodynamic
limit. There is no infinity of information needed. Of course
the box potential must be included in the Hamiltonian
which characterizes the system under consideration.

In our MMMC model we have a very specific physical
picture in mind. It saves us not to enter dangerous new
grounds of “dynamical” statistical mechanics. Moreover it
gives us an idea why and how the system may explore sta-
tistically the whole accessible phase space. We took care
of the fact that the fragments are trapped for ≈ 100 fm/c
behind the Coulomb barrier. This can clearly be seen in
BUU dynamical calculations [4]. The Coulomb barrier de-
fines the freeze-out volume. The fragmenting system is
assumed to be in statistical equilibrium during this time.
So the ensemble imagined is a standard (N,E, V ) ensem-
ble and NOT some unbound unconfined system. Of course
this is a simplifying approximation to a much more com-
plicated dynamical situation. But judged from its great
success this is a very reasonable simplification.

Now, certainly neither the phase of the whole multi-
fragmented nucleus nor the individual fragments them-
selves can be considered as macroscopic homogeneous pha-
ses in the sense of chemical thermodynamics (ChTh).
Consequently, ChTh cannot and should not be applied

to fragmenting nuclei and the microcanonical description
is ultimately demanded. This becomes explicitly clear by
the fact that the configurations of a multifragmented nu-
cleus have a negative heat capacity at constant volume
CV [42,43], and further references therein, and also at con-
stant pressure CP (if at all a pressure can be associated
to nuclear fragmentation [4]).

The existence of well-defined and separated peaks
(phases, if distinguished by conserved control parameters)
in the event distribution of nuclear fragmentation data is
demonstrated in [44] from various points of view. This sig-
nal is in a small system like a nucleus by far more sophis-
ticated and detailed than the simple jumping from liquid
to gas in traditional macroscopic systems in chemistry. A
lot more physics about the mechanism of phase transitions
can be learned from such studies. This will be the topic
of the contributions by P. Chomaz, F. Gulminelli and by
O. Lopez and M.F. Rivet, as also by B. Tamain, to this
topical issue.

3.2 Atomic clusters

As there are several examples for nuclear multifragmenta-
tion in this paper I will show the analogous development
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of the fragmentation of a single charged cluster of 3000
Na atoms with rising excitation energy from the evapo-
ration of a few Na atoms over multifragmentation into
monomers, dimers up to 10-mers towards finally the total
vaporisation of the original cluster (see fig. 2). Notice that
this occurs all within the range of the backbending (i.e.
the negative heat capacity) of the caloric curve.

To compare with usual macroscopic conditions, the
calculations were done at each energy using a vol-
ume V (E) such that the microcanonical pressure P =
∂S
∂V / ∂S

∂E = 1atm. The inserts on the top of the figure
give the mass distribution at the various points. E.g., in
insert 1 the label “4:1.295” means 1.295 quadrimers on
average. This gives a detailed insight into what happens
with rising excitation energy over the transition region:
At the beginning (e∗ ∼ 0.442 eV) the liquid sodium drop
evaporates 329 single atoms and 7.876 dimers and 1.295
quadrimers on average. At energies per atom e � 1 eV the
drop starts to fragment into several small droplets (“inter-
mediate mass fragments”) e.g. at point 3: 2726 monomers,
80 dimers, ∼ 5 trimers, ∼ 15 quadrimers and a few heavier
ones up to 10-mers. The evaporation residue disappears.
This multifragmentation finishes at point 4. It induces the
strong backward swing of the caloric curve T (E). Above
point 4 one has a gas of free monomers and at the be-
ginning a few dimers. This transition scenario has a lot
of similarity with nuclear multifragmentation. The total
inter-phase surface area ∝ N

2/3
eff =

∑
i N

2/3
i with Ni ≥ 2

(Ni the number of atoms in the i-th cluster) stays roughly
constant up to point 3 even though the number of frag-
ments (Nfr =

∑
i) rises monotonically. Notice, the caloric

curve between point 1 and 2 looks like the “compound
nucleus for ever” proposed by [45], though the tempera-
ture is higher than Ttr and the decay is not evaporation
for ever. In contrast to claims in [45] the phase transiton
finishes with considerable multifragmentation and a deep
back-bend of the caloric curve T (E).

3.3 Fragmentation of astrophysical systems

Self-gravitation leads to a non-extensive potential energy
∝ N2. No thermodynamic limit exists for E/N and no
canonical treatment makes sense. At negative total ener-
gies these systems have a negative heat capacity. This was
for a long time considered as an absurd situation within
canonical statistical mechanics with its thermodynamic
“limit”. However, within our geometric theory this is just
a simple example of the pseudo-Riemannian topology of
the microcanonical entropy S(E,N) provided that we re-
strict to densities ≤ the density of normal hydrogen burn-
ing stars, i.e. to ordinary visible stars. We treated the
various phases of a self-gravitating cloud of particles as
a function of the total energy and angular momentum as
shown in fig. 3. Clearly, these are the most important con-
straints in stellar physics. The necessity of using “exten-
sive” instead of “intensive” control parameter is explicit in
astrophysical problems. E.g., for the description of rotat-
ing stars one conventionally works at a given temperature

Fig. 3. Contour plots and density profiles of a rotating, self-
gravitating N -body system showing the formation of a stable
double cluster (left) and an unstable ring (right) at different
energies. The double-cluster structure illustrates the sponta-
neous breaking of rotational symmetry at intermediate energy
and high angular momentum (from [47]).

and fixed angular velocity Ω, cf. [46]. Of course in reality
there is neither a heat bath nor a rotating disk. More-
over, the latter scenario is fundamentally wrong as at the
periphery of the disk the rotational velocity may even be-
come larger than velocity of light. Non-extensive systems
like astro-physical ones do not allow a “field-theoretical”
description controlled by intensive fields!

E.g., configurations with a maximum of random energy

Erandom = E − ΘΩ2

2
−Epot (20)

and consequently with the largest entropy are the ones
with smallest moment of inertia Θ, compact single stars.
Just the opposite happens when the angular momentum
L and not the angular velocity Ω are fixed:

Erandom = E − L2

2Θ
−Epot. (21)

Then configurations with large moment of inertia are max-
imizing the phase space and the entropy. I.e. eventually
double or multistars are produced, as observed in reality.

In fig. 4 one clearly sees the rich and realistic micro-
canonical phase diagram of a rotating gravitating system
controlled by the “extensive” parameters energy and an-
gular momentum [47].

3.4 Outlook

It is a deep and fascinating aspect of nuclear fragmen-
tation: First, in nuclear fragmentation we can measure
the whole statistical distribution of the ensemble event by
event including eventual inter-phase fluctuations. This is
interesting as the character of the distribution, deeply bi-
modal vs. energy or more equal, tells about the constraint
in the experiment, e.g. by temperature (unlikely) or by
energy. Not only their mean values are of physical inter-
est. Statistical mechanics can be explored from its first
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Fig. 4. Phase diagram of rotating self-gravitating systems in
the energy angular-momentum (E, L)-plane [47]. DC: region
of double stars, G: gas phase, SC: single stars. In the mixed
region one finds various exotic configurations like ring systems
in coexistence with gas, double stars or single stars. In this
region of phase separation the heat capacity is negative and
the entropy S(E, L) is convex. The dashed lines E − L = −1
(left) and E = L (right) delimit the region where systematic
calculations were carried out.

microscopic principles in any detail well away from the
thermodynamic limit. By our studies of nuclear fragmen-
tation we found [30,31] the very general appearance of a
negative heat capacity and the necessary convexity of the
entropy S(E) at any phase separation which seems to be
little known in thermodynamics. Clausius’ version of the
second law “heat always flows from hot to cold” is in gen-
eral violated at any phase separation even in macroscopic
systems.

In nuclear fragmentation there may be other conserved
control parameters besides the energy: e.g. in the recent
paper by Lopez et al. [48] a bimodality in the mass asym-
metry of the fragments is demonstrated to be controlled
by the transferred spin and not by excitation energy. This
is an interesting, though still theoretical, example of the
rich facets of the fragmentation phase transition in finite
systems which goes beyond the liquid-gas transition and
does not exist in chemistry. Angular momentum is a very
crucial control parameter in stellar systems.

Second, and this may be more important: For the
first time phase transitions to non-homogeneous phases
can be studied where these phases are within themselves
composed of several nuclei. This situation is very much
analogous to multistar systems like rotating double stars
during intermediate times, when nuclear burning prevents
their final implosion. The occurrence of negative heat ca-
pacities is an old well-known peculiarity of the statis-
tics of self-gravitating systems [26,49]. Also these can-
not be described by a canonical ensemble. It was shown
in [21,27] how the microcanonical phase space of these
self-gravitating systems has many of the realistic con-
figurations which are observed. Of course, the question
whether these systems really fill uniformly this phase
space, i.e. whether they are interim equilibrated or not is
not proven by this observation though it is rather likely.

Microcanonical thermostatistics is proven to give a re-
alistic, objective picture of a broad scenario of real phys-
ical phenomena, much broader than conventional canon-
ical thermodynamics. Moreover, one of the original ob-
jects of thermodynamics, the description of the liquid-gas
phase separation in steam engines, can now be understood
within statistical mechanics.

I am very grateful to Francesca Gulminelli and to Wolfgang
Trautmann for many helpful comments that improved this
manuscript.
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Abstract. Heavy-ion experiments provide important data to test astrophysical models. The high-density
equation of state can be probed in HI collisions and applied to the hot protoneutron star formed in
core collapse supernovae. The parity radius experiment (PREX) aims to accurately measure the neutron
radius of 208Pb with parity-violating electron scattering. This determines the pressure of neutron-rich
matter and the density dependence of the symmetry energy. Competition between nuclear attraction and
Coulomb repulsion can form exotic shapes called nuclear pasta in neutron star crusts and supernovae.
This competition can be probed with multifragmentation HI reactions. We use large-scale semiclassical
simulations to study nonuniform neutron-rich matter in supernovae. We find that the Coulomb interactions
in astrophysical systems suppress density fluctuations. As a result, there is no first-order liquid-vapor
phase transition. Finally, the virial expansion for low-density matter shows that the nuclear vapor phase is
complex with significant concentrations of alpha particles and other light nuclei in addition to free nucleons.

PACS. 26.50.+x Nuclear physics aspects of novae, supernovae, and other explosive environments –
26.60.+c Nuclear matter aspects of neutron stars

1 Introduction

Most of the visible mass and energy of the Universe is
in atomic nuclei. This suggests some common goals for
heavy-ion (HI) research. We can study nuclear matter un-
der extreme conditions of density (both high and low),
temperature, size, and isospin. The insight gained from
this study can then be applied to: 1) the fundamental
behavior of many-particle quantum systems such as cold
atoms in laboratory traps, 2) quantum chromodynamics
at high densities, and 3) compact objects in astrophysics
such as neutron stars, supernovae, gamma-ray bursts, ac-
cretion disks, and the origin of the chemical elements.

In this article we discuss links between HI and astro-
physics. We need to extrapolate HI data to astrophysical
conditions. First, one must extrapolate to longer times.
Core collapse supernovae (SN) are giant stellar explosions
that produce neutron stars and chemical elements and ac-
celerate cosmic rays. In SN the core of a massive star col-
lapses in milliseconds. This is a remarkably short time
scale for a planet-sized object that is more massive then
the Sun. However a ms is 1020 fm/c! and very long com-
pared to the time scale of a few hundred fm/c for a HI col-
lision. Therefore, SN involve matter that has had plenty
of time to reach thermodynamic equilibrium, while this is
not always the case in HI collisions.

a e-mail: horowit@indiana.edu

Second, one must extrapolate to larger systems. A neu-
tron star is a giant atom with a mass number of 1057 and
an atomic number of 1056. It is about 10 km in radius, or
18 orders of magnitude larger then a conventional atomic
nucleus. For this nearly infinite system, Coulomb interac-
tions play a crucial role and require charge neutrality be-
tween positively charged nuclear matter and a background
electron gas. Thus, one must consider the differences in
Coulomb interactions of finite HI collisions compared to
those of an infinite system.

Third, one must extrapolate to larger isospin. Astro-
physical systems are often more neutron rich than the
heavy ions that are available in the laboratory. This ex-
trapolation depends on the symmetry energy. The symme-
try energy S(ρ) describes how the energy of nuclear mat-
ter rises when one moves away from equal numbers of neu-
trons and protons. The density dependence of S(ρ) is very
important for many astrophysical systems, and can be de-
termined from HI experiments [1]. Furthermore, future ex-
periments with more neutron-rich radioactive beams may
provide additional information.

There are errors associated with these extrapolations.
Nevertheless, laboratory HI experiments provide real data
that can be used to place important constraints on many
astrophysical models. Without the HI data, one may be
forced to use untested theoretical assumptions that have
large errors.

In this paper, we discuss links between HI and astro-
physics. Section 2 discusses the high-density equation of
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state (EOS) and its implications for neutron star struc-
ture and supernovae. Next, we consider the EOS at sub-
nuclear densities. Section 3 discusses the parity radius
experiment (PREX) to measure the neutron skin thick-
ness in 208Pb. This determines the density dependence of
the symmetry energy and the neutron matter EOS at low
densities. Section 4 presents molecular-dynamics simula-
tions of the nonuniform neutron-rich matter in the inner
crusts of neutron stars. These nuclear-pasta phases may be
closely related to multifragmentation in HI collisions. Fi-
nally, Section 5 discusses the nuclear-matter liquid-vapor
phase transition in supernovae.

2 The high-density equation of state

The equation of state (EOS) describes the pressure P of
nuclear matter as a function of density ρ, temperature T ,
and proton fraction Yp. Heavy-ion experiments can probe
the EOS at high T and ρ and for proton fractions near
Yp ≈ 1/2. For example, flow observables can be used to
constrain the EOS with the help of semiclassical simu-
lations [2]. In addition, yields of other particles such as
kaons can provide additional probes of the EOS [3].

Unfortunately, it does not appear possible to directly
produce cold dense matter in the laboratory. The energy
needed to produce high compression always seems to pro-
duce high temperatures because there is no way to get the
entropy out. Therefore the authors of ref. [2] assumed the
temperature dependence of the EOS was that predicted
by some simple mean-field models.

Neutron stars (NS), on the other hand, provide unique
probes of the EOS of cold dense matter. Although they are
formed hot in SN explosions, they have plenty of time to
cool via neutrino emission. Thus NS can probe new forms
of cold dense matter such as color superconductors that
may not be accessible in the laboratory.

It is an exciting time to study neutron stars [4]. Power-
ful X-ray telescopes such as Chandra and XMM-Newton
and other instruments are slowly turning NS from theo-
retical curiosities to detailed, well-observed, worlds. Some
NS in binary systems have well measured masses near
1.4M�. However there are now indications of more mas-
sive stars [4,5]. The structure of a neutron star depends
only on the EOS of cold neutron-rich matter. The stiffer
the EOS (higher pressure for given density), the larger the
radius R(M) of a NS, of given mass M . A typical neutron
matter EOS may give R(M) ≈ 11–12 km for M = 1.4M�,
while a stiff EOS could give R(M) ≈ 13–14 km.

There is great interest in possible exotic phases for
high-density matter. The central density of a NS can be
several times the nuclear density. An exotic phase such as
strange matter or a color superconductor could lead to a
soft high-density EOS. (If the exotic phase has a higher
pressure than conventional matter, it may not be thermo-
dynamically favored.) This could lead to a NS radius of
10 km or less.

Astronomers are working hard to measure the radii of
NS, see, for example, [6]. One approach follows from ther-
modynamics and the properties of a blackbody radiator.

The luminosity L (total energy radiated per unit time) of
an isolated star is related to the surface temperature T
and apparent radius R as follows:

L = 4πR2σT 4, (1)

where σ is the Stephen Boltzmann constant. The surface
temperature can be deduced from X-ray spectra, while L
follows from the apparent magnitude of the star and an ac-
curate measurement of its distance. Unfortunately, there
are a number of complications with this simple formula.
Neutron stars are not perfect blackbodies, so corrections
from realistic stellar atmosphere models may need to be
included. Interstellar absorption can influence estimates of
both L and T . The temperature may not be uniform over
the stars surface. For example T can be larger at the mag-
netic poles compared to the equator because the thermal
conductivity is larger along the magnetic-field direction.
The distance to the star may depend on a very delicate
measurement of parallax. Finally, gravity is so strong that
the curvature of space is important. Some light emitted
from the far side of the star can be detected and con-
tributes to L because of this curvature. This increases the
apparent radius by about 30%. Nevertheless, astronomers
hope to have a number of increasingly accurate measure-
ments of NS radii. Comparing results from several differ-
ent NS measurements may provide a good check of these
corrections.

In addition to cold NS, one is also interested in the
structure of very young neutron stars as they are being
formed in supernova explosions. These hot, lepton-rich,
protoneutron stars can have maximum temperatures as
high as 50MeV. The EOS of protoneutron stars may be
directly related to the EOS deduced from energetic HI
collisions because the temperature, density, and proton
fraction can be similar. Furthermore, this protoneutron
star EOS is important for SN simulations [7].

3 The parity radius experiment and the
low-density EOS

We now discuss the EOS at subnuclear densities. This has
many implications for the structure of NS crusts. One can
obtain information on the low-density EOS from both HI
collisions and from precision measurements on stable nu-
clei. The parity radius experiment (PREX) aims to mea-
sure the neutron radius of 208Pb, accurately and model
independently, via parity-violating electron scattering. As
we discuss below, the neutron radius in Pb determines the
density dependence of the symmetry energy and the EOS
of low-density neutron matter. This information, from a
precision experiment on a stable nucleus, nicely comple-
ments the information from HI or radioactive beam ex-
periments.

Parity violation probes neutrons because the weak
charge of a neutron is much larger than the weak charge of
a proton [8]. In the standard model the proton weak charge
is proportional to the small factor 1–4 sin2 θW , where θW
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is the weak mixing angle. One can isolate weak contri-
butions by measuring the parity-violating asymmetry A
for elastic electron nucleus scattering. This is the cross-
section difference for the scattering of positive dσ/dΩ+

and negative dσ/dΩ− helicity electrons,

A =
dσ/dΩ+ − dσ/dΩ−
dσ/dΩ+ + dσ/dΩ−

. (2)

In Born approximation A is [8]

A =
(

GFQ
2

4πα21/2

)
FW (Q)
Fch(Q)

, (3)

where GF is the Fermi constant, α the fine structure con-
stant and Q the momentum transfer. The charge form fac-
tor Fch(Q) is the Fourier transform of the charge density,
that is known from electron scattering. The weak form
factor FW (Q) is the Fourier transform of the weak charge
density. This is dominated by the neutron density and thus
the neutron density can be deduced from measurements of
A. Note, Coulomb distortions make ≈ 30% corrections to
A for scattering from a heavy nucleus [9]. However these
can be accurately calculated.

The Jefferson laboratory PREX [10] aims to mea-
sure elastic scattering of 850MeV electrons from 208Pb
at six degrees in the laboratory. The goal is to measure
A ≈ 0.6 ppm with an accuracy of 3%. This allows the
neutron r.m.s. radius of 208Pb to be deduced to 1%. A
full discussion of the experiment and many possible cor-
rections is contained in [11].

We now discuss the implications of the radius measure-
ment. Heavy nuclei are expected to have a neutron-rich
skin. The thickness of this skin depends on the pressure
of neutron-rich matter. The larger the pressure, the larger
the neutron radius as neutrons are forced out against sur-
face tension. Alex Brown showed that there is a strong cor-
relation between the neutron radius in Pb and the EOS
of pure neutron matter, as predicted by many different
mean-field interactions [12]. Therefore, the neutron radius
in Pb determines P for neutron matter at ρ ≈ 0.1 fm−3.
(This is about 2/3ρ0 and represents some average of the
surface and interior density of Pb.) The pressure depends
on the derivative of the energy with respect to density.
The energy of pure neutron matter Eneutron is the energy
of symmetric nuclear matter Enuclear plus the symmetry
energy S(ρ),

Eneutron ≈ Enuclear + S(ρ). (4)

The pressure depends on dEnuclear/dρ (which is small
and largely known near nuclear density ρ0) and dS(ρ)/dρ.
Therefore, the neutron radius in Pb determines the density
dependence of the symmetry energy dS(ρ)/dρ for densities
near ρ0.

Neutron stars are expected to have a solid neutron-rich
crust over a liquid interior, while heavy nuclei have a
neutron-rich skin. Both the skin of a nucleus, and the NS
crust are made of neutron-rich matter at similar densities.
The common unknown is the EOS of low-density neutron

matter. As a result, we find a strong correlation between
the neutron radius of 208Pb and the transition density of
NS crusts [13]. The thicker the skin in Pb, the faster the
energy of neutron matter rises with density, and the more
quickly the uniform liquid phase is favored. Therefore, a
thick neutron skin in Pb implies a low transition density
(maximum density) for the NS crust.

The composition of a neutron star depends on the sym-
metry energy. In beta equilibrium the neutron chemical
potential μn is equal to that for protons μp plus electrons
μe, μn = μp + μe. Neutron stars are about 90% neutrons
and 10% protons plus electrons. However, a large symme-
try energy will favor more equal numbers of neutrons and
protons and increase the proton fraction. Thus, the com-
position of matter in the center of a neutron star depends
on the symmetry energy at high density.

Neutron stars cool by neutrino emission from the inte-
rior. If the proton fraction is large, above about 0.13, then
neutrons near the Fermi surface can beta decay to protons
and electrons near their Fermi surfaces and conserve both
momentum and energy. This leads to the direct URCA
process n → p+e+ ν̄e followed by e+p → n+νe that will
efficiently cool a NS by rapidly radiating νν̄ pairs. The
neutron radius of Pb constrains the density dependence
of the symmetry energy near ρ0. This is the crucial piece
of information for extrapolating to find the symmetry en-
ergy at large densities. We find that if the neutron minus
proton r.m.s. radii in 208Pb is larger then 0.25 fm, all of
the mean-field EOS models considered allow direct URCA
for a 1.4M� NS [14]. Alternatively, if this skin thickness
is less then 0.2 fm, none of the mean-field models allow
direct URCA.

Note, the direct URCA process takes place in the
high-density interior of a NS at a few or more ρ0. There-
fore, the above relation with the skin thickness in Pb in-
volves an extrapolation to higher density. Alternatively,
energetic HI collisions can directly produce high densities.
Therefore it would be extremely useful if one could infer
the high-density symmetry energy from HI observables.
Although potentially difficult and model dependent, mea-
suring the symmetry energy at high density is perhaps the
single most important HI experiment for the structure of
NS.

We close this section with a short discussion of other
ways to determine the density dependence of the symme-
try energy. If one assumes the symmetry energy depends
on a power of the density,

S(ρ) ≈ S0ρ
γ , (5)

then the power γ can be approximately related to the skin
thickness in 208Pb as follows,

〈r2
n〉1/2 − 〈r2

p〉1/2 ≈ 0.22γ + 0.06 fm. (6)

This relation is a simple fit to several mean-field cal-
culations, see also [15]. As discussed by Li et al. [16]
and by Colonna and Tsang [17] in the section on isospin
properties of this topical issue, the power γ can be de-
duced from HI data involving observables such as isoscal-
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ing and isospin diffusion. Finally we mention a recent re-
view article which discusses the symmetry energy in as-
trophysics [18].

4 Nuclear pasta and multifragmentation

Nuclei involve an important interplay between Coulomb
and nuclear interactions. Indeed, all baryonic matter is
frustrated. Nucleons tend to be correlated at short dis-
tance, because of short-range nuclear attraction, and anti-
correlated at long distances because of Coulomb repulsion.
Normally, the nuclear and atomic (or Coulomb) length
scales are well separated so nucleons bind into nuclei that
are segregated on a crystal lattice.

However, at densities just below ρ0, in the inner crust
of neutron stars and in supernovae, Coulomb and nu-
clear scales become comparable. Under these conditions,
the surface energy, from nuclear attraction that favors
spherical shapes, and the Coulomb energy, that can fa-
vor nonspherical shapes, compete. This results in exotic
nuclear-pasta phases [19] that can involve spherical (meat
ball), rod (spaghetti), plate (lasagna), or other shapes.

The Coulomb frustration in nuclear pasta is similar to
the frustration found in many condensed-matter systems.
Frustrated systems cannot satisfy all of their elementary
interactions [20]. Examples range from magnetism [21] to
protein folding [22]. Because frustration raises the energy
of the ground state, these systems are characterized by a
very large number of low-energy excitations that lead to
unusual dynamics.

Nuclear pasta may be important for a number of neu-
tron star observables. For example, r-modes are collective
oscillations of NS that can radiate gravitational waves and
may control pulsar spin periods [23]. The sheer viscosity of
the nuclear pasta at the interface between the solid crust
and liquid interior of a NS may determine the damping of
r-modes. This viscosity in turn may depend crucially on
the exotic shapes of the pasta. Some other relevant pasta
properties include thermal conductivity, sheer modules,
and neutrino emissivity.

Core collapse supernovae radiate of order 1058 neu-
trinos. The very large gravitational binding energy of the
newly formed neutron star (100 to 200MeV/A) is released,
almost entirely, in neutrinos. No other known particles can
transport the energy out of the very dense core during the
few second duration of the explosion. These 10 to 20MeV
neutrinos can scatter coherently from the nuclear pasta
because their wavelengths are comparable to the sizes of
the pasta shapes. Thus, neutrino-pasta scattering [24] may
be important for supernova dynamics.

Nuclear pasta in astrophysics may be closely related
to multifragmentation in laboratory heavy-ion collisions.
Heavy ions, at moderate excitation energy, are observed
to break apart into several large fragments [25]. This pro-
cess may occur at the same, slightly subnuclear, densities
where nuclear pasta forms. Furthermore, both pasta for-
mation and multifragmentation are driven by the same
nuclear and Coulomb energies. One may be able to tune

the interactions used in semiclassical simulations of mul-
tifragmentation, in order to reproduce laboratory data.
Then, the same simulations and interactions can be used
to describe nuclear pasta. This allows laboratory data to
be used to constrain astrophysical models.

It is important to go beyond mean-field models in
describing nuclear pasta. Mean-field interactions, fit to
conventional nuclei, may not be appropriate for complex
nonuniform pasta. Furthermore, pasta may not be de-
scribed well by a Maxwell construction, such as in ref. [26]
involving uniform liquid and uniform gas phases. In addi-
tion, the Coulomb interaction plays a crucial role in astro-
physics. The system must be electrically neutral. There-
fore, the positive charge density of the pasta is constrained
to be equal and opposite to the electron density. Finally,
one should consider a wide variety of possible shapes for
the nuclear pasta. Variational calculations involving a few
simple shapes, such as rods or plates, may miss more com-
plicated configurations.

In ref. [24] we consider a simple semiclassical model
where neutrons and protons interact via short-ranged nu-
clear and screened Coulomb forces. The electrons form a
very degenerate Fermi gas and are not included explicitly.
Instead, the very slight polarization of the electrons lead
to a Thomas Fermi screening length λ for the Coulomb
interactions between protons. Our model Hamiltonian is

H =
∑

i

p2
i

2m
+
∑
i<j

V (i, j), (7)

where the two-body potential is

V (i, j) = ae−r2
ij/Λ+[b+cτz(i)τz(j)]e−r2

ij/2Λ+Vc(i, j). (8)

Here the distance between the particles is rij = |ri − rj |
and the isospin of the j-th particle is τz(j) = 1 for a pro-
ton and τz(j) = −1 for a neutron. The model parameters
a, b, c, and Λ have been fit to reproduce the binding en-
ergy and saturation density of nuclear matter along with a
reasonable symmetry energy [24]. The screened Coulomb
interaction is

Vc(i, j) =
e2

rij
e−rij/λτp(i)τp(j), (9)

where τp(j) = (1 + τz(j))/2 is the nucleon charge and λ
is the screening length from the slight polarization of the
electrons.

This model yields large nuclei or pieces of pasta that
are heavy and have thermal Compton wavelengths much
shorter than their inter-particle spacing. This motivates
our semiclassical approximation. More elaborate interac-
tions can be employed, such as the QMD calculations
of Watanabe et al. [27]. However, our simple interac-
tion reproduces nuclear saturation and includes Coulomb
interactions. We believe these are the most important
features that determine the long-range structure of the
nuclear-pasta phases.

The wavelength of a 10MeV supernova neutrino is
120 fm. To determine the pasta structure at this long
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Fig. 1. Proton density iso-surface for a sample configuration
of 40000 nucleons at ρ = 0.01 fm−3, T = 1MeV and proton
fraction 0.2. The simulation volume is about 160 fm on a side.
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Fig. 2. Fragment size distribution for the sample configuration
of fig. 1, see text.

length scale may require simulations involving many par-
ticles. For example, at 1/3ρ0 there are 100000 nucleons in
a cube 120 fm on a side. We have used special purpose
MDGRAPE computer hardware to perform molecular-
dynamics simulations with 40000 to 200000 nucleons [28].

We are interested in the neutron-rich matter during a
supernova. The proton fraction starts near 1/2 and drops
to low values as electron capture proceeds and electron
neutrinos diffuse out of the core. Figure 1 shows a sample
configuration of 40000 nucleons at a density of 0.01 fm−3,
a proton fraction of 0.2, and a temperature of T = 1MeV.
An iso-surface of the proton density is shown. At this den-
sity, most of the protons cluster into neutron-rich nuclei.
Between these nuclei, there is a low-density neutron gas
that is not shown in fig. 1.
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Fig. 3. Fragment size distributions at ρ = 0.01 and 0.025 fm−3.

To characterize the heavy nuclei in fig. 1 we have used
a clustering algorithm. A nucleon is said to belong to a
cluster if it is within a cutoff radius RC ≈ 3 fm of at least
one other nucleon in the cluster. This divides the 40000 nu-
cleons into about 12000 free neutrons, a collection of light
nuclei, and about 250 heavy nuclei as shown in fig. 2. The
heavy nuclei have an average mass near 〈A〉 ≈ 100 and
a Z/A ≈ 0.3. Note, this Z/A is somewhat greater then
the total proton fraction of 0.2 because of isospin distilla-
tion. The rest of the neutrons go into the low-density neu-
tron gas. Our simulation results are qualitatively similar to
many statistical models such as those of Botvina [29]. The
distribution of clusters reflects a balance between binding
energy, favoring large clusters, and entropy, that favors
light clusters. However in detail, the distribution can be
sensitive to the nuclear masses predicted by a given model.

As the density increases, the background electron gas
cancels more of the Coulomb interaction. This allows the
formation of larger clusters. In fig. 3 we compare the clus-
ter distribution at ρ = 0.01 fm−3 to that at ρ = 0.025 fm−3

(for the same T = 1MeV and proton fraction 0.2). At
ρ = 0.025 fm−3 the average mass is now 〈A〉 ≈ 200 and
there is a tail in the distribution to very heavy nuclei.

Finally, as the density is increased further the nu-
clei start to strongly interact. Figure 4 shows an iso-
surface of the proton density at ρ = 0.05 fm−3 (≈ 1/3ρ0).
Now spherical nuclei are no longer favored. Instead, long
spaghetti-like strands are seen that have complex shapes.
The fragment distribution now includes very large clus-
ters whose size scales with the simulation volume. Thus,
heavy nuclei have percolated together to form a complex
pasta phase. Note that increasing the density still further
to ρ = 0.075 fm−3 (1/2ρ0) results in a transition to uni-
form nuclear matter, not shown.

The clusters seen in figs. 1 and 4 can be characterized
by the static structure factor Sq [24,28]. This describes
the degree of coherence for neutrino scattering from the
nonuniform system. This is directly analogous to Sq for
many complex condensed-matter systems that can be de-
duced from neutron or X-ray scattering. The static struc-
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Fig. 4. Proton density iso-surface for a sample configuration
of 100000 nucleons at ρ = 0.05 fm−3, T = 1MeV and proton
fraction 0.2. The simulation volume is about 120 fm on a side.
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Fig. 5. The static structure factor Sq for T = 1MeV and
Yp = 0.2 for the indicated densities.

ture factor coherently sums the reflected waves for neu-
trino scattering from each neutron in the system,

Sq =
∑
i,j

exp[iq · (ri − rj)], (10)

where q is the momentum transferred from the neutrino
to the system. In fig. 5 we show Sq for densities of 0.01,
0.025, 0.05, and 0.075 fm−3. This scans the density range
from largely isolated nuclei (in fig. 1) through the complex
pasta phases (fig. 4) to uniform nuclear matter. A large
peak is seen in Sq for q ≈ 0.3 fm−1. This corresponds to
neutrino nucleus elastic scattering at ρ = 0.01 fm−3 or
coherent neutrino-pasta scattering at ρ = 0.05 fm−3. Here
the neutrino scatters coherently from all of the neutrons
in a cluster. This peak largely vanishes for the uniform
system at ρ = 0.075 fm−3.

At low q, Sq is small in fig. 5 because of ion screening.
If one places an impurity heavy nucleus or piece of pasta
into the system, the other clusters will rearrange because
of Coulomb interactions until they act to screen the charge
of the impurity. This leads to a reduction of Sq. In the
next section, we will use these results for Sq to discuss the
liquid-vapor transition.

One can use the time dependence of the molecular-
dynamics simulations to calculate the dynamical response
function S(q, w) that measures how likely it is for a neu-
trino to transfer momentum q and energy w to the system.
At ρ = 0.05 fm−3, we find a high-energy peak in S(q, w)
that represents plasma oscillations of the charged pasta
and a peak at low w that may correspond to nucleons
diffusing between the pasta and the vapor [30].

5 Liquid-vapor transition

There is great interest in the transition between a nu-
cleon vapor at low densities and liquid nuclear matter at
high density, see, for example, [31]. Often this is described
as a first-order phase transition. However, here we would
like to discuss two complications to this simple first-order
picture that arise in the thermodynamic limit. First, we
believe the low-density vapor must necessarily be complex
and involve heavier nuclei such as alpha particles in ad-
dition to free nucleons. Second, Coulomb interactions re-
place a first-order liquid-vapor phase transition with com-
plex mixed phases such as nuclear pasta.

The vapor phase, in the limit of very low densities,
can be described exactly with the virial expansion [32,33].
Here, the pressure P is expanded in powers of the fugac-
ity z = exp(μ/T ) where μ is the chemical potential. The
second virial coefficient b2, that gives the z2 contribution
to the pressure, can be calculated exactly in terms of the
two-body elastic scattering phase shifts. However, nuclear
matter is self-bound and tends to form clusters, see fig. 1.
In ref. [33] we considered a system of neutrons, protons,
and alpha particles. Because of their large binding energy,
alphas tend to be more important than mass-3 nuclei. Fur-
thermore at very low densities, heavy nuclei are disfavored
because of their low entropy. We calculated the relevant
second virial coefficients from NN , N -α, and α-α elastic
scattering phase shifts. This allows one to make model-
independent predictions for the alpha-particle fraction in
the low-density vapor, see fig. 6 [33]. Errors in this fraction
can be estimated from neglected third virial coefficients.

The alpha fraction can be large. Therefore, even at
very low densities say 0.001ρ0, the vapor, in the thermo-
dynamic limit, must contain more than just free nucleons.
Note that the virial expansion is exact in the limit of very
low density. It shows that the alpha fraction is nonzero
and grows with increasing density, without having to pass
through a phase transition.

It is interesting to compare this complex nuclear vapor
to steam in the H2O system. This may be the model for
a liquid-vapor phase transition. Clusters of multiple H2O
molecules do indeed form, see, for example, [34]. However,
their abundance is very low. In contrast, the large alpha
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Fig. 6. The alpha-particle mass fraction Xα in symmetric nu-
clear matter versus density at a temperature of 4MeV as calcu-
lated in the virial expansion (solid curve). The error bars are
from estimates of the neglected third virial coefficients. The
curves labeld LS and Sumi are from phenomenological models,
see [33].

binding energy leads to much larger alpha concentrations.
Therefore, nuclear vapor may be much more complex than
water vapor.

We now discuss a possible first-order liquid-vapor
phase transition in astrophysics. A two-phase coexistence
region has large density fluctuations as low-density vapor
is converted to or from a high-density liquid. Scattering
from these fluctuations could greatly reduce the neutrino
mean free path in a supernova [35].

The static structure factor, in the long-wavelength
limit, Sq=0 describes fluctuations in the number of neu-
trons N or density fluctuations,

Sq=0 =
1
N

(〈N2〉 − 〈N〉2). (11)

If we assume fluctuations in the neutron density are pro-
portional to fluctuations in the baryon density, this can
be written

Sq=0 ≈
(

N

N + Z

)
T

dP/dn
. (12)

When two phases coexist, the pressure is constant at the
vapor pressure, and the derivative of the pressure with
respect to density vanishes dP/dn = 0. Therefore, Sq=0

diverges in a two-phase coexistence region of a first-order
liquid-vapor phase transition.

However, we find in fig. 5 that Sq=0 is small, from
ion screening, instead of diverging from density fluctua-
tions. Therefore, the system does not undergo a first-order
liquid-vapor phase transition. The complex structures seen
in fig. 4 can be viewed as a mixed phase with the posi-
tively charged nuclear-pasta liquid in equilibrium with a
low-density nucleon vapor that occupies the space between
the pasta, and is not shown in fig. 4. However, the aver-
age charge density of the pasta must be equal and oppo-
site to the background electron charge density. Therefore,

Coulomb interactions suppress density fluctuations and
eliminate a first-order liquid-vapor phase transition.

Note, Coulomb interactions for the relatively small sys-
tem of a heavy-ion collision, may be smaller and still al-
low features of a liquid-vapor phase transition. However,
Coulomb interactions, in the nearly infinite astrophysical
system, may play a larger role suppressing density fluctu-
ations and modifying the liquid-vapor phase transition.

We end this section with some alternative interpreta-
tions of our results. One can view the complex density
shown in fig. 4 as many microscopic regions of a high-
density liquid phase interspersed with a low-density gas
phase. Furthermore, this microscopic picture may be use-
ful to describe heavy-ion collisions, with only one (or a
few) liquid region(s). However, this picture may have lim-
itations describing large systems in astrophysics. Coulomb
interactions strictly limit the size of any single liquid re-
gion. Thus, there is no uniform thermodynamic limit. Sur-
face effects will always be important. Furthermore, we do
not find the density fluctuations expected of a classical
two-phase coexistence region. If by phase, one means a
macroscopic region, then fig. 4 cannot represent a macro-
scopic liquid phase in equilibrium with a macroscopic va-
por phase.

This microscopic picture can also be applied to our
alpha-particle results in fig. 6. In principle, one can view
alpha particles as very tiny drops of liquid. Then the alpha
concentration in fig. 6 could represent many tiny regions
of a liquid phase in equilibrium with a simple vapor phase
composed of only free nucleons. However, given the very
small size of alpha particles, we think that this two-phase
interpretation is strained.

It may be useful to compare our nonuniform system to
a uniform one. As the density is decreased from ρ0, we find,
at some density, the uniform system becomes unstable and
a nonuniform system is favored. If one changes the density
and temperature very rapidly during a heavy-ion collision,
a uniform phase may persist as a metastable state until
it reaches a spinodal. At the spinodal, the compressibil-
ity is negative and the system may rapidly evolve into
a nonuniform state. However there is no way to enforce
that the density stays uniform. During a core collapse su-
pernova, the density and temperature change very slowly
over a very long time scale of milliseconds. This should
allow plenty of time for the system to reach thermody-
namic equilibrium. We believe the system will promptly
become nonuniform and not pass through a metastable
uniform state. As a result the system may never reach
the spinodal, and any rapid dynamics associated with the
spinodal may not be relevant for astrophysical systems.

Finally, we mention a possible limitation of our re-
sults. We have only run simulations for a few densities
ρ = 0.01, 0.025, 0.05, and 0.075 fm−3, and a single tem-
perature 1MeV. Therefore, we cannot rule out a possible
critical point, and associated critical fluctuations, for other
conditions.
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6 Summary

Heavy-ion experiments provide important data to test
astrophysical models. In general, one must extrapolate
HI data to longer times, larger sizes, and more neutron-
rich systems. The high-density equation of state can be
probed in HI collisions and applied to the hot protoneu-
tron star formed in core collapse supernovae. The parity
radius experiment (PREX) aims to accurately measure
the neutron radius of 208Pb with parity-violating elec-
tron scattering. This determines the pressure of neutron-
rich matter and the density dependence of the symme-
try energy. Competition between nuclear attraction and
Coulomb repulsion can form exotic shapes called nuclear
pasta in neutron star crusts and supernovae. This com-
petition can be probed with multifragmentation HI reac-
tions. A first-order liquid-vapor phase transition has den-
sity fluctuations that could impact neutrino interactions in
supernovae. We use large-scale semiclassical simulations to
study nonuniform neutron-rich matter. We find that the
Coulomb interactions in astrophysical systems suppress
density fluctuations. As a result, the system does not un-
dergo a first-order liquid-vapor phase transition. Finally,
the virial expansion for low-density matter shows that the
nuclear vapor phase is complex with significant concentra-
tions of alpha particles and other light nuclei in addition
to free nucleons.

Collaborators for this work include Achim Schwenk, Jorge
Piekarewicz, Angeles Perez-Garcia, and Don Berry. We thank
Marcello Baldo for suggestions. We acknowledge financial sup-
port form the U. S. Department of Energy contract DE-FG02-
87ER40365.
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Abstract. It is commonly accepted that strongly interacting matter has several phase transitions in dif-
ferent domains of temperature and baryon density. In this contribution I discuss two most popular phase
transitions which, in principle, can be accessed in nuclear collisions. One of them, the liquid-gas phase
transition, is well established theoretically and studied experimentally in nuclear multifragmentation reac-
tions at intermediate energies. The other one, the deconfinement-hadronization phase transition, is at the
focus of present and future experimental studies with relativistic heavy-ion beams at SPS, RHIC and LHC.
Possible links between these two phase transitions are identified from the viewpoint of their manifestation
in violent nuclear collisions.

PACS. 12.38.Mh Quark-gluon plasma – 12.39.-x Phenomenological quark models – 25.70.Pq Multifrag-
ment emission and correlations – 25.75.-q Relativistic heavy-ion collisions

1 General remarks

A primary goal of present and future experiments on
heavy-ion collisions is to study properties of strongly inter-
acting matter away from the nuclear ground state. Main
efforts are focused on searching for possible phase transi-
tions in such collisions. Several phase transitions are pre-
dicted in different domains of temperature (T ) —baryon
density (ρB) plane. As is well known, strongly interact-
ing matter has at least one multi-baryon bound state at
ρB = ρ0 ≈ 0.16 fm−3 and a binding energy of about
10MeV, corresponding to atomic nuclei, which can be con-
sidered as droplets of nuclear matter. This means that the
equation of state of symmetric nuclear matter has a zero-
pressure point at ρB = ρ0. Since the pressure should also
vanish at ρB → 0, it must be a non-monotonic function
of ρB , i.e. ∂P/∂ρB < 0 in a certain temperature-density
domain. This condition signals instability of matter with
respect to growing density fluctuations, a characteristic
feature of the liquid-gas phase transition. Therefore, it
follows from the very existence of the nuclear bound state
that there should be a first-order phase transition of the
liquid-gas type in normal nuclear matter at subsaturation
densities, ρB < ρ0, and low temperatures, T ≤ 10MeV.

The nuclear liquid-gas phase transition manifests itself
most clearly in a nuclear multifragmentation phenomenon,
observed in intermediate-energy nuclear reactions. Here,

a e-mail: mishustin@fias.uni-frankfurt.de

we mention only a few guiding ideas which helped to iden-
tify this phase transition. The first one is the anomaly
(plateau) in the caloric curve, which was first predicted
theoretically [1] and later found experimentally [2]. More
recently, an interesting proposal was made [3,4] to look for
anomalous energy fluctuations in the multifragmentation
events, which might be a good signal of a first-order phase
transition in finite systems. Another productive idea pro-
posed in ref. [5] was to search for residual signals of the
spinodal decomposition expected in connection with the
liquid-gas phase transition. Such a signal, although small,
was indeed found experimentally as an enhanced emission
of equal-size fragments [6]. Other evidences for the liquid-
gas phase transition include large fluctuations in the par-
tition space, bimodality [7,8], or critical behavior near the
critical point [8–10].

The situation at high T and non-zero baryon chemical
potential μB is not so clear, although it is expected that
the deconfinement and chiral transitions occur at high
enough T and ρB . As the result, a new state of matter, the
Quark-Gluon Plasma (QGP), should be formed. A rigor-
ous theoretical background for these studies is provided by
the QCD-based numerical simulations on a lattice. How-
ever, at present reliable lattice calculations exist only for
μB = 0, i.e. ρB = 0, where they predict a smooth de-
confinement transition (crossover) at T ≈ 170MeV [11].
As model calculations show, the QCD phase diagram in
the (T, μB)-plane may contain a first-order transition line
(below called the critical line) which ends at a (tri)critical
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point [12–14]. Unfortunately, at finite μB the lattice calcu-
lations suffer from the so-called “sign problem” and can-
not be done easily. Different approximation schemes lead
to differing predictions concerning the existence of a crit-
ical point (see, e.g., refs. [15–17]). Possible signatures of
this point in heavy-ion collisions were discussed in ref. [18].
However, it is unclear at present whether critical fluctu-
ations associated with the second-order phase transition
can develop in a rapidly expanding system produced in
a relativistic heavy-ion collision, because of the critical
slowing-down effect [19]. A more promising strategy would
be to search for a first-order phase transition, which may
have more spectacular manifestations, as we discuss be-
low.

Relative to the liquid-gas transition, the exploration of
the QCD phase diagram is considerably more challenging.
On the theoretical side, we have no tractable models to
predict how the phase diagram looks in the (T, μB)-plane,
nor where the dynamical trajectories of expanding matter
go. Since, by the nature of a phase transition, the effec-
tive degrees of freedom are different in the two phases,
often two different models are applied below and above
the critical line. Moreover, lattice QCD can only be ap-
plied to systems in statistical equilibrium, i.e. it cannot be
used for dynamical simulations in real time. With regard
to dynamical models, the best candidate is perhaps fluid
dynamics which needs no specific information about the
structure of the matter but merely macroscopic quanti-
ties such as the equation of state and kinetic coefficients.
However, in its standard form this model is unsuitable for
studies of unstable regimes associated with a first-order
phase transition. Thus, it is very difficult to provide ex-
perimentalists with quantitative guidance to ensure that
the parameters of the experiments are those where the
phase transition signals are best seen.

On the experimental side, the exploration of the QCD
phase structure is made extra complicated by the fact that
only the hadronic phase survives in the final state1, in
contrast to the nuclear liquid-gas transition where both
phases can occur in the final state. Therefore, the experi-
ence accumulated in the liquid-gas phase transition studies
may be very useful for designing the analysis techniques
for the exploration of the deconfinement-hadronization
phase transition.

A similarity between the liquid-gas phase transition
and the deconfinement-hadronization transition is the
presence of more than one conserved charge: at low energy
we have electric charge (Z) and mass number (A), while
at high energy, in addition to baryon number B (which is
identical to A) and electric charge Q (which corresponds
to Z), we have also strangeness (S). Therefore, the lessons
learned at low energy regarding multicomponent systems,
in particular the isospin degree of freedom, may be helpful
for the QGP studies, too.

Finally, notwithstanding the large uncertainty with re-
gard to the value of the critical baryon density (above

1 Some information about the deconfined phase can be ob-
tained from the electromagnetic probes and from quenching of
hard partonic jets, see, e.g., ref. [20].

which the deconfinement transition is first order), it ap-
pears likely that the first-order transition can best be stud-
ied experimentally in the region of moderate bombard-
ing energies where compressed matter is characterized by
a considerable net baryon density. As we know now, a
strongly interacting matter produced at RHIC, presum-
ably a hot quark-gluon plasma, has practically vanish-
ing net baryon density [21]. While more suitable condi-
tions may well have been achieved already at SPS, those
data have not been analyzed in a way which would un-
ambiguously demonstrate the QGP formation. To study
the first-order transition of the QCD phase diagram, the
most promising facility for the future is the planned FAIR
at GSI, where compressed baryonic matter is one of the
prime areas of intended research.

A striking feature of central heavy-ion collisions at high
energies, confirmed in many experiments (see, e.g., [22,
23]), is a very strong collective expansion of matter at
later stages of the reaction. This process looks like an ex-
plosion with the matter flow velocities comparable with
the speed of light. The applicability of equilibrium con-
cepts for describing phase transitions under such condi-
tions becomes questionable and one should expect strong
non-equilibrium effects. Below we demonstrate that non-
equilibrium phase transitions in rapidly expanding mat-
ter can lead to interesting phenomena which, in a certain
sense, are even easier to observe.

2 Dynamical fragmentation of a metastable
phase

2.1 Nuclear liquid-gas transition

Let us consider a simple model showing how the collec-
tive flow can modify the conventional picture of a first-
order phase transition [24]. Let us consider first the liquid-
gas transition in nuclear matter. We assume that a sys-
tem expands uniformly with the collective velocity field
of a Hubble type, vf (r) = Hr, where H is an appro-
priate Hubble constant. The expansion acts against the
attractive forces which keep the nucleons together at nor-
mal density. Therefore, instead of uniformly expanding the
whole system, it is energetically more favorable to split it
into droplets which preserve a sufficiently high density in-
side, to keep attractive forces acting, and recede from each
other according to the Hubble law. The space between the
droplets is almost empty so that the energy cost for pro-
ducing such an inhomogeneous state may be estimated
as an extra interface area times a surface tension coeffi-
cient σ. One should expect that in violent reactions where
thermal excitation is high, σ might be significantly re-
duced compared to the value of about 1MeV/fm2 known
for cold nuclei. The shape of the droplets, which is de-
termined by the local density fluctuations, might be also
quite complicated. But for our order-of-magnitude esti-
mates we assume that the system splits into more or less
spherical droplets of a similar size.
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Now let us imagine that at the stage of the break-
up the expanding system is represented by the collec-
tion of droplets with density ρB ≈ ρ0 (nuclear fragments)
separated by fully developed surfaces. Within the lepto-
dermous approximation the total energy of an individual
spherical droplet of radius R = (3A/4πρB)1/3 can be de-
composed as

E = Ebulk + Ekin + Esur. (1)

Here the bulk term at ρB �= ρ0 can be written as

Ebulk =

[
aV +

K

18

(
1 − ρB

ρ0

)2
]
·A , (2)

where aV is the bulk coefficient in the Weizsäcker formula
and K is the incompressibility modulus. The kinetic en-
ergy of an individual droplet, associated with its collective
expansion with respect to the center of mass, is easily cal-
culated,

Ekin =
∫ R

0

1
2
mNv2

f (r)ρ(r)4πr2dr =
2π
5
mNH2ρBR5,

(3)
where mN is the nucleon mass. The surface energy of a
droplet is 4πR2σ. It is worth noting that the collective ki-
netic energy acts here as an effective long-range potential
similar to the Coulomb potential in nuclei.

To find the optimal droplet size one can apply Grady’s
argument [25] that the redistribution of matter is a lo-
cal process that minimizes the energy per droplet volume,
ΔE/V . Then, since the bulk contribution does not depend
on R, the minimization condition constitutes the balance
between the collective kinetic energy and interface energy.
This gives for the optimal droplet mass

A =
4π
3
ρR3 =

20π
3

σ

mNH2
. (4)

It is determined by only two parameters: the surface ten-
sion σ and the Hubble constant H. The latter one can be
estimated from flow observables. For instance, in central
Au + Au collisions at 150, 250 and 400MeV/nucleon the
measured flow velocities vf are 0.20c, 0.26c and 0.34c, re-
spectively [22]. Now one can estimate the Hubble constant
as H−1 = RAu/vf , which gives 35, 26 and 20 fm/c, respec-
tively. To get the mean fragment mass A ≈ 3, as seen in
experiment, one should take in eq. (4) σ ≈ 0.2MeV/fm2,
which is about a factor 5 smaller than in cold nuclei!
Maybe this is not surprising because at a “temperature”
17MeV, obtained for this reaction, σ would already vanish
in a thermodynamically equilibrated system. One should
bear in mind, however, that the observed cold fragments
are produced from hot primary fragments after their de-
excitation. Therefore, primary fragments produced at the
break-up stage should be bigger.

One can use the minimum information principle [26,
27] to find the inclusive fragment mass distribution, P (A).
In principle, the information entropy should be defined in
terms of microstate probabilities, pi, as

∑
i pi ln pi. Since

we are interested only in the inclusive mass distribution,
we can sum up all microstates containing the fragment
of mass A. Then the information function can be defined
simply as

∑
A P (A) lnP (A). Minimizing this function un-

der constraint that the average fragment mass is fixed,
A =

∑
A AP (A), we get the normalized mass distribution

of the form

P (A) =
1
A

exp
(
−A

A

)
. (5)

This kind of mass distribution has been seen in numerical
simulations [28] as well as in the free-jet fragmentation ex-
periments [27]. It is remarkable that exactly this type of
mass (charge) distributions is also observed in nuclear ex-
periments! For instance, exponential fragment charge dis-
tributions have been found in central Au + Au collisions
at 150, 250 and 400MeV/nucleon [22], discussed above.
By applying naively the statistical approach to these re-
actions one obtains charge distributions which are much
too steep (smaller A).

2.2 Deconfinement-hadronization transition

A similar scenario can also be considered for the deconfine-
ment-hadronization phase transition in relativistic nu-
clear collisions [29,30]. The difference will be mainly in
the parameters characterizing this phase transition. Of
course, this consideration is justified only for the first-
order phase transition, which is expected at moderate T
and high enough ρB (see discussion in the introduction).
Most likely, this picture does not apply for the RHIC ener-
gies, where produced matter is characterized by very high
T and very low μB [21], corresponding to the crossover
transition.

For simplicity, below we use capital letters Q and H
(not to be confused with the Hubble constant H) for the
deconfined (quark-gluon) phase and the hadronic phase,
respectively. Let us assume that the dynamical fragmenta-
tion of the deconfined phase has resulted in a collection of
Q droplets embedded in a dilute H phase, as illustrated in
fig. 1. The optimal droplet size can be determined by ap-
plying the same energy balance prescription as discussed
above. The only difference is that the droplet mass with
respect to the hadronic background is now calculated as
M = ΔEV , where ΔE = EQ − EH is the energy density
difference of Q and H bulk phases, and V is the volume of
the droplet. Applying Grady’s minimization rule we get
the optimum droplet radius

R∗ =
(

5σ
ΔEH2

)1/3

. (6)

As eq. (6) indicates, the droplet size depends strongly
on H. When expansion is slow (small H) the droplets are
big. In the adiabatic limit the process may look like a fis-
sion of a cloud of plasma. But fast expansion should lead
to very small droplets. This state of matter is very far
from a thermodynamically equilibrated mixed phase, par-
ticularly because the H phase is very dilute. One can say
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Fig. 1. Schematic view of the multi-droplet state produced
after the dynamical fragmentation of a metastable high energy
density phase (in this example, the Q phase). The droplets are
embedded in the low energy density phase (in this example,
the H phase). Each droplet expands individually as well as
participates in the overall Hubble-like expansion.

that the metastable Q matter is torn apart by a mechan-
ical strain associated with the collective expansion. This
has a direct analogy with the dynamical multifragmenta-
tion process, described in the previous section, or with the
fragmentation of pressurized fluids leaving nozzles [27].

The driving force for expansion is the pressure gradi-
ent, ∇P ≡ c2s∇E , which depends crucially on the sound
velocity in matter, cs. Here we are interested in the expan-
sion rate of the partonic phase, which is not directly ob-
servable but predicted by the hydrodynamical simulations.
In the vicinity of the phase transition, one may expect a
“soft point” [31,32] where the sound velocity is smallest
and the ability of matter to generate the collective expan-
sion is minimal. If the initial state of the Q phase is close
to this point, its subsequent expansion will be slow. Ac-
cordingly, the droplets produced in this case will be big.
When moving away from the soft point, one would see
smaller and smaller droplets. For numerical estimates we
choose two values of the Hubble constant: H−1 = 20 fm/c
to represent the slow expansion from the soft point and
H−1 = 6 fm/c for the fast expansion.

One should also specify two other parameters, σ and
ΔE . The surface tension σ is a subject of debate at present.
Lattice simulations indicate that it could be as low as a few
MeV/fm2 in the vicinity of the critical line. However, for
our non-equilibrium scenario, more appropriate values are
closer to 10–20MeV/fm2, which follow from effective chi-
ral models. As a compromise, the value σ = 10MeV/fm2

is used below for rough estimates. Bearing in mind that
nucleons and heavy mesons are the smallest droplets of the
Q phase, one can take ΔE = 0.5GeV/fm3, i.e. the energy

density inside the nucleon. Then one gets R∗ = 3.4 fm for
H−1 = 20 fm/c and R∗ = 1.5 fm for H−1 = 6 fm/c. As
follows from eq. (6), for a spherical droplet V ∝ 1/ΔE ,
and in the first approximation its mass,

M∗ ≈ ΔEV =
20π

3
σ

H2
, (7)

is independent of ΔE (compare with eq. (4)). For the
two values of R∗ given above, the optimal droplet mass
is ∼ 100 GeV and ∼ 10GeV, respectively. As mentioned
in the previous section, the distribution of droplet masses
should follow an exponential law, exp (− M

M∗ ). Thus, about
2/3 of droplets have masses smaller than M ∗, but with 1%
probability one can find droplets as heavy as 5M ∗.

3 Observable manifestations of quark droplets

After separation, the QGP droplets will recede from each
other according to the global collective expansion, pre-
dominantly in the beam direction. Therefore, their c.m.
rapidities yi will be in one-to-one correspondence with
their spatial positions. One may expect that they will be
distributed more or less uniformly between the target and
the projectile rapidities. Since rescatterings in the dilute
H phase are rare, most hadrons produced from individual
droplets will go directly into detectors. This may explain
why freeze-out parameters extracted from the hadronic
yields are close to the phase transition boundary [21]. In-
deed, due to the rapid expansion it is unlikely that the
thermodynamical equilibrium will be established between
the Q and H phases or within the H phase alone. If this
were to happen, the final H phase would be more or less
uniform, and thus, no traces of the droplet phase would
appear in the final state.

The final fate of individual droplets depends on their
sizes and on details of the equation of state. Due to
the negative Laplace pressure, 2σ/R, the residual expan-
sion of individual droplets will slow down. The smaller
droplets may even reverse their expansion and cooling to
shrinking and reheating. Then, the conversion of Q mat-
ter into H phase may proceed through the formation of
the imploding deflagration front [32,33]. Bigger droplets
may expand further until they enter the region of spin-
odal instability At this stage the difference between 1st-
and 2nd-order phase transitions or a crossover is insignifi-
cant. Since the characteristic “rolling down” time is rather
short, ∼ 1 fm/c [34], the Q droplets will be rapidly con-
verted into the non-equilibrium H phase. In refs. [35–37]
the evolution of individual droplets was studied numeri-
cally within a hydrodynamical approach including dynam-
ical chiral fields. It has been demonstrated that the energy
released at the spinodal decomposition can be transferred
directly into the collective oscillations of the (σ,π) fields
which give rise to the soft pion radiation. One can also
expect the formation of Disoriented Chiral Condensates
(DCC) [38] in the voids between the droplets.

It is interesting to note that the surface tension has
a stabilizing effect on the droplet evolution. Since the
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Fig. 2. Schematic view of the momentum space distribution
of secondary hadrons produced from an ensemble of droplets.
Each droplet emits hadrons (mostly pions) within a rapidity
interval δy ∼ 1 and azimuthal angle spreading of δφ ∼ 1.

droplets are hot, their lifetime will be mainly determined
by the rate of hadron evaporation from the surface (see
also the discussion in ref. [39]). This will lead to their
cooling and shrinking. One can speculate about all kinds
of exotic objects, like e.g. strangelets, glueballs, formed
in this way. The possibility of forming “vacuum bubbles”,
i.e. regions with depleted quark and gluon condensates,
was discussed in ref. [35]. All these interesting possibili-
ties deserve further study and numerical simulations.

In the droplet phase the mean number of produced
hadrons in a given rapidity interval is

〈N〉 =
ND∑

i

ni = 〈n〉〈ND〉 , (8)

where ni is the mean multiplicity of hadrons emitted from
a droplet i, 〈n〉 is the average multiplicity per droplet and
〈ND〉 is the mean number of droplets produced in this in-
terval. If droplets do not overlap in rapidity space, each
of them will give a bump in the hadron rapidity distribu-
tion around its center-of-mass rapidity yi [29,34]. In case
of a Boltzmann spectrum the width of the bump will be
δy ≈

√
T/m, where T is the droplet temperature and m

is the particle mass. At T ∼ 100MeV this gives δy ≈ 0.8
for pions and δy ≈ 0.3 for nucleons. These spectra might
be slightly modified by the residual expansion of droplets.
Due to the radial expansion of the fireball the droplets
should also be well separated in the azimuthal angle. The
characteristic angular spreading of pions produced by an
individual droplet is determined by the ratio of the ther-
mal momentum of emitted pions to their mean transverse
momentum, δφ ≈ 3T/〈p⊥〉 ∼ 1. The resulting phase-space
distribution of hadrons in a single event will be a super-
position of contributions from different Q droplets super-
imposed on a more or less uniform background from the
H phase. Such a distribution is shown schematically in
fig. 2. It is obvious that such inhomogeneities (clusteriza-
tion) in the momentum space will be reflected in strong

non-statistical fluctuations of hadron multiplicities mea-
sured in a given rapidity and angular window. The fluc-
tuations will be more pronounced if primordial droplets
are big, as expected in the vicinity of the soft point. If
droplets as heavy as 100GeV are formed, each of them
will emit up to ∼ 200 pions within a narrow rapidity and
angular interval, δy ∼ 1, δφ ∼ 1. If only a few droplets are
produced on average per unit rapidity, ND � 1, they will
be easily resolved and analyzed. On the other hand, the
fluctuations will be suppressed by a factor

√
ND if many

small droplets fall in the same rapidity interval.
It is convenient to characterize the multiplicity fluctu-

ations in a given rapidity window by the scaled variance

ωN ≡ 〈N2〉 − 〈N〉2
〈N〉 . (9)

Its important property is that ωN = 1 for the Poisson
distribution, and therefore any deviation from unity will
signal a non-statistical emission mechanism. As shown in
ref. [40], for an ensemble of emitting sources (droplets)
ωN can be expressed in a simple form, ωN = ωn + 〈n〉ωD,
where ωn is an average multiplicity fluctuation in a single
droplet, ωD is the fluctuation in the droplet mass distribu-
tion and 〈n〉 is the mean multiplicity from a single droplet.
Since ωn and ωD are typically of order of unity, the fluc-
tuations from the multi-droplet emission are enhanced by
the factor 〈n〉. According to the picture of a first-order
phase transition advocated above, this enhancement fac-
tor can be as large as 10–100. A more detailed consider-
ation of the multiplicity distributions associated with the
hadron emission from an ensemble of droplets is given in
ref. [30]. Until now no strong anomalies in hadron mul-
tiplicity distributions have been observed in relativistic
heavy-ion collisions (see, e.g., ref. [41]).

4 Conclusions

– It is most likely that strongly interacting matter has at
least two first-order phase transitions, i.e. the nuclear
liquid-gas transition and the deconfinement-hadroni-
zation transition. Their unambiguous experimental
identification is the main goal of heavy-ion collision
experiments at present and future facilities. Study-
ing phase transitions in such a dynamical environment
should take into account strong non-equilibrium ef-
fects.

– A first-order phase transition in rapidly expanding
matter should proceed through the nonequilibrium
stage when a metastable phase splits into droplets
whose size is inversely proportional to the expansion
rate. The primordial droplets should be biggest in the
vicinity of a soft point when the expansion is slowest.

– Hadron emission from droplets of the quark-gluon
plasma should lead to large non-statistical fluctuations
in their rapidity and azimuthal spectra, as well as in
multiplicity distributions in a given rapidity window.
The hadron abundances may reflect directly the chem-
ical composition in the plasma phase.
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– To identify the phase transition threshold, the mea-
surements should be done at different collision ener-
gies. The predicted dependence on the expansion rate
and the reaction geometry can be checked in collisions
with different ion masses and impact parameters.

– If the first-order deconfinement/chiral phase transition
is only possible at finite baryon densities, one should
try to identify it by searching for the anomalous fluc-
tuations in the regions of phase space characterized by
a large baryon chemical potential. These could be the
nuclear fragmentation regions in collisions with very
high energies (high-energy SPS, RHIC, LHC) or the
central rapidity region in less energetic collisions (AGS,
low-energy SPS, future GSI facility FAIR).

– A rich experience has been accumulated in theoretical
and experimental studies of nuclear multifragmenta-
tion as a signal of the liquid-gas phase transition in
normal nuclear matter. These lessons may be useful
in present and future studies of the deconfinement-
hadronization and chiral phase transitions in relativis-
tic heavy-ion collisions.
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Abstract. In this paper, we review the main challenges associated with the statistical mechanics of finite
systems, with a particular emphasis on the present understanding of phase transitions in the framework
of information theory. We show that this is a very powerful formalism allowing to treat in a thermody-
namically consistent way many difficult problems in the statistical treatment of finite, open, transient and
expanding systems. The first point we analyze is the problem of boundary conditions, which in the frame-
work of information theory must also be treated statistically. We recall that the different ensembles do not
lead to the same equation of states, in particular in the region of a first-order phase transition, and we
stress the fact that different statistical ensembles may be relevant to heavy-ion physics depending upon the
actual experimental conditions. Finally, we present a coherent description of first-order phase transitions
demonstrating the equivalence between the Yang-Lee theorem, the occurrence of bimodalities in the in-
tensive ensemble and the presence of inverted curvatures of the thermodynamic potential of the extensive
ensemble. We stress that this discussion is not restricted to the possible occurrence of negative specific
heat, but can also include negative compressibilities and negative susceptibilities, and in fact any curvature
anomaly of the thermodynamic potential. Since the relevant entropy surface explored in nuclear multifrag-
mentation is not yet well understood and largely debated in the community, the experimental evidence of
new thermodynamic anomalies is one of the important challenges of future heavy-ion experiments.

PACS. 05.20.Gg Classical ensemble theory – 25.70.Pq Multifragment emission and correlations – 64.60.-i
General studies of phase transitions – 65.40.Gr Entropy and other thermodynamical quantities

1 Introduction

Finite-systems properties, non-extensive thermodynam-
ics, and phase transitions out of the thermodynamic limit
are strongly debated issues in many different fields of
physics (see for example [1]). This may be the case of
non-saturating forces such as the gravitational [2–5] or
the Coulombic forces. The system may be too small, as
in the case of clusters and nuclei [6–9]. The physics of fi-
nite systems is even more complicated since often they are
not only small but also open and transient. This implies
that the various concepts of thermodynamics and statis-
tical mechanics [10–13] have to be completed and revis-
ited [1,14–18]. Another contribution to this topical issue
deals with some aspects of this question [19] and we ad-
dress the reader to that paper to have a more complete
view of the different formalisms that can be applied. In
the present paper, we focus on the information theory ap-
proach to statistical mechanics [14,16] and we will show
that this is a very powerful formalism that allows to ad-

a Member of the Institut Universitaire de France;
e-mail: gulminelli@lpccaen.in2p3.fr

dress in a consistent way the statistical mechanics of open
systems evolving in time, independent of their interaction
range and number of constituents.

After a short summary of the statistical-physics con-
cepts, we will summarize the discussion about ensem-
ble inequivalence. Statistical ensembles are presented in
many elementary textbooks as qualitatively equivalent
and quantitatively almost identical, because they differ
only at the fluctuation level. However, for finite systems it
is now well documented in the literature [18,20–23] that
two ensembles which put different constraints on the fluc-
tuations of the order parameter lead to qualitatively dif-
ferent equations of state close to a first-order phase tran-
sition.

This will lead us to the discussion of phase transitions
in finite systems. As an example, when energy is the or-
der parameter, the microcanonical (at fixed energy) heat
capacity diverges to become negative while the canonical
one (at fixed temperature) remains always positive and fi-
nite [24–36]. If the number of particle is the order param-
eter, it is the chemical susceptibility which is expected to
present a negative branch in between two divergences in
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the fixed number of particle ensemble (microcanonical or
canonical) while in the grand canonical it should remain
positive. This difference between ensembles can be of pri-
mordial importance for mesoscopic systems undergoing a
phase transition. Such systems are now studied in many
fields of physics, from Bose condensates [37,38] to the
quark-gluon plasma [39,40], from cluster melting [6,41] to
nuclear fragmentation [7]. Moreover, such inequivalences
may survive at the infinite size limit for systems involving
long-range forces such as self-gravitating objects [3–5].

We will then present some basic characteristics of first-
order phase transitions in finite systems. In particular, we
will summarize the mathematical connections between the
Yang-Lee approach [42] through the zeroes of the partition
sum, the bimodality of the order parameter distribution
in the same ensemble, and the anomalous (inverted) cur-
vature of the thermodynamic potential of the ensemble
where the order parameter is fixed [43–45]. The best doc-
umented example in the literature is the bimodality of the
canonical energy distribution being equivalent to negative
microcanonical heat capacity [46–48].

Finally, we will skim over the time evolution problem,
stressing the need to take into account time odd constraint
in the statistical picture, and then conclude presenting
three challenges for the field of the thermodynamic prop-
erties of finite systems.

2 Finite systems and statistical mechanics

A largely debated issue in the nuclear-physics community
is the applicability of thermodynamical concepts like equi-
librium, temperature, pressure etc. to objects as tiny as
nuclei. How large must a system be for a temperature to be
defined? It is well known that the different statistical en-
sembles only converge in the thermodynamic limit: out of
this limit, what is the physical meaning of thermodynamic
quantities —say, temperature— evaluated through differ-
ent ensembles? is there a “correct” ensemble to be used?
We all know finite systems can change state or shape, a
typical example being the case of isomerization; how many
degrees of freedom do we need in order to call this change
of state a phase transition?

Let us consider a system that can exist in two single
microstates of different energy (a single spin in a mag-
netic field, a two-level atom in a bath of radiation. . .) The
system being much smaller than its environment, let us
consider the case for which the interaction between sys-
tem and environment can be neglected and we have no
reason to believe that the environment will be in any spe-
cific state. Then the distribution of the system microstates
is simply given by the number of states of the environment

p(n) = W (Et − en)/(W (Et − e1) + W (Et − e2))
∝ exp (S(Et − en)) , (1)

where Et is the total energy (system + environment) and
S = logW is the (microcanonical) entropy associated with
the environment. Since en � Et, a Taylor expansion of the

entropy gives

S(Et − en) ≈ S(Et) − en
∂S

∂E
(Et) ; p(n) ∝ exp (−βen) ,

(2)
where we have introduced β = ∂S∂E, the temperature of
the environment.

This very simple textbook exercise gives us a number
of interesting informations:
– thermodynamic concepts like temperature can be de-

fined for systems having an arbitrary number of de-
grees of freedom (the minimum being 2 levels);

– Boltzmann-Gibbs statistics naturally emerges as soon
as we observe a limited information constructed from
a reduced number of degrees of freedom.
If we now take into account a slightly more complicated

system with energy states associated with a degeneracy
w(e), the energy distribution will be modified to

p(e) =
w(e)W (Et − e)∑

n w(en)W (Et − en)
≈ w(e) exp (−βe)

Zβ
, (3)

where the canonical approximation is still correct if the
system is associated with a much smaller number of de-
grees of freedom than its environment. Equation (3) gives
for instance the energy distribution of a thermometer
loosely coupled to an otherwise isolated system. Temper-
ature is defined as the response of the thermometer in the
most probable energy state e; if we maximize the distri-
bution (3) we get, assuming that energy can be treated as
a continuous variable,

∂ logW
∂E

|Et−e =
∂ logw
∂E

|e . (4)

We then learn that the quantity shared at the most
probable energy partition is the microcanonical tempera-
ture. This shows that there is no ambiguity in the defini-
tion of temperature (and any other thermodynamic quan-
tity) when dealing with small systems. It is important to
note that eq. (3) is not limited to the observation of en-
ergy, but can apply to the distribution of any generic ob-
servable A = 〈Â〉. We can then expect that canonical-like
ensembles (i.e. ensembles where distributions are given by
Boltzmann factors) will arise each time that we are iso-
lating a small number of degrees of freedom from a more
complex system.

More generally, we will recall in the next section that a
statistical description is in order each time that the system
is complex enough to have a large number of microstates
associated with a given set of relevant observables. The
proper statistical ensemble will then depend on the way
the system is prepared. If the relevant observables are rec-
ognized, equilibrium is therefore a very generic concept
that certainly applies to the output of a heavy-ion colli-
sion independent of the reaction time.

3 Statistical physics and information theory

Information-theory–based statistical mechanics provides a
very powerful framework to a consistent treatment of the
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Fig. 1. Illustration of the Liouville space of density matrices:
an observation 〈Âi〉 is a projection of D̂ on the axis associated

with the corresponding observable Âi.

thermodynamics of finite systems both in the classical and
in the quantal world [16,14]. Let us summarize here the
essential ingredients. Statistical physics treats statistical
ensembles of possible solutions for the considered physical
system since the assumption is made that we have only
a limited knowledge on it. Such a “macrostate” can be
formally be represented by its density matrix

D̂ =
∑
(n)

∣∣∣Ψ (n)
〉

p(n)
〈
Ψ (n)

∣∣∣ , (5)

where the states (“microstates”, or “partitions”, or “repli-
cas”, or simply “events”) |Ψ (n)〉 pertain to the considered
Fock or Hilbert space. p(n) is the occurrence probability
of the event |Ψ (n)〉. The result of the measurement of an
observable Â is

〈Â〉D̂ = Tr ÂD̂, (6)

where Tr means the trace over the quantum Fock or
Hilbert space of states {|Ψ〉}.

In the space of Hermitian matrices, the trace provides
a scalar product [49,50]

〈〈Â||D̂〉〉 = Tr ÂD̂. (7)

It is then possible to define an orthonormal basis of Hermi-
tian operators {Ôl} in the observable space, and to inter-
pret the measurement 〈Ôl〉D̂ as a coordinate of the density
matrix D̂ (see fig. 1). The size of the observable space is
the square of the dimension of the Hilbert or Fock space,
which are in general infinite; therefore in order to describe
the system, one is forced to consider a reduced set of (col-
lective) observables {Â�} which are supposed to contain
the relevant information. The Gibbs formulation of sta-
tistical mechanics can then be derived if the least biased
“macrostate” is assumed to be given by the maximization
of the entropy1

S[D̂] = −Tr D̂ log D̂, (8)
1 In this article we implicitly use units such that the Boltz-

mann constant k = 1.

which is nothing but the opposite of the Shannon informa-
tion [16,14]. It is important to stress that eq. (8) is a micro-
scopic definition of entropy which coincides with the stan-
dard thermodynamic entropy only after maximization, see
eq. (13) below.

If the system is characterized by L observables (or
“extensive” variables2), Â = {Â�}, known in average
〈Â�〉 = Tr D̂Â�, the variation is not free and one should
maximize the constrained entropy

S′ = S −
∑

�

λ�〈Â�〉, (9)

where the λ = {λ�} are L Lagrange multipliers associated
with the L constraints 〈Â�〉.

A maximization of the entropy under constraints gives
a prediction for the minimum-biased density matrix (or
“event distribution”) which can be viewed as a general-
ization of Gibbs equilibrium:

D̂λ =
1
Zλ

exp−λ · Â, (10)

where λ · Â =
∑L

�=1 λ�Â� and where Zλ is the associated
partition sum insuring the normalization of D̂λ:

Zλ = Tr exp−λ · Â. (11)

Using this definition, we can compute the associated
equations of state (EoS):

〈Â�〉 = ∂λ�
logZλ. (12)

The entropy associated with D̂λ is

S[D̂λ] = logZλ +
∑

�

λ�〈Â�〉, (13)

which has the structure of a Legendre transform between
the entropy and the thermodynamic potential. To inter-
pret the Gibbs ensemble as resulting from the contact with
a reservoir or to guarantee the stationarity of eq. (10), it
is often assumed that the observables Â� are conserved
quantities such as the energy Ĥ, the particle (or charge)
numbers N̂i or the angular momentum L̂ [19]. However,
there is no formal reason to limit the state variables to
constants of motion. Even more, the introduction of not
conserved quantities might be a way to take into account
some non-ergodic aspects. Indeed, an additional constraint
reduces the entropy, limiting the populated phase space or
modifying the event distribution. This point will be devel-
oped at length in the next sections.

2 In this paper the word “extensive” is used in the general
sense of resulting from an observation, i.e. the 〈Â�〉, and not
in the restricted sense of additive variable. Intensive variables
are conjugate to extensive variables i.e. Lagrange multipliers λ�

imposing the average value of the associated extensive variable.
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It should be noticed that microcanonical thermody-
namics also corresponds to a maximization of the en-
tropy (8) in a fixed energy subspace. In this case the max-
imum of the Shannon entropy can be identified with the
Boltzmann entropy

max (S) = logW (E) , (14)

where W is the total state density with the energy E. The
microcanonical case can also be seen as a particular Gibbs
equilibrium (10) for which both the energy and its fluctu-
ation are constrained. This so-called Gaussian ensemble in
fact interpolates between the canonical and microcanon-
ical ensembles depending upon the constraint on the en-
ergy fluctuation [24,51], and the same procedure can be
applied to any conservation law. In this sense the Gibbs
formulation (10) can be considered as the most general.

The ensemble of extensive variables constrained ex-
actly or in average completely defines the statistical en-
semble. This means that many different ensembles can be
defined, and the most appropriate description of a finite
system may be different from the standard microcanoni-
cal, canonical or grand-canonical.

4 Finite size and boundary conditions

An important problem when considering finite-size sys-
tems is the need to define boundary conditions to define
the finite size. This is only a mathematical detail for “con-
densed” systems, i.e. finite-size self-bound systems in a
much larger container, or particles trapped in an exter-
nal confining potential [52]. In the other cases, finite-size
systems can only be defined when proper boundary condi-
tions are specified. Conversely to the thermodynamic limit
which, when it exists, clearly isolates bulk properties in-
dependent of the actual shape of the container, finite-size
systems explicitly depend on boundary conditions.

From a mathematical point of view the system Hamil-
tonian Ĥ is not defined until boundary conditions are
specified. For example, for a particle problem a bound-
ary can be the definition of a surface given by the implicit
equation σ(x, y, z) = 0. Since the Hamiltonian Ĥσ explic-
itly contains the boundary, the entropy Sσ also directly
depends upon the definition of this boundary, according
to

Sσ(E) = log tr δ(E − Ĥσ). (15)
This brings a severe conceptual problem; the knowl-

edge of the boundary requires an infinite information:
the values of the function σ defining the actual sur-
face in each space point. This is easily seen introducing
the projector P̂σ over the surface and its exterior. In-
deed the boundary conditions applied to each microstate
P̂σ|Ψ (n)〉 = 0 is exactly equivalent to the extra constraint
〈P̂σ〉 = Tr D̂P̂σ = 0. If we note again Â, the observables
(including the Hamiltonian Ĥσ) characterizing a given
equilibrium, the density matrix including the boundary
condition reads

D̂λσ =
1

Zλσ
exp−λ · Â − bP̂σ , (16)

which shows that the thermodynamics of the system does
not only depend on the Lagrange multiplier b, but on the
whole surface. For the very same global features such as
the same average particle density or energy, we will have as
many different thermodynamics as boundary conditions.
More important, to specify the density matrix, the pro-
jector P̂σ has to be exactly known and this is in fact im-
possible. The nature of P̂σ is intrinsically different from
the usual global observables Â�. At variance with Â�, P̂σ

is a many-body operator which does not correspond to
any physical measurable observable. The knowledge of P̂σ

requires the exact knowledge of each point of the bound-
ary surface while no or few parameters are sufficient to
define Â�. If we consider statistical physics as founded by
the concept of minimum information [14,16], it is diffi-
cult to justify such an exact knowledge of the boundary.
One should rather apply the minimum information con-
cept also to the boundaries, introducing a hierarchy of col-
lective observables which define the size and shape of the
considered system. This amounts to introduce statistical
ensembles treating the boundaries as additional extensive
variables fixed by conjugated Lagrange parameters [53].
If, for instance, we consider that the relevant size infor-
mation for an unbound system is its global square radius
〈R̂2〉, the adequate partition sum is

Zλ =
∑
R

W (R) e−λR2
, (17)

where W (R) is the state density associated with each pos-
sible value of the system radius.

5 Concept of equilibrium

As we have discussed in the previous sections, a statisti-
cal treatment is justified whenever a very large number
of microstates exists for a given set of observables. This
is always the case for the output of a heavy-ion collision,
meaning that at least in principle a statistical approach
should always be successful. An ensemble of events coming
from similary prepared initial systems and/or selected by
sorting always constitutes a statistical ensemble. Indeed,
using the entropy concept, different observations are as-
sociated with a different information content. If we are
able to recognize all the relevant degrees of freedom (i.e.
the observations with a strong information content) the
ensemble of replicas is by construction a statistical en-
semble, i.e. a Gibbs equilibrium in the extended sense of
sect. 3.

This generic statement hides the fundamental problem
of recognizing the relevant observables. In the statistical
models used to describe nuclear multifragmentation [54,
19] the hypothesis is made that all the information con-
tent is exhausted by the total energy, number of protons,
neutrons, volume occupied at the time when fragments are
decoupled, and in some cases angular momentum. This
simple set of observables is certainly not sufficient to de-
scribe the whole phenomenology of heavy-ion reactions at
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all impact parameters. Then the remark is often made
in the literature that “dynamical effects” dominate [55],
meaning that extra constraints have to be put in order to
have a statistical description of the final state of the reac-
tion. However, the minimal information of multifragmen-
tation statistical models [54,19] may be enough to describe
limited portions of the collision phase space (“sources”)
properly selected by sorting [56]. The theoretical justifi-
cation of this minimal statistical picture comes from the
fact that complex classical systems subject to a non-linear
dynamics are generally mixing [57]. In such a case the sta-
tistical ensemble is created by the propagation in time of
initial fluctuations. The averages are averages over the ini-
tial conditions and the mixing character of the dynamics
(if it can be proved) insures that the initial fluctuations are
amplified in such a way that the ensemble of events covers
the whole phase space uniformly3. For a classical dynamics
which conserves the phase space volume of the ensemble of
events, this means that the initial distribution is elongated
and folded in such away that it gets close to any point of
the phase space (the so-called baker transformation). This
classical picture can be replaced in the quantum case by
the idea of projection of irrelevant correlations [50]. The
phase space can be described as a subspace of all possi-
ble observations. The regular quantum dynamics in the
full space is transformed into a complex dynamics by the
projection in the relevant observation subspace. Then two
different realizations corresponding to the same projec-
tion, i.e. the same point in the relevant space, may dif-
fer in the full space (and consequently in their successive
evolution) because of the unobserved correlations. This
ensemble of correlations may lead to a statistical ensem-
ble of realizations after a finite time. This phenomenon is
often described introducing stochastic dynamics, i.e. as-
suming that the unobserved part of the dynamics which
is averaged over is a random process [58,59].

5.1 How far is the system from equilibrium

An important point to be discussed is the justification
of the statistical description. As we have just mentioned,
the applicability of a statistical picture is in most cases
an hypothesis (or a principle like in the thermodynamics
second law). Therefore, the equilibrium hypothesis should
be a posteriori controlled. Different properties can provide
tests of equilibration such as

– the comparison with statistical models,
– the consistency of thermodynamical quantities,

namely the compatibility of the different inten-
sive variables measurements (e.g., of the different
thermometers) or the fulfillment of thermodynamic
relations between averages and fluctuations (e.g.,
σ2

A�
= ∂2 logZλ/∂λ

2
� = −∂〈A�〉/∂λ�),

– the memory loss or the independence of the results on
the preparation method of the considered ensemble.

3 Meaning that any phase space point gets close to at least
one event.

However, it should be stressed that the real question is not
whether the system is at equilibrium, but rather how far
it is from a given equilibrium. Indeed, equilibrium is not
unique in a finite system, and moreover exact equilibrium
is a theoretical abstraction which cannot be achieved in
the real world. To answer this question we should define
a distance. The first idea could be to use the Liouville
metric

d2
eq = tr

(
D̂ − D̂λ

)2

(18)

between the actual ensemble characterized by the density
matrix D̂, and the equilibrium one D̂λ computed for the
same collective variables 〈A�〉. This is a nice theoretical
tool, but a rather difficult definition as far as experiments
are concerned. Another possibility is to introduce entropy
as a metric [58]

deq =
∣∣∣S[D̂] − S[D̂λ]

∣∣∣ /S[D̂λ]. (19)

This is a way to measure how far the system is from
the maximum entropy state or in other words to measure
how much information on the actual system is included in
the collective variables {〈A�〉} and how much is out of the
considered equilibrium. This is a more physical distance
but again it is difficult to implement in real experimental
situations. A more practical measurement of the distance
to equilibrium is to focus on the information used to de-
duce physical properties. Since the information about the
actual system is contained in the observations 〈Ôi〉, the
natural space to introduce this distance is the observa-
tion space. This is a formally well-defined problem since
considering Tr ÔiÔj as the scalar product between observ-
ables, the observation space has a well-defined topology.
Then, when orthogonal observables are considered4, the
distance to equilibrium is simply

di =
∣∣∣〈Ôi〉 − 〈Ôi〉eq

∣∣∣ . (20)

A typical example is given by the difference between
the measured fluctuations σ2

A�
= 〈A2

�〉− 〈A�〉2 and the ex-
pected ones σ2

A�
= −∂〈A�〉/∂λ� in the ensemble controlled

by the λ�.

6 Finite systems and ensemble inequivalence

We have discussed that many different statistical ensem-
bles can be defined when one considers finite systems.
A fundamental theorem in statistical mechanics, the Van
Hove theorem [60] (see appendix), guarantees the equiv-
alence between different statistical ensembles at the ther-
modynamic limit. However the theorem does not apply in
finite systems. In fact, it is strongly violated in first-order
phase transitions if the system is finite, and this violation
can persist up to the thermodynamic limit in the case of

4 If observables are not orthogonal it is alway possible to
use a Schmitt procedure to define a set of orthogonal observ-
ables [16].
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long-range forces. A consequence of that is that it is pos-
sible to give a rigorous definition of phase transitions even
in finite systems, with the prediction of fancy phenom-
ena like negative heat capacities, negative compressibili-
ties and negative susceptibilities. The non-equivalence of
statistical ensembles has also important conceptual conse-
quences. It implies that the value of thermodynamic vari-
ables for the very same system depends on the type of
experiment which is performed (i.e. on the ensemble of
constraints which are put on the system), contrary to the
standard thermodynamic viewpoint that water heated in
a kettle is the same as water put in an oven at the same
temperature. Ensemble inequivalence is the subject of an
abundant literature (see, for example, refs. [22,23,25–30]
for a discussion in a general context, and refs. [31–36] con-
cerning phase transitions).

Generally speaking, for a given value of the control
parameters (or intensive variables) λ�, the properties of a
substance are univocally defined, i.e. the conjugated ex-
tensive variables 〈Â�〉 have a unique value unambiguously
defined by the corresponding equation of state (〈A�〉 =
−∂λ�

logZ({λ�})). In reality, this fixes only the average
value and the event-by-event value of the observation of
Â� produces a probability distribution. The intuitive ex-
pectation that extensive variables at equilibrium have a
unique value therefore means that the probability distri-
bution is narrow and normal, such that a good approxi-
mation can be obtained by replacing the distribution with
its most probable value. The normality of probability dis-
tributions is usually assumed on the basis of the central
limit theorem. However, in finite systems the probability
distributions has a finite width and moreover it can depart
from a normal distribution. We will discuss in particular
the case of a bimodal distribution [43]: in this case two
different properties (phases) coexist for the same value of
the intensive control variable.

The topological anomalies of probability distributions
and the failure of the central limit theorem in phase co-
existence imply that in a first-order phase transition the
different statistical ensembles are in general not equiva-
lent and different phenomena can be observed depending
on the fact that the controlled variable is extensive or in-
tensive. In the following, we will often take as a paradigm
of intensive ensembles the canonical ensemble for which
the inverse of the temperature β−1 is controlled, while
the archetype of the extensive ensemble will be the micro-
canonical one for which energy is strictly controlled.

6.1 The difference between Laplace and Legendre

The relation between the canonical entropy and the loga-
rithm of the partition sum is given by a Legendre trans-
form eq. (13). It is important to distinguish between
transformations within the same ensemble, as the Leg-
endre transform, and transformations between different
ensembles, which are given by non-linear integral trans-
forms [35]. Let us consider energy as the extensive observ-
able and inverse temperature β as the conjugated intensive

one. The definition of the canonical partition sum is

Zβ =
∑

n

exp(−βE(n)), (21)

where the sum runs over the available eigenstates n of the
Hamiltonian. Here, we assume that the partition sum con-
verges; this is not always the case as discussed in ref. [61].
The possible divergence of the thermodynamic potential of
the intensive ensemble is already a known case of ensemble
inequivalence [19,61]. Computing the canonical (Shannon)
entropy, we get

Scan(〈E〉) = logZβ + β〈E〉, (22)

which is an exact Legendre transform since the EoS reads
〈E〉 = −∂β logZβ . If energy can be treated as a continuous
variable, eq. (21) can be written as

Zβ =
∫ ∞

0

dE W (E) exp(−βE), (23)

where energies are evaluated from the ground state. Equa-
tion (23) is a Laplace transform between the canonical
partition sum and the microcanonical density of states
linked to the entropy by SE = lnW (E). If the integrand
f(E) = exp(EE−βE) is a strongly peaked function, it can
be approximated by a Gaussian (saddle point approxima-
tion) so that the integral can be replaced by the maximum
f(Ē) times a Gaussian integral. Neglecting this factor, we
get

Zβ ≈ W (Ē) exp(−βĒ), (24)

which can be rewritten as

lnZβ ≈ SĒ − βĒ; (25)

or introducing the free energy FT = −β−1 lnZβ ,

FT ≈ Ē − TSĒ . (26)

Equation (25) has the structure of an approximate
Legendre transform similar to the exact expression (22).
This shows that in the lowest-order saddle point approx-
imation eq. (24), the ensembles differing at the level of
constraints acting on a specific observable (here energy)
lead to the same entropy, i.e. they are equivalent. We will
see in the next section that, however, the saddle point
approximation eq. (24) can be highly incorrect close to a
phase transition for the simple reason that the integrand is
bimodal making a unique saddle point approximation in-
adequate. In this case eq. (25) cannot be applied, eq. (23)
is the only correct transformation between the different
ensembles, and ensemble inequivalence naturally arises.

6.2 Ensemble inequivalence and phase transitions

Let us consider the case of a first-order phase transition
where the canonical energy distribution

Pβ0 (E) = W (E) exp(−β0E)/Zβ0 (27)
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has a characteristic bimodal shape [43,46,47] at the tem-
perature β0 with two maxima E

(1)

β , E
(2)

β that can be asso-
ciated with the two phases. It is easy to see that eq. (23)
can also be seen as a Laplace transform of the canonical
probability Pβ0(E)

Zβ = Zβ0

∫ ∞

0

dE Pβ0 (E) exp(−(β − β0)E). (28)

A single saddle point approximation is not valid when
Pβ0(E) is bimodal; however it is always possible to write

Pβ = m
(1)
β P

(1)
β + m

(2)
β P

(2)
β , (29)

with P
(i)
β mono-modal normalized probability distribution

peaked at E
(i)

β . The canonical mean energy is then the
weighted average of the two energies

〈E〉β = m̃
(1)
β E

(1)

β + m̃
(2)
β E

(2)

β , (30)

with

m̃
(i)
β = m

(i)
β

∫
dEP

(i)
β (E)E/E

(i)

β � m
(i)
β . (31)

Since only one mean energy is associated with a given
temperature β−1, the canonical caloric curve is monotonic,
and the microcanonical one is not. Indeed it is immediate
to see from eq. (27) that the bimodality of Pβ implies
then a back bending of the microcanonical caloric curve
T−1 = ∂ES, meaning that in the first-order phase transi-
tion region the two ensembles are not equivalent. If instead
of looking at the average 〈E〉β we look at the most prob-
able energy Eβ , this (unusual) canonical caloric curve is
identical to the microcanonical one, up to the transition
temperature β−1

t for which the two components of Pβ(E)
have the same height. At this point the most probable en-
ergy jumps from the low- to the high-energy branch of the
microcanonical caloric curve.

The question arises whether this violation of ensem-
ble equivalence survives towards the thermodynamic limit.
This limit can be expressed as the fact that the thermody-
namic potentials per particle converge when the number
of particles N goes to infinity:

fN,β = β−1 logZβ

N
→ f̄β ; sN (e) =

S(E)
N

→ s̄ (e) , (32)

where e = E/N . Let us also introduce the reduced prob-
ability pN,β(e) = (Pβ(N,E))1/N which then converges to-
wards an asymptotic distribution

pN,β (e) → p̄β (e) ; p̄β (e) = exp
(
s̄(e) − βe + f̄β

)
. (33)

Since Pβ(N,E) ≈ (p̄β(e))N , one can see that when p̄β(e) is
normal, the relative energy fluctuation in Pβ(N,E) is sup-
pressed by a factor 1/

√
N . At the thermodynamic limit

Pβ reduces to a δ-function and ensemble equivalence is

recovered. To analyze the thermodynamic limit of a bi-
modal pN,β(e), let us introduce as before β−1

N,t the temper-
ature for which the two maxima of pN,β(e) have the same
height. For a first-order phase transition β−1

N,t converges
to a fixed point β̄−1

t as well as the two maximum ener-
gies e(i)

N,β → ē
(i)
β . For all temperatures lower (higher) than

β̄−1
t only the low- (high-) energy peak will survive at the

thermodynamic limit, since the difference of the two max-
imum probabilities will be raised to the power N . There-
fore, below ē

(1)
β and above ē

(2)
β the canonical caloric curve

coincides with the microcanonical one in the thermody-
namic limit. In the canonical ensemble the temperature
β̄−1

t corresponds to a discontinuity in the state energy ir-
respectively of the behavior of the entropy between ē

(1)
β

and ē
(2)
β .

The microcanonical caloric curve in the phase tran-
sition region may either converge towards the Maxwell
construction, or keep a backbending behavior [21], since a
negative heat capacity system can be thermodynamically
stable even in the thermodynamic limit if it is isolated [25].
Examples of a backbending behavior at the thermody-
namic limit have been reported for a model many-body
interaction taken as a functional of the hypergeometric
radius in the analytical work of ref. [3], and for the long-
range Ising model [4]. This can be understood as a general
effect of long-range interactions for which the topological
anomaly leading to the convex intruder in the entropy
is not cured by increasing the number of particles [4,62].
Conversely, for short-range interactions [15] the backbend-
ing is a surface effect which should disappear at the ther-
modynamic limit. This is the case for the Potts model [32],
the microcanonical model of fragmentation of atomic clus-
ters [63] and for the lattice gas model with fluctuating vol-
ume [48]. The interphase surface entropy goes to zero as
N → ∞ in these models, leading to a linear increase of
the entropy in agreement with the canonical predictions.

Within the approach based on the topology of the
probability distribution of observables [43] it was shown
that ensemble inequivalence arises from fluctuations of
the order parameter [22]. Ensembles putting different con-
straints on the fluctuations of the order parameter lead to
a different thermodynamics. In the case of phase tran-
sitions with a finite latent heat, the total energy usu-
ally plays the role of an order parameter except in the
microcanonical ensemble which, therefore, is expected to
present a different thermodynamics than the other ensem-
bles [19]. This inequivalence may remain at the thermo-
dynamic limit if the involved phenomena are not reduced
to short-range effects.

6.3 Temperature jump at constant energy

In particular, it may happen that the energy of a subsys-
tem becomes an order parameter when the total energy
is constrained by a conservation law or a microcanonical
sorting. This frequently occurs for Hamiltonians contain-
ing a kinetic energy contribution [3,4,64]: if the kinetic
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heat capacity is large enough, it becomes an order pa-
rameter in the microcanonical ensemble. Then, the micro-
canonical caloric curve presents at the thermodynamical
limit a temperature jump in complete disagreement with
the canonical ensemble.

To understand this phenomenon, let us consider a fi-
nite system for which the Hamiltonian can be separated
into two components E = E1+E2, that are statistically in-
dependent (W (E1, E2) = W1(E1)W2(E2)) and such that
the associated degrees of freedom scale in the same way
with the number of particles; we will also consider the case
where S1 = logW1 has no anomaly while S2 = logW2

presents a convex intruder [15] which is preserved at the
thermodynamic limit. Typical examples of E1 are given
by the kinetic energy for a classical system with velocity-
independent interactions, or other similar one-body oper-
ators [4]. The probability to get a partial energy E1 when
the total energy is E is given by

PE (E1) = exp (S1 (E1) + S2 (E −E1) − S (E)) . (34)

The extremum of PE(E1) is obtained for the partition-
ing of the total energy E between the kinetic and potential
components that equalizes the two partial temperatures

T1
−1

= ∂E1S1(E1) = ∂E2S2(E −E1) = T2
−1

. (35)

If E1is unique, PE(E1) is mono-modal and we can use a
saddle point approximation around this solution to com-
pute the entropy

S (E) = log
∫ E

−∞
dE1 exp (S1 (E1) + S2 (E −E1)) . (36)

At the lowest order, the entropy is simply additive so
that the microcanonical temperature of the global sys-
tem ∂ES(E) = T

−1
is the one of the most probable en-

ergy partition. Therefore, the most probable partial en-
ergy E1 acts as a microcanonical thermometer. If E1 is
always unique, the kinetic thermometer in the backbend-
ing region will follow the whole decrease of temperature
as the total energy increases. Therefore, the total caloric
curve will present the same anomaly as the potential one.
If, conversely, the partial energy distribution is double
humped [65], then the equality of the partial tempera-
tures admits three solutions, one of them E

(0)

1 being a
minimum. At this point, the partial heat capacities

C−1
1 = −T

2
∂2

E1
S1

(
E

(0)

1

)
; C−1

2 = −T
2
∂2

E2
S2

(
E −E

(0)

1

)
(37)

fulfill the relation

C−1
1 + C−1

2 < 0 . (38)

This happens when the potential heat capacity is nega-
tive and the kinetic energy is large enough (C1 > −C2) to
act as an approximate heat bath: the partial energy distri-
bution PE(E1) in the microcanonical ensemble is then bi-
modal as the total energy distribution Pβ(E) in the canon-
ical ensemble, implying that the kinetic energy is the order

Fig. 2. Left panels: temperature as a function of the poten-
tial energy E2 (full lines) and of the kinetic energy E − E2

(dot-dashed lines) for two model equation of states of classi-
cal systems showing a first-order phase transition. Symbols:
temperatures extracted from the most probable kinetic energy
thermometer from eq. (35). Right panels: total caloric curves
(symbols) corresponding to the left panels and thermodynamic
limit of eq. (39) (dashed lines).

parameter of the transition in the microcanonical ensem-
ble. In this case the microcanonical temperature is given
by a weighted average of the two estimations from the two
maxima of the kinetic energy distribution

T = ∂ES(E) =
P

(1)
σ(1)/T

(1)
+ P

(2)
σ(2)/T

(2)

P
(1)

σ(1) + P
(2)

σ(2)
, (39)

where T
(i)

= T1(E
(i)

1 ) are the kinetic temperatures calcu-
lated at the two maxima, P

(i)
= PE(E

(i)

1 ) are the prob-
abilities of the two peaks and σ(i) their widths. At the
thermodynamic limit eq. (38) reads c−1

1 + c−1
2 < 0, with

c = limN→∞ C/N . If this condition is fulfilled, the proba-
bility distribution Pβ(E) presents two maxima for all finite
sizes and only the highest peak survives at N = ∞. Let Et

be the energy at which PEt
(E

(1)
) = PEt

(E
(2)

). Because
of eq. (39), at the thermodynamic limit the caloric curve
will follow the high- (low-) energy maximum of PE(E1) for
all energies below (above) Et; there will be a temperature
jump at the transition energy Et.

Let us illustrate the above results with two exam-
ples for a classical gas of interacting particles. For the ki-
netic energy contribution we have S1(E) = c1 ln(E/N)N

with a constant kinetic heat capacity per particle c1 =
3/2. For the potential part we will take two polynomial
parametrizations of the interaction caloric curve present-
ing a back bending which are displayed in the left part
of fig. 2 in units of an arbitrary scale ε. If the decrease
of the partial temperature T2(E2) is steeper than −2/3
(fig. 2a) then eq. (38) is verified [3] and the kinetic caloric
curve T1(E − E1) (dot-dashed line) crosses the potential
one T2(E2) (full line) in three different points for all values
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Fig. 3. Canonical event distributions in the potential versus
kinetic energy plane (left panels) and total versus kinetic en-
ergy plane (right panels) at the transition temperature for the
two model equations of state of fig. 2. The inserts show two
constant total energy cuts of the distributions.

of the total energy lying inside the region of coexistence of
two kinetic energy maxima. The resulting caloric curve for
the whole system is shown in fig. 2b (symbols) together
with the thermodynamic limit (line) evaluated from the
double saddle point approximation eq. (39). In this case
one observes a temperature jump at the transition energy.
If the temperature decrease is smoother (fig. 2c) the shape
of the interaction caloric curve is preserved at the thermo-
dynamic limit (fig. 2d).

The occurrence of a temperature jump in the thermo-
dynamic limit is easily spotted by looking at the bidimen-
sional canonical event distribution Pβ(E1, E2) shown at
the transition temperature β = βt in the left part of fig. 3
for the two model equation of states of fig. 2. In the canon-
ical ensemble the kinetic energy distribution is normal.
These same distributions are shown as a function of E and
E1, Pβ(E,E1) ∝ expS1(E1) expS2(E − E1) exp(−βE) in
the right part of fig. 3. The microcanonical ensemble is a
constant energy cut of Pβ(E,E1), which leads to the mi-
crocanonical distribution PE(E1) within a normalization
constant. If the anomaly in the potential equation of state
is sufficiently important, the distortion of events due to
the coordinate change is such that one can still see the
two phases coexist even after a sorting in energy.

7 Definitions of phase transitions

Phase transitions are universal properties of matter in in-
teraction. In macroscopic physics, they are singularities
(i.e. non-analytical behaviors) in the system equation of
state (EoS) and hence classified according to the degree of
non-analyticity of the EoS at the transition point. Then,
a phase transition is an intrinsic property of the system

and not of the statistical ensemble used to describe the
equilibrium. Indeed, at the thermodynamic limit all the
possible statistical ensembles converge towards the same
EoS (see appendix), and the various thermodynamic po-
tentials are related by simple Legendre transformations
leading to a unique thermodynamics. On the other side
for finite systems, as discussed above, two ensembles which
put different constraints on the fluctuations of the order
parameter lead to qualitatively different EoS close to a
first-order phase transition [15,24]. Thermodynamic ob-
servables like heat capacities can, therefore, be completely
different depending on the experimental conditions of the
measurement. Moreover, such inequivalences may survive
at the thermodynamic limit if forces are long ranged as for
self-gravitating objects [3,4]. In fact, the characteristic of
phase transitions in finite systems, and in particular the
occurrence of a negative heat capacity, have first been dis-
cussed in the astrophysical context [2,25,30,66–70]. Since
these pioneering works in astrophysics, an abundant liter-
ature is focused on the understanding of phase transitions
in small systems from a general point of view [15,29,35,
71–76] or in the mean-field context [4,77] or for some spe-
cific systems such as metallic clusters [47,65] or nuclei [78]
and even DNA [79].

7.1 Phase transitions in infinite systems

Let us first recall the definition of phase transitions in
infinite systems. At the thermodynamic limit for short-
range interactions the statistical ensembles are equivalent
and it is enough to reduce the discussion to the ensem-
ble where only one extensive variable AL is kept fixed,
all the others being constrained through the associated
Lagrange parameters. The typical example is the grand-
canonical ensemble where only the volume AL = V is kept
as an extensive variable. Then all the thermodynamics is
contained in the associated potential log Zλ1,...,λL−1(AL).
Since it is extensive, the potential is proportional to the
remaining extensive variable

logZλ1,...,λL−1(AL) = ALλL(λ1, . . . , λL−1) (40)

so that all the non-trivial thermodynamic properties are
included in the reduced potential, i.e. the intensive vari-
able

λL = ∂AL
logZλ1,...,λL−1(AL) =

logZλ1,...,λL−1

AL
(41)

associated with AL. In the grand-canonical case AL = V ,
the reduced potential is the pressure, λL ∝ P , which is
then a function of the temperature and the chemical po-
tential(s). In this limit all the thermodynamics is included
in the single function λL(λ1, . . . , λL−1), and this is why
in the literature p(V ) is often loosely referred to as “the”
EoS, and the existence of many EoS is ignored. If this EoS
is analytical, all the thermodynamic quantities which are
all derivatives of the thermodynamic potential, present
smooth behaviors, and no phase transition appears. A
phase transition is a major modification of the macrostate



326 The European Physical Journal A

Fig. 4. Schematic representation of a first-order phase transi-
tion in the canonical case. Top: the log of the canonical par-
tition sum (i.e. the free energy) presents an angular point.
Bottom: the first derivative as a function of the temperature
(i.e. the energy) presents a jump.

properties for a small modification of the control parame-
ters (λ1, . . . , λL−1). Such an anomalous behavior can only
happen if the thermodynamic potential presents a singu-
larity. This singularity can be classified according to the
order of the derivative which presents a discontinuity or
a divergence. According to Ehrenfest this is the order of
the phase transition. In modern statistical mechanics, all
the higher-order transitions are called under the generic
name of continuous transitions. Figure 4 schematically il-
lustrates a first-order phase transition in the canonical
ensemble.

7.2 Phase transitions in finite systems

As soon as one considers a finite physical system, all the
above discussion does not apply. First the thermodynamic
potential and observables are not additive, therefore we
cannot introduce a reduced potential. Indeed, the inequal-
ity

λL(λ1, . . . , λL−1,AL) ≡ ∂ logZλ1,...,λL−1(AL)

∂AL

�= logZλ1,...,λL−1(AL)
AL

(42)

shows that the grand potential per unit volume does no
longer give the pressure and presents a non-trivial volume
dependence. Moreover, the analysis of the singularities of
the thermodynamic potential has no meaning, since it is
an analytical function. The standard statistical-physics
textbooks thus conclude that rigourously speaking there is
no phase transitions in finite systems. However, as we have
already mentioned, first for self-gravitating objects [2,25,
30,66–70] and then in small systems [3,15,29,35,47,71–73,
76,78] it was shown that phase transitions might be associ-
ated with the occurrence of negative microcanonical heat
capacities. This can be generalized to the occurence of an
inverted curvature of the thermodynamic potential of any
ensemble keeping at least one extensive variable AL not or-
thogonal to the order parameter5 [35,80]. In the following
we call this ensemble an extensive ensemble. Then, neg-
ative compressibility or negative susceptibility should be,
like negative heat capacity, observed in first-order phase
transitions of finite systems. In the microcanonical ensem-
ble of classical particles, it was proposed that anomalously
large fluctuations of the kinetic energy, i.e. larger than the
expected canonical value, highlight a negative heat capac-
ity [81]. It was then demonstrated that those two signals
of a phase transition, negative curvatures and anomalous
fluctuations, observed in extensive ensembles where the
order parameter is fixed, are directly related to the ap-
pearance of bimodalities in the distribution of this order
parameter in the intensive ensemble where the order pa-
rameter is only fixed in average through its conjugated
Lagrange multiplier [6,43].

The occurrence of bimodalities is discussed in the liter-
ature since a long time and is often used as a practical way
to look for phase transitions in numerical simulations [17,
46]; however, the general equivalence between negative
curvatures and bimodalities was presented in ref. [43]. For
intensive ensembles, since the pioneering work of Yang
and Lee [42] another definition was proposed considering
the zeroes of the partition sum in the complex intensive
parameter plane [42,82]. The idea is simple: the zeroes of
Z are the singularities of logZ and so phase transitions,
which are singularities, must come from the zeroes of the
partition sum. In a finite system the zeroes of the par-
tition sum cannot be on the real axis since the partition
sum Z is the sum of exponential factors which cannot pro-
duce a singularity of logZ. However, the thermodynamic
limit of an infinite volume may bring the singularity on the
real axis. This is schematically illustrated in fig. 5. Only
regions where zeroes converge towards the real axis may
present phase transitions, while the other regions present
no anomalies. The order of the transition can be associ-
ated with the asymptotic behavior of the zeroes [82].

The distribution of zeroes has been analyzed in ref. [44]
where the transition was studied with a parabolic entropy.
In ref. [45] the equivalence of the expected behavior of the
zeroes in a first-order phase transition case and the occur-
rence of bimodalities in the distribution of the associated
extensive parameter was demonstrated. To be precise, in

5 Orthogonality is here defined using the trace as a scalar
product between observables following sect. 3.
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Fig. 5. Schematic representation of the zeroes of the partition
sum Z in the complex temperature plane. The regions where
no zeroes are coming close to the real axis when the thermo-
dynamic limit is taken will not present singularities of log Z.

this demonstration bimodality means that the extensive
variable distribution can be split at the transition point
into two distributions of equal height, with the distance
between the two maxima scaling like the system size [83].

This global picture of phase transitions in finite sys-
tems is summarized in fig. 6 in the case where energy is
the order parameter of the transition. The occurrence of a
bimodal distribution of the extensive parameter (e.g., en-
ergy) in the associated intensive (e.g., canonical) ensemble
is a necessary and sufficient condition to asymptotically
get the distribution of the Yang-Lee zeroes in the com-
plex Lagrange multiplier (e.g., temperature) plane, which
is expected in a first-order transition. The direction of
bimodality is the direction of the order parameter. This
bimodality is also equivalent to the presence of an anoma-
lous curvature in the thermodynamic potential of the ex-
tensive (microcanonical) ensemble obtained constraining
the bimodal observable to a fixed value. In the extensive
ensemble, the inverted curvature can be spotted looking
for anomalously large fluctuations (e.g., larger than the
canonical ones) of the partition of the extensive variable
(e.g., energy) between two independent subsystems.

8 Statistical description of evolving systems

A major issue in the statistical treatment of finite systems
is that most of the time open and transient systems are
studied. Therefore, they are not only finite in size but also
finite in time and, in fact, they are evolving. The number
of degrees of freedom of a quantum many-body problem
being infinite, it is impossible to have all the information
needed to solve exactly the dynamical problem. Since only
a small part of the observation space is relevant, this time
evolution may also be treated with statistical tools. This is
the purpose of many models: from Langevin approaches to
Fokker-Planck equations, from hydrodynamics to stochas-
tic Time-Dependent Hartree-Fock theory. The purpose of
this paper is not to review those theoretical approaches,
therefore we will not enter here into details about the dif-
ferent recent progresses, and we will rather focus this dis-
cussion on general arguments of time-dependent statistical
ensembles [50,53].

Fig. 6. Schematic representation of the different equivalent
definitions of first-order phase transitions in finite systems.
From top to bottom: the partition sum’s zeroes aligning per-
pendicular to the real temperature axis with a density scaling
like the number of particles; the bimodality of the energy dis-
tribution with a distance between the two maxima scaling like
the number of particles times the latent heat; the appearence
of a back-bending in the microcanonical caloric curve, i.e. a
negative heat capacity region; and the observation of anoma-
lously large fluctuations of the energy splitting between the
kinetic part and the interaction part.

A statistical treatment of a dynamical process is based
on the idea that at any time one can consider only the rel-
evant variables A�, disregarding all the other ones am as
irrelevant. If only the maximum entropy state is followed
in time assuming that all the irrelevant degrees of freedom
have relaxed instantaneously, one gets a generalized mean-
field approach [58]. If the fluctuations of the irrelevant de-
grees of freedom are included, this leads to a Langevin
dynamics [59]. With those considerations one can see that
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statistical approaches can be always improved including
more and more degrees of freedom to asymptotically be-
come exact. However, before including a huge number of
degrees of freedom one should ask himself if only a few
observables can take care of the most important dynam-
ical aspects of the systems we are looking at. In a re-
cent paper [53] it was proposed to introduce observations
at different times (e.g., different freeze-out/equilibration
times) as well as time-odd extensive parameters. The idea
is simple: maximizing the Shannon entropy with different
observables Â� known at different times t� = t0 +Δt� is a
way to treat a part of the dynamics. Going to the Heisen-
berg representation, if we propagate all the Â� to the same
time t0 we get

Â�(t0) = e−iΔt�ĤÂ�e
iΔt�Ĥ (43)

= Â� − iΔt�[Ĥ, Â�] + . . . . (44)

This shows that the time propagation introduces new
constraining operators

B̂� = −i[Ĥ, Â�]. (45)

If Â� is a time-even observable, B̂� is a time-odd operator.
Let us take the example of an unconfined finite system
characterized at a given time by a typical size 〈R̂2〉 = 〈Ŝ〉,
where R̂2 is the one body operator

∑
i r̂

2
i . If the whole

information is assumed to be known at the same time, then
the statistical distribution of events reads in a classical
canonical picture

p(n) =
1
Z
e−βE(n)−λS(n)

, (46)

which is formally equivalent to a particle in a harmonic
potential. However, if now we assume that the size infor-
mation is coming from a different time, then according
to eq. (45) we must introduce a new time-odd operator
v̂r = −i[Ĥ, r̂2]. For a local interaction, this reduces to

v̂r = (r̂p̂ + p̂r̂)/m , (47)

which represents a radial flow. Then the classical canonical
probability reads

p(n) =
1
Z
e−β(p(n)−h(t)r(n))2−λS(n)

(48)

which is a statistical ensemble of particles under a Hub-
blian flow. In the ideal-gas model eq. (48) provides the
exact solution at any time of the dynamics. This sim-
ple example shows that information theory allows to treat
in a statistical picture dynamical processes where observ-
ables are defined at different times, by taking into account
time-odd components such as flows. This might be a tool
to extract thermodynamical quantities from complex dy-
namics. In particular, the above example shows that in an
open system an initial extension in space is always trans-
formed into an expansion, meaning that flow is an essential
ingredient even in statistical approaches.

9 Conclusion

In conclusion, we have presented in this paper the actual
understanding of the thermodynamics of finite systems
from the point of view of information theory. We have put
some emphasis on first-order phase transitions which are
associated with specific and intriguing phenomena as bi-
modalities and negative heat capacities. Phase transitions
have been widely studied in the thermodynamic limit of
infinite systems. However, in the physical situations con-
sidered here, this limit cannot be taken and phase transi-
tions should be reconsidered from a more general point of
view. This is for example the case of matter under long-
range forces like gravitation. Even if these self-gravitating
systems are very large they cannot be considered as in-
finite because of the non-saturating nature of the force.
Other cases are provided by microscopic or mesoscopic
systems built out of matter which is known to present
phase transitions. Metallic clusters can melt before being
vaporized. Quantum fluids may undergo Bose condensa-
tion or a super-fluid phase transition. Dense hadronic mat-
ter should merge in a quark and gluon plasma phase while
nuclei are expected to exhibit a liquid-gas phase transition
and a superfluid phase. For all these systems the theoreti-
cal and experimental issue is how to define and sign a pos-
sible phase transition in a finite system. In this review we
have presented the synthesis of different works which tend
to show that phase transitions can be defined as clearly
as in the thermodynamic limit. Depending upon the sta-
tistical ensemble, i.e. on the experimental situation, one
should look for different signals. In the ensemble where the
order parameter is free to fluctuate (intensive ensemble),
the topology of the event distribution should be studied.
A bimodal distribution signals a first-order phase transi-
tion. The direction in the observable space in which the
distribution is bimodal defines the best order parameter.
To survive the thermodynamic limit, the distance between
the two distributions, the two “phases”, should scale like
the number of particles. This occurrence of a bimodal dis-
tribution is equivalent to the alignment of the partition
sum zeroes as described by the Yang and Lee theorem. In
the associated extensive ensemble, the bimodality condi-
tion is also equivalent to the requirement of a convexity
anomaly in the thermodynamic potential. The first ex-
perimental evidences of such a phenomenon have been re-
ported recently in different fields: the melting of sodium
clusters [6], the fragmentation of hydrogen clusters [8], the
pairing in nuclei [9] and nuclear multifragmentation [7,
84,85]. However, much more experimental and theoretical
studies are now expected to progress in this new field of
phase transitions in finite systems. Three challenges can
thus be assigned to the physics community:

– The statistical description of non-extensive systems
and in particular of open transient finite systems.

– The experimental and theoretical study of phase tran-
sitions in those systems and of the expected abnormal
thermodynamics.

– The confirmation of the observation of the nuclear
phase transition and the analysis of the associated
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equation-of-state properties and the associated phase
diagram.

Appendix A. The Van Hove theorem

Let us consider a system in a volume V for which only
the average value of energy and number of particles is
defined (grand-canonical ensemble). Let us calculate the
grand potential Ω = −T lnZ:

Zβμ(V ) =
∑

n

exp
(
−β
(
H(n) − μN (n)

))
, (A.1)

where the sum extends over all the possible configurations
of the system, H(n) = K(n) + U (n) (N (n)) represents the
energy (number of particles) of the system in the configu-
ration (n), and β, μ are the associated Lagrange multipli-
ers, the inverse temperature and the chemical potential,
respectively. The partition sum results

Zβμ(V ) =
∞∑

N=0

zN
k Zβ(N,V ) (A.2)

with zk = exp(βμ)( 2mπ
h2β )3/2 the ideal-gas part and

Zβ(N,V ) =
1
N !

∫
V

d3Nr exp (−βU) (A.3)

the partition sum associated with the interaction part. Let
us divide V = mV0 + V1 in m equal boxes of volume V0

separated by “corridors” of width b larger than the range
of the force such that the interactions among particles in
different boxes can be neglected (see fig. 7). The volume
excluded by the corridors is V1. To calculate Zβ(N,V ) let
us consider the number of particles in the corridor N1:

Zβ(N,V ) =
N∑

N1=0

1
N1!

1
(N −N1)!

∫
V1

d3N1r , (A.4)

∫
V −V1

d3(N−N1)r exp (−βU) . (A.5)

Let us note ε the minimum of the two-body interaction
(see fig. 7); the potential energy in the corridor satisfies
then the inequality UV1 ≥ εξN1, where ξ = (b/a)3 repre-
sents the maximum number of particles interacting with a
given particle. For the total potential energy, we can write

U ≥ εξN1 +
1
2

N∑
i=N1+1

(A.6)

leading to

Zβ(N,V )≤
N∑

N1=0

1
N1!

1
(N−N1)!

V N1
1 exp (−N1βεξ) , (A.7)

∫
mV0

d3(N−N1)r exp (−βU) , (A.8)

Fig. 7. Schematic representation of the Van Hove theorem
demonstration (left) and the corresponding inter-particle in-
teraction (right).

where the last integrals run over the n-independent vol-
umes V0. Introducing this expression in (A.4) with N2 =
N −N1, the partition sum Zβμ(V ) reads

Zβμ(V ) ≤
∞∑

N1=0

1
N1!

V N1
1 zN1

k exp (−N1βεξ)

·
∞∑

N2=0

1
N2!

zN2
k

∫
mV0

d3N2r exp (−βU) (A.9)

= exp
(
zkV1e

−βεξ
)
Zm

βμ(V0), (A.10)

where the last equality stems from the fact that particles
interact only within the same box again because of the
short range of the force. Finally, we get using V1 ∝ mV

2/3
0 :

logZβμ(V ) ≤ kmV
2/3
0 + m logZβμ(V0), (A.11)

logZβμ(V )
V

≤ kV
−1/3
0 +

logZβμ(V0)
V0

, (A.12)

which gives in the thermodynamic limit (keeping m con-
stant) V → ∞, V0 → ∞, V → mV0,

logZβμ(V )
V

≤ logZβμ(V0)
V0

. (A.13)

On the other side, the opposite inequality is trivially true:

Zβμ(V ) ≥ Zm
βμ(V0) (A.14)

since by neglecting the corridor in the integral (A.5) a pos-
itive term in the partition sum is neglected. In conclusion
we have demonstrated that

logZβμ(V )
V

−→
V and V0 → ∞

logZβμ(V0)
V0

. (A.15)

It is very important to stress that this result is true
only for short-range interactions. For these specific sys-
tems the implications of eq. (A.15) can be summarized as
follows:

– A thermodynamic limit exists for these systems if the
thermodynamic potential per unit volume tends to a
constant for large volumes logZβμ(V )/V → ω;
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– In the thermodynamic limit ensembles are equivalent.
Indeed if ω = logZβμ(Vi)/Vi for an arbitrary subsys-
tem Vi, using the fact that average values of exten-
sive variables are first derivatives of logZ (〈A�〉 =
−∂λ�

logZ({λ�})) and variances second derivatives
(σ2

� = ∂2
λ�

logZ({λ�}), this implies that both are pro-
portional to Vi. Then the average values per unit vol-
ume of extensive variables (ρ� = 〈A�〉/V ) are indepen-
dent of V and the variances of ρ� are inversely pro-
portional to V , approaching zero as V goes to infin-
ity. Since ensembles differ at the level of fluctuations,
this demonstrates the equivalence between ensembles.
For the explicit demonstration of the equality of the
canonical and grand-canonical EoS we refer the reader
to refs. [11,35].
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Abstract. We discuss three finite fermion systems in comparison: nuclei, metal clusters, and droplets of
liquid 3He. A principle sorting in “natural units” of energy and length scales is given. We address the
theoretical description in terms of self-consistent mean-field theories and their effective energy-density
functionals. We look at the interplay of the different time scales from the various constituents of either
system. Finally, we discuss the prospects of more detailed experimental analyses for the case of metal
clusters, in particular in the non-linear domain where truly dynamical behaviors are expected.

PACS. 25.70.-z Low and intermediate energy heavy-ion reactions – 36.40.-c Atomic and molecular clusters
– 67.55.-s Normal phase of liquid 3He

1 Introduction

Finite fermion systems are droplets of Fermi liquid. Typ-
ical examples are atomic nuclei, 3He droplets, and metal
clusters. Fermi liquids constitute one of the basic states of
matter [1]. They are highly correlated systems which, how-
ever, never freeze out to a crystalline state. They have a
well-defined saturation density with low (nuclei and metal
clusters) or moderate (liquid 3He) compressibility. The fi-
nite drops thus share several key features: scaling of radius
with N1/3, shell effects (magic numbers, Jahn-Teller defor-
mation, for clusters see [2]), pronounced resonance excita-
tions (giant resonances, plasmons [3]), and fusion/fission
[4]. The strong correlations can hardly be dealt with in
detail. Effective energy-density functionals are employed
for self-consistent calculations of ground state and dynam-
ics, see e.g. [5] for the electrons in clusters, [6] for nuclei,
and [7] for 3He droplets. This short list of basic properties
shows that finite fermion systems have much in common.
On the other side, there are several noteworthy differences,
e.g., concerning composition or relation of time scales. It
is thus most interesting to discuss these systems in com-
parison. It is the aim of this contribution to provide such a
discussion in due brevity. Thereby, we will concentrate on
the energetic dynamical aspects and refer to [8] for struc-
ture and the low-energy domain. We will first compare
the three systems concerning typical scales (length, time,
energy), construction of effective energy-density function-
als, and available data. In the last section, we will discuss

a e-mail: suraud@irsamc.ups-tlse.fr

briefly observables from non-linear dynamics for the par-
ticular example of metal clusters. A much more extensive
discussion of practically all aspects of cluster dynamics
can be found in [9].

2 Nuclei, 3He droplets and metal clusters

Nuclei, helium droplets and the electron cloud of metal
clusters are dense fermion systems with strong Pauli cor-
relations. For a more quantitative discussion, let us briefly
recall a few key characteristics of nuclei, metal clusters
and helium droplets, concerning, in particular, dominant
interactions, sizes, structure and dynamics. These charac-
teristics are briefly sketched in table 1. In metal clusters,
the Coulomb interaction plays an important role. The re-
pulsive interactions between electrons are compensated by
the attraction to ions. In a neutral cluster, it is finally the
electronic exchange and correlation part of the interac-
tion which provides most of the binding. In nuclei, the
binding is dominated by the short-range nuclear inter-
action providing more than enough binding to overrule
the repulsive Coulomb interaction which grows with the
number of protons. In helium droplets, the interaction,
originally Coulombic, reduces to a mere (extremely faint)
interaction of van der Waals form between atoms (struc-
tureless at this energy scale), leading to extremely fragile
structures. All three systems furthermore exhibit a “sat-
urating” behavior. Their radii scale with the power 1/3
of the size of the system. The proportionality factor is
the Wigner-Seitz radius rs, often denoted as r0 in case of
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Table 1. Gross characteristics of nuclei, metal clusters and helium droplets. One successively considers the constituents (all
fermions but for the ions in clusters), the interactions at play, the radii of systems of sizes A (nuclei) and N (clusters, helium
droplets), the typical distance between constituents, the typical mean free path and de Broglie wavelength as estimated from a
Fermi-gas picture of the ground state. Distances are expressed in terms of r0 for nuclei and rs for clusters and helium droplets.
The parameter r0 is the parameter entering the systematics of nuclear radii; the parameter rs is the Wigner-Seitz radius of the
material constituting the metal clusters or the helium droplets.

Nuclei Clusters Helium

Constituents N Neutrons N Electrons N 3He atoms
Z Protons Nions Ions (2p, 1n, 2e)

Interaction Short-range (nuclear) Long-range (Coulomb) Short-range
+ Long-range (Coulomb) van der Waals

Size N+Z = A ≤ 300 3 ≤ N ≤ 105–7 30 ≤ N

Radius R ∼ r0A
1/3 R ∼ rsN

1/3 R � rsN
1/3

rs ≡ r0 ∼ 1.2 fm rs ∼ 0.1–0.3 nm r0 ∼ 0.25 nm

Distance constituents d ∼ 1.5–2r0,s

Mean free path λ ∼ R

de Broglie wavelength λB ∼ πr0,s

Fermi energy εF 40 MeV 1.4–12 eV 5 K

nuclei. This means that each fermion occupies the same
volume given by (4/3)πr3

s . This also implies that the av-
erage density of these systems is ρ ∼ 3/(4πr3

s) indepen-
dent of the system size. The parameters r0, rs thus play
a key role in fixing the characteristic scales in these sys-
tems. One can for example estimate the typical distance
between constituents, which amounts to about 1.5–2 rs.
One can also evaluate the mean free path. In all cases
it turns out to be of the order of magnitude of the actual
size of the system, so that one can adopt the view that the
fermions evolve nearly independent of each other, which
motivates a mean-field approach. Taking for the sake of
simplicity a Fermi-gas picture (which serves reasonably
well as a first approximation) one can also introduce an
energy scale in terms of rs through the Fermi momentum
kF = (3π2ρ)1/3 = (9π/4)1/3r−1

s from which one can de-
duce a typical Fermi energy εF = (h̄2/2m)k2

F and Fermi
velocity vF = h̄kF/m (with m = mn,me,mHe). This, by
the way, also provides a simple estimate of the de Broglie
wavelength in the ground state λB ∼ 2π/kF ∼ πrs, which
confirms the essentially quantal nature of these systems.

A comparison of mean fields is presented in fig. 1 for
the cluster Na40, the nucleus 78Sr (with 40 neutrons) and a
helium droplet with 40 3He atoms. The results are plotted
in natural units (see figure caption) for making the sys-
tems comparable. The comparison is quite enlightening.
First one notes that all three systems fit into one figure,
i.e. have about the same scales when expressed in natural
units. Moreover, they exhibit the same spatial extension,
directly connected to the “saturation scale” introduced
by rs. At second glance, one also spots differences, in the
depth of the potential wells and in the asymptotic be-
haviors. The cluster and nucleus share a comparably deep
potential while the helium droplet exhibits a much more
shallow potential well reflecting the faintness of the in-
teraction between two He atoms. On the other hand, the
helium droplet and the nucleus share the same asymp-

Fig. 1. The mean-field potentials for a Na cluster, a nucleus
and a helium droplet, for 40 particles (the results are only
shown for the neutron part in the nuclear case). Natural units
are used: lengths in units of rs and potentials in units of εF.

totic behavior characteristic of a system dominated by a
relatively short-range interaction, while the cluster case
exhibits a typical long-range Coulomb behavior. All in all
the comparison nevertheless shows the overall similarity
between the various systems, up to details.

3 Mean field: a possible common theory

The free nucleon-nucleon interaction is known to be
strongly repulsive at short range [10]. This makes a mean-
field theory a priori questionable. But the strong Pauli
correlations in nuclei significantly suppress low-energy
scattering, which renormalizes, in a nuclear medium, the
interaction to an effective one. The short-distance repul-
sion is thus highly suppressed and the effective nucleon-
nucleon interaction smooth enough to justify a mean-field
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Table 2. One-body Hamiltonian used in mean-field calculations in nuclei (Skyrme-like interaction), metal clusters (DFT
LDA) and helium droplets (DFT). In nuclei the density ρ represents the neutron and/or proton density, the latter entering the
Coulomb interaction alone (ρp). In clusters the density is the electronic one while in helium it is the density of helium atoms.
In the case of cluster electrons an important contribution comes from the exchange correlation potential Uxc[ρ] which can be
treated in the simplest LDA approximation. The external potential Uext(r, t) typically refers to the fields as generated by ions
or a possible external field (laser, bypassing ion, . . . ). In the case of helium droplets one has to introduce an effective mass m∗

as indicated, which again depends on the density. The same is true in principle for the nuclear case but the effective mass is
much closer to the bare mass (about 20%) than in the helium case (factor 3 typically).

Nuclei h[�] = −∇ h̄
m∗(r)

∇ + t0� + t3�
1+σ + t12(∇�)2 +

∫ �p(r′)
|r−r′|dr

′ + . . .

h̄2

2m∗ = h̄2

2m
+ α�

Clusters h[�] = − h̄2

2m
Δ +

∫
�(r′)
|r−r′|dr

′ + Uxc[�] + Uext(r, t)

Helium h[�] = −∇ h̄2

m∗(r)
∇ +

∫
Veff(r − r′)�(r′)dr′ + A�1+γ + . . .

h̄2

2m∗ = h̄2

2m
+ α� + β�2

picture [10]. The so-called Skyrme interactions, which in-
tegrate in an effective way these Pauli correlation effects
on a basically zero-range bare interaction, have been a
standard microscopic tool for decades, because of their
simplicity and because of the many successes they have
allowed, at least for stability valley nuclei, for a recent
review, see [6]. As can be seen from table 2 the Skyrme
interaction appears as a density functional, mostly local,
non-locality being usually assumed in terms of a gradient
expansion.

A somewhat similar reasoning applies to metal clus-
ters. The general atomic problem is indeed singular (due
to the point charge of the atomic nucleus), but a limited
number of valence electrons actually take part in the bind-
ing of molecular systems or clusters. This is especially true
in the case of simple metals as the valence shell is well
separated from core levels and usually little bound. Va-
lence electrons can thus easily be delocalized to form the
rather “soft” metal bonds. This, by the way, also allows
for the packaging of the effect of the core electrons into a
pseudo potential: this reduces the many-electron problem
to the treatment of the valence electrons only in a rea-
sonably smooth ionic background [9]. This again provides
a favorable situation for a mean-field treatment. The suc-
cess of the many calculations based on Density Functional
Theory (DFT) even in its simplest Local Density Approx-
imation (LDA) version indeed proves the reliability of the
mean-field approach.

The case of helium droplets is a bit more involved.
Indeed the applicability of a DFT approach was long de-
bated for such systems in view of the much stronger corre-
lations. However, it seems today that density functionals
can indeed be used in that case provided one introduces
a finite range in the construction [7,11]. Once taking that
step, the situation is even more favorable than in the case
of nuclei. The ab initio calculations for 3He matter have
achieved a high degree of reliability [12] and there ex-
ists experimental access to bulk 3He over a wide range of
pressures [13]. Both facts provide well-tested data as in-
put for a proper calibration of density functionals. There
exist even ab initio calculations for finite droplets which

serve as additional benchmark [14]. For a recent review
see also [15].

In the majority of practical cases the mean-field cal-
culations based on the one-body Hamiltonians presented
in table 2 are done at quantum level. Each particle (nu-
cleon, electron, helium atom) is attributed a one-particle
wavefunction φi(r), from which one deduces the single-
particle density matrix ρ̂(r, r′) and the local one-body
density 	(r) = ρ̂(r, r) =

∑
i |φi(r)|2 (where the summa-

tion runs over all particles). The one-body wave functions
then follow an effective Schrödinger equation

i h̄
∂|ϕi〉
∂t

= h[	(r)]|ϕi〉 (1)

with an effective single-particle Hamiltonian h expressed
as a functional of the density ρ(r), as given in table 2 for
the various Fermi systems. This mean-field equation can
be recast in the equivalent matrix form

i h̄ρ̂ = [h, ρ̂]. (2)

There also exist semi-classical approximations to this
quantum scheme. They can be “formally” obtained by
transforming the density operator ρ̂ into a one-body phase
space distribution f(r,p, t), which becomes the basic in-
gredient, and the commutator into Poisson brackets:

ρ̂(r, r′) −→ f(r,p, t),
[., .] −→ {., .}. (3)

This leads to the Vlasov equation

∂f

∂t
= {h, f}. (4)

The one-body Hamiltonian has the same expression in
terms of the density 	(r) as in the quantal form, but the
density is now computed from the phase space density as

	(r, t) =
∫

d3pf(r,p, t). (5)

This equation can then be extended to account for
dynamical correlations. Particle-particle scattering effects
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can indeed easily be included as a Markovian collision
term for the phase space distribution f . This has been
worked out in great detail in nuclear-physics applica-
tions [16] and it was also extended to the cluster case.
In both cases (nuclei, metal clusters) one ends up with
the VUU (Vlasov-Uehling-Uhlenbeck) equation

∂f

∂t
+

p
m

∂f

∂r
− ∂V

∂r
∂f

∂p
= IUU(r,p, t) (6)

with the collision term

IUU =
∫

d3p2dΩ
(2πh̄)3

dσ
dΩ

|v12|

·
{
f1f2

(
1− f3

2

)(
1− f4

2

)
−f3f4

(
1− f1

2

)(
1− f2

2

)}
, (7)

where v12 is the relative velocity of the colliding particles
1 and 2. The differential cross-section dσ/dΩ (depending
on the scattering angle Ω) is evaluated in the center-of-
mass frame of the two colliding particles. Indices 3 and
4 label the momenta of the two particles after an ele-
mentary collision and we use the standard abbreviation
fi = f(r,pi, t). The collision is supposed elastic (conserva-
tion of energy, of total momentum). Pauli-blocking factors
(1 − fi/2)(1 − fj/2) play an important role here, as they
provide the necessary preservation of the Pauli principle
in the course of fermion collisions. In the ground state,
they block correctly all kinematically possible (and thus
classically possible) collisions. At high excitation energy
the phase space opens up and two-body collisions start
to populate it in the course of thermalization. The VUU
scheme was very much used in the case of heavy-ion colli-
sions in the Fermi energy domain. As we shall see below,
it should also be taken into account in the case of metal
clusters, for energetic processes.

4 From one field to the next

4.1 Status of knowledge

The three fields (nuclei, clusters, helium droplets) are by
no means at the same stage of developments. Nuclei have
been studied for almost a century while studies on free
metal clusters have only been started a few decades ago,
and even later for helium droplets, although the homoge-
neous phases of electrons (in bulk metal) or helium had
been studied much earlier. As a result the available ex-
pertise varies from one field to the next. We have tried to
summarize roughly the stages of achievement for each field
in table 3, grouping into theory versus experiment and
structure versus dynamics. Studies in nuclei cover each of
the four topics widely. The case of clusters is more mixed.
While structure properties start to be well known both
at theoretical and experimental levels, dynamics is still
in its infancy, especially when far from equilibrium. The-
oretical studies are here probably a bit more advanced
than experimental ones. The latter require the develop-
ment of very elaborate detectors with which the cluster

Table 3. Schematic status of studies for the three finite
fermion systems. The entry “no → yes” indicates that research
is underway and results may show up soon. The entry “not yet”
means that calculations have not been done but are feasible in
principle. See text for details.

System Experiment Theory

Structure Dynamics Structure Dynamics

Nuclei yes yes yes yes

Clusters yes no → yes yes no → yes
3He no → yes no yes not yet
droplets

community is not fully familiar and which would become
unusually expensive in view of the elsewise rather eco-
nomical cluster experiments. Data for helium droplets are
even more sparse. In fact, there is very little known exper-
imentally. Even the minimum size of such droplets is not
fully ascertained experimentally, and it is admittedly very
hard to deal with these volatile and neutral objects. The
theory side is a bit better developed at structure level. Dy-
namical studies are conceivable from the theory side, but
there is not much effort in that direction because exper-
imental data will not appear all too soon. In the context
of this topical issue focusing on nuclear dynamics, there
are thus, presently, much stronger possible connexions be-
tween metal clusters and nuclei than with helium droplets.
In the following, we shall thus focus the discussion on dy-
namical examples as taken from metal clusters and not
further analyze the case of helium droplets.

4.2 Multiscale dynamics

It is interesting, as a starter, to compare nuclear and clus-
ter time scales. In order to make the actual comparison
more telling we use reduced units in terms of the Fermi-
gas characteristics of both systems, following the values
introduced above. Indeed, we define a basic time rs,0/vF

and energy scale εF, as built from the Wigner-Seitz radius
rs for clusters and from the parameter r0 of nuclear-radius
systematics (R ∼ r0A

1/3, with r0 ∼ 1.12 fm). For the sake
of simplicity, we restrict the analysis of the cluster case to
Na, thus taking for the Wigner-Seitz radius rs = 4a0. This
leads to rs/vF = 0.2 fs and εF = 3.2 eV. Indeed, electronic
time scales for other alkalines perfectly match the values
obtained in the case of Na. The ionic motion times scale
with the square root of the atom mass. In nuclei the ba-
sic time and energy scales read r0/vF = 3.3 fm/c and
εF = 40 MeV. We plot times as a function of temper-
ature. It should be noted that this is rather a measure
for the average excitation and does not necessarily imply
a full thermalization. The choice of temperature is here
practical and allows to overlook, to a large extent, size-
dependent effects.

With this system of reduced units we compare nuclear
and sodium time scales in fig. 2. The comparison con-
cerns various relevant times: the cluster plasmon period
(equivalent to the giant dipole resonance in nuclei), ionic
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Fig. 2. Comparison of relevant times scales in nuclei and sodium clusters. Reduced units are used in both cases to allow
a relevant comparison (see text for details). Various times plotted are: plasmon period in clusters (equivalent to giant dipole
resonance in nuclei), ionic time scale (comparable to nuclear fission/fragmentation), electron evaporation time (equivalent to
neutron evaporation time), electron-electron (or nucleon-nucleon) collision time scale.

time scale (comparable to nuclear fission/fragmentation),
electron (or neutron) evaporation time, electron-electron
(or nucleon-nucleon) time scale. This comparison calls for
several comments. At first glance one can note a relative
similarity between electronic and nuclear time scales, in
particular comparable dependences (or independence) of
times on temperature. But details differ. Indeed the hi-
erarchy of time scales is pretty different between Na and
nuclei. Grossly speaking, nuclear time scales look more
similar to each other than cluster ones. This means that
there exists a natural hierarchy of well-separated time
scales in clusters, while nuclear times tend to be much
more mixed up. This has important implications in par-
ticular from the theoretical point of view. The lack of a
clear time hierarchy in nuclear dynamics makes a clean
adiabatic decoupling of slow degrees of freedom difficult.
The simple Born-Oppenheimer treatment of slow degrees
of freedom has to be replaced by the much more involved
generator-coordinate-method [17]. In cluster physics the
huge mass difference between electron and ionic masses
makes electron time scales an order of magnitude smaller
than ionic ones. Electrons are thus more responsive than
ions and need to be accounted for in priority in cluster
dynamics. One should nevertheless note that the separa-
tion of electronic and ionic time scales tends to shrink in
strongly non-linear situations where huge electromagnetic
fields can be generated. Differences between nuclear and
cluster hierarchies of time scales do not only reduce to
the hierarchies by themselves but also to the times with
respect to each other. One should in particular note the
relative importance of electron-electron interactions. They
become dominant for much higher temperatures in clus-
ters than in nuclei, which means that mean-field methods
can probably be used at much higher excitation energies
in clusters than in nuclei. This is a welcome feature in

view of the theoretical difficulties the inclusion of dynam-
ical correlations raises. In a similar way, thermal emission
comes into play much earlier in nuclei than in clusters.
This again reflects the stronger interference amongst nu-
clear time scales as compared to cluster ones.

5 Electron dynamics in metal clusters

5.1 Electron emission from irradiated clusters

Experimental observation requires that some objects reach
a counter, preferably charged particles. A major tool is
here to keep a protocol of emitted electrons. Figure 3
illustrates the various observables which can be drawn
from electron emission. The left upper panel symbolizes
the photo-ionization cross-section σ(ω) (where ω is the
laser frequency) which is a good approximation to the to-
tal photo-absorption cross-section and which can be mea-
sured easily by tracking the net electron yield as a function
of frequency. This quantity is obviously of inclusive nature
and thus does not provide very detailed information, in
particular at the side of individual electrons. More infor-
mation can be extracted when measuring the distribution
of the kinetic energies from the emitted electrons. This is
called photo-electron spectroscopy (PES) and gives access
to differential cross-sections dσ/dE (where E is the elec-
tron kinetic energy). The right panels characterize PES
briefly, in terms of mechanism (lower panel) and of typ-
ical observable (upper panel). The energy is drawn hori-
zontally in both cases. The zero point is clearly indicated.
The lower part shows three vertical lines. The two solid
lines indicate the (negative) energies of occupied bound
electron states (in the simple case of a small cluster here)
and the dashed line stands for the continuum threshold.
The horizontal arrow indicates a photon. It transfers a
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Fig. 3. Schematic view of observables related to electron emis-
sion from metal clusters. Left lower panel: irradiated cluster
with emission preferentially (to some extent) along the laser
polarization; a simple detector is also represented, its width
symbolising its capability to measure electron kinetic energies;
left upper panel: total ionization cross-section σ(ω) as a func-
tion of laser frequency ω; right panels: principle of photoelec-
tron spectroscopy (upper panel: typical data, differential cross-
section dσ/dE; lower panel: mechanism).

well-defined amount of energy. Bound-state energy plus
photon energy(ies) sum up to the kinetic energy finally ob-
served. The photo-electron spectrum (upper panel) thus
shows distinct peaks at those energies. Having these peaks
and knowing the photon frequency allows to conclude on
the underlying single-electron states. Thus far the simple
story in the low-intensity domain. The situation becomes
more involved in a more energetic domain. The case of
PES in this energy domain will be discussed in sect. 5.2.

5.2 Photoelectron spectroscopy

Figure 4 shows the PES of Na+
9 for two different laser in-

tensities around the transition to the high field regime.
The lower intensity still resolves the detailed single-
electron states in repeated sequences (see also the discus-
sion around fig. 6). A moderate enhancement of the laser
intensity by an order of magnitude suffices to wipe out
the structures. A more or less smooth curve then emerges
which fits nicely to an exponential decrease. The smooth
pattern persists, of course, for even larger intensities. The
slope decreases with increasing intensity. It is interesting,
then, to analyze the origin of these smooth patterns, a
question which is still a matter of debate. Indeed one could
interpret this exponential decrease as a signal of thermal-
ization of the electron cloud. However, this is not applica-
ble to short laser pulses during which thermalization can
hardly play a dominant role. Without arguing in terms of
thermalization one can also note that, together with the
dramatic changes in the pattern of the PES, we see an
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Fig. 4. Photoelectron differential cross-section (arbitrary
units) of Na+

9 at two intensities as indicated. A short laser
pulse with FWHM = 25 fs was used.

equally dramatic increase in the ionization. This large in-
crease in net charge at the cluster site has a side-effect on
binding. Due to the growing Coulomb force, the mean field
acquires extra binding, which globally down-shifts elec-
tronic single-particle energies by the same amount. This
happens as a dynamic process. Thus all levels are smeared
which eventually generates the smooth pattern seen for
the higher intensities. It can be shown that this process
does also deliver an exponential decrease of the PES [18].
A better indicator of thermalization is provided by the
(more detailed) analysis of electron emission in terms of
the angular distribution of the emitted electrons. This will
be discussed in sect. 5.3.

The PES change pattern when going to larger sys-
tems. Indeed, the larger the system, the denser the density
of electronic states, which inhibits a detailed resolution
of separate single-electron states, whatever the excitation
regime. At best, one can expect step-like structures indi-
cating bands of occupied states, as was observed in the
case of C60 for short, moderate pulses [19] and for large
Ag clusters on a substrate [20]. More recently were also
published measurements on Na+

93 from [21], which show
smooth trends throughout and are interpreted as thermal
emission. Let us thus consider here Na+

93 as an example of
a larger cluster. We have computed PES for Na+

93 for a va-
riety of laser intensities (but fixed photon frequency and
pulse width). At low intensity we observe step-like pat-
terns related to a dense block of occupied states. And at
larger laser intensity PES exhibit smooth patterns with
nearly exponential decrease. A simple characteristics of
the PES is thus provided by the slope of the exponential
decrease. The criterion is unambiguous at large intensity



J. Navarro et al.: Small fermionic systems: The common methods and challenges 339

-1.8

-1.6

-1.4

-1.2

-1

-0.8

-0.6

9.5 10 10.5 11

sl
op

e
[e

V
-1

]

log10(I)

TDLDA-MD 200fs
exp.

1

10

N
es

c

Na93
+

ω=3.1 eV

FWHM= 200 fs

Fig. 5. Global properties of emission from Na+
93, total number

of emitted electrons (gain in ionization) in the upper panel and
slope of the PES in the lower panel. The laser parameters were
ωphoton = 3.1 eV and pulse length FWHM = 200 fs. Results are
drawn versus intensity (as log10(I) with I in units of W/cm2).
Results from TDLDA-MD are compared with the experimental
results of [21] using comparable experimental conditions.

but requires some caution at lower intensities because of
the step-like pattern. The “staircases” have in fact all the
same step height (on logarithmic scale) such that their
envelope is a straight line to which it is easy to associate
an exponential decrease. We can thus extend the simple
slope characterization to any laser intensity. This allows a
direct comparison to experimental data.

The experiments [21] were done for rather long pulses
with a FWHM of about 200 fs. One can expect to see pat-
terns related to electron-electron collisions, beyond mean
field. Nonetheless, it is interesting to compare TDLDA
(mean-field) results with those measurements concerning
global properties such as net ionization and the slope of
the PES. The results are compared with data in fig. 5.
Note that for such long pulses one has also to account for
ionic motion which sizably alters the sequence of electronic
levels and thus the PES. This effect was of course taken
into account in the calculations presented in fig. 5. The
comparison shows that the calculations reproduce the net
ionization (number of emitted electrons Nesc within a fac-
tor of two, as well as the growth with laser intensity. This
has to be considered as a good agreement in view of the
fact that ionization also sensitively depends on the pulse
shape. Calculations use here a cosine2 pulse profile while
the experimental profile is not so well known, probably
having longer tails. The results for the slopes (lower part
of fig. 5) are also quite encouraging in size and in trend.
Similar results were reported in [22] in the framework of a
Vlasov-LDA approach. The remaining differences between
the calculations and the experimental results are presum-
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Fig. 6. Schematic view of detailed characteristics of emit-
ted electrons, in particular in the non-linear domain. The left
panels of the figure are similar to the ones of fig. 3 but for
the detectors (left lower panel) where we have schematized a
series of small detectors to access angular distributions of emit-
ted electrons (and possibly even kinetic energies at the same
time). Right upper panel: PES in the multiphoton regime with
copies of the series of single-particle peaks separated by the
laser frequency, yielding the differential cross-section dσ/dE;
Right lower panel: angular distribution of emitted electrons
with a more intense yield along the laser polarization axis,
yielding the differential cross-section dσ/dΩ and possibly the
double differential cross-section d2σ/dΩdE.

ably to be attributed to the lack of account of electron-
electron collisions (overlooking details of laser pulse shape,
as mentioned above or even cluster temperature control).

5.3 Angular distributions

Besides the kinetic energy, one can also measure the an-
gular distribution of emitted electrons, a quantity which
also carries a lot of interesting information. This gives ac-
cess to the differential cross-section dσ/dΩ (where Ω is
the solid angle). The principle of such a measurement is
presented schematically in fig. 6. In the case of laser irra-
diation one expects electrons to be emitted preferentially,
at least to some extent, along the laser polarization axis.
As we shall see below, the amount of anisotropy somewhat
depends on the experimental conditions (characteristics of
laser pulse in particular). One may even measure simul-
taneously both angular distributions and kinetic energies
of emitted electrons (see the left panel of fig. 7 for an ex-
ample). This thus gives access to the double differential
cross-section d2σ/dΩdE. Note also that in fig. 6 the PES
panel (upper right part) has been modified, with respect
to fig. 3, in order to describe the multiphoton regime, with
successive copies of the single-electron level sequence.
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polarization is along the vertical axis [23]. Right panel: angular distribution of emitted electrons computed in quantum TDLDA
(full line), semi-classical Vlasov-LDA (short-dashed line), and VUU with collision term (long-dashed line). The test case is Na+

41

with ionic structure. Laser parameters are indicated in the figures. The angle is defined relative to the laser polarization axis.

There are only few available experimental data on an-
gular distributions. An example is shown in fig. 7. The
left panel exhibits a combined kinetic energy and angular-
distribution measurement, after irradiation of a W−

4 clus-
ter anion by a low-intensity ns laser at a frequency of
4 eV. The anion (negatively charged cluster) has a low
ionization threshold around 1.6 eV, much lower than the
monomer evaporation threshold (larger than 7 eV). As a
result thermal ionization is favored over monomer evapo-
ration in this case. The competition remains, though, be-
tween direct (in particular, one-photon processes in such
an anion) and thermal electron emission. The extremely
long laser pulse (as compared to typical electronic or even
ionic times) gives thermalization through electron-electron
collisions good chances to be activated and efficient. One
thus expects a significant contribution from thermal emis-
sion. This is indeed what can be seen from the figure,
where light grey indicates large emission and dark grey
low emission. The broad central spot can be associated
with thermal (isotropic) emission and the kinetic energy
spectra (not directly visible in the figure) indeed confirm
the correct trend ∝ √

εkin exp (−εkin/T ) [23]. But at larger
kinetic energies (which correspond in this representation
to larger radial distances) one can also spot a non-isotropic
component in the emission, directed along the laser polar-
ization axis. This is clearly a signal from a direct-emission
process which competes with thermal (isotropic) emission.

A full description of such processes should thus account
for electron-electron collisions in order to properly access
the isotropic component of the electronic emission. This
would allow to cover both regimes, direct emission as well
as thermal evaporation. A way to include such effects in
the TDLDA approach is to rely on the semi-classical ver-
sion of the theory, properly extended by a collision term
to account for electron-electron collisions [24,25], in the
spirit of similar extensions worked out several years ago in
nuclear physics [16]. The semi-classical approach of course

requires sufficiently high excitation. But, as in the nuclear
context, that is the typical situation for thermalization to
play a role at all. The right panel of fig. 7 shows an example
of angular distributions obtained from such a VUU calcu-
lation, and compared to pure mean-field results (a quan-
tum TDLDA one and a semi-classical Vlasov-LDA one).
Note that at variance with the left panel of fig. 7 the distri-
bution has been integrated over final kinetic energy. First,
we see that TDLDA and Vlasov nicely agree in that exci-
tation regime. Both show an emission clearly peaked along
the laser polarization, a behavior characteristic of direct
emission. But the electron-electron collisions in VUU also
leads to a sizeable isotropic component. Not surprisingly,
the delayed emission of the thermalized electrons has lost
memory of the original polarization axis and subsequently
one obtains a much smoother angular distribution, as can
be seen on the VUU curve of the right panel of fig. 7. The
distribution is nevertheless not perfectly isotropic: there
remains a sizeable fraction of directly emitted electrons
for the chosen conditions. But the branching between di-
rect and thermal emission in fact sensitively depends on
the details of the excitation. Systematic studies of these
influences could thus deliver valuable information on the
underlying dynamics. But these studies have yet to be
worked out, both theoretically and experimentally, in par-
ticular in the combined analysis of kinetic energies and
angular distribution as in the case presented in the left
panel of fig. 7.

6 Some conclusions and perspectives

Fermi liquids are a generic state of matter denoted by a
more or less well-defined saturation point and a long mean
free path for particles with low momenta. Wigner-Seitz ra-
dius (related to saturation density) and Fermi energy set
natural units for length and energy scales. Finite drops
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of Fermi liquid show several interesting features as, e.g.,
pronounced shell effects and resonance excitations. Vari-
ous different materials look very similar when expressed
in the natural units of the material. We have exemplified
that here for the three systems: nuclei, metal clusters and
3He droplets. There are, of course, also many differences
between these systems. These concern mostly availability
and experimental access. For example, nuclei are limited
in size, but metal clusters can be grown arbitrarily large
which allows to study the approach to bulk matter and
the evolution of shell effects for large systems. Further-
more, clusters are responsive to laser light which opens
up an enormously rich field of dynamical studies yet to
come. As another example, 3He droplets have extremely
soft surfaces which requires an extension of DFT to incor-
porate effective interactions with finite range. This shows
that the differences are highly welcome as they deliver
complementing information for a common understanding
of finite fermion systems. It is to be remarked that nuclei
are a particularly demanding species in several respects.
The nuclear many-body problem (ab initio models) has
not yet fully converged and similarly the nuclear DFT,
although extremely successful in sorting the basic nuclear
properties, is still under development. On the other hand,
nuclei are probably the best-studied objects from the ex-
perimental side. There exist plenty of data in any dynami-
cal regime. Altogether, a combined analysis of the various
systems (nuclei, metal clusters, He droplets) will mutually
boost the understanding of all systems.

Pursuing the comparative analysis a bit deeper it
seems clear, in particular in relation with the examples
shown above, that there obviously exist rather clear di-
rections of fruitful enrichment, especially in the domain
of dynamics. Indeed, nuclear physics, and heavy-ion col-
lisions, provide remarkable examples of detailed studies
of complex dynamical processes requiring sophisticated
multi parameter detectors and elaborate many-body the-
ories beyond the mere effective mean field. It seems to us
that the field of metal clusters should easily benefit from
this knowhow, as it has already benefited in the case of
low-energy dynamics or in some structure properties. We
have outlined, in particular, the importance of accessing
as detailed as possible information on emitted electrons
from irradiated clusters. And it seems that all the expe-
rience gathered around multidetectors in heavy-ion colli-
sions could here be very useful. The essential step to pass
from inclusive to exclusive measurements has been exten-
sively explored in these nuclear studies and the experience
gained here appears quite valuable for other domains of
physics.

This direction towards exclusive measurements is how-
ever not the single direction to be explored. Fundamental
cross disciplinary questions also arise in other areas at
the interface between nuclear and cluster physics. Let us
in particular cite the question of “phase transitions” in
finite systems, a problem extensively studied in relation
to nuclear fragmentation and to melting in metal clus-
ters. This particular question is addressed elsewhere in
this topical issue. We have thus deliberately avoided this

point. From a more formal point of view, one should also
mention the basic questions raised by density functional
theory in various systems (electronic, nuclear as well as
helium), especially in relation, again, to dynamical ques-
tions. The development of the so-called Time-Dependent
Density Functional Theory (TDDFT) still remains a mat-
ter of intense activity and debates. The nuclear-physics
approach, for example in terms of truncations of hierar-
chies of density matrices, brings here an interesting view-
point, to be merged with the more “bottom-up” methods
inherited from standard DFT methods. Finally, we would
like again to mention, in continuity to these questions on
DFT and TDDFT, the growing importance of dynamical
correlations in more and more energetic processes. Again
the nuclear-physics experience, for example in terms of
kinetic theory, provides valuable assets for other fields of
physics and this should be valorized.
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Appendix A.

We list in the following a few textbooks used in the prepa-
ration of this manuscript, as well as the proceedings of a
few major conferences on cluster and helium physics. This
list is by no means exhaustive.
a) Cluster physics

– S. Sugano, Microclusters (Springer, Berlin, 1987);
– H. Haberland, Clusters of Atoms and Molecules

1 —Theory, Experiment, and Clusters of Atoms,
Springer Series in Chemical Physics, Vol. 52,
(Springer, Berlin, 1994);

– H. Haberland, Clusters of Atoms and Molecules
2 —Solvation and Chemistry of Free Clusters,
and Embedded, Supported and Compressed Clus-
ters, Springer Series in Chemical Physics, Vol. 56,
(Springer, Berlin, 1994);

– W. Ekardt, Metal Clusters (Wiley, New York,
1999);

– J. Jellinek, Theory of Atomic and Molecular Clus-
ters (Springer, Berlin, 1999);

– P.-G. Reinhard, E. Suraud, Introduction to Cluster
Dynamics (Wiley-VCH, Berlin, 2003);

– Proceedings of the ISSPIC Conferences of the past
decade:
ISSPIC 7: Surf. Rev. Lett. 3 (1996);
ISSPIC 8: Z. Phys. D 40 (1997);
ISSPIC 9: Eur. Phys. J. D 9 (1999);
ISSPIC 10: Eur. Phys. J. D 16 (2001)
ISSPIC 11: Eur. Phys. J. D 24 (2003);
ISSPIC 12: Eur. Phys. J. D 34 (2005).

b) Helium clusters
– E.R. Dobbs, Helium Three (Oxford University

Press, New York, 2000);
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– K.B. Whaley (Editor), J. Chem. Phys. 115 (2001)
(special issue);

– E. Krotscheck, J. Navarro (Editors), Microscopic
Approaches to Quantum Liquids in Confined Ge-
ometries (World Scientific, Singapore, 2002).
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