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v

 Plant taxonomy is an ancient discipline nowadays facing new challenges with the availability 
of a vast array of molecular approaches allowing reliable genealogy-based classifi cations. 
Although the primary focus of plant taxonomy is on the delimitation of species, molecular 
approaches also provide a better understanding of evolutionary processes, a particularly 
important issue for some taxonomic complex groups. This book describes laboratory pro-
tocols based on the use of nucleic acids and chromosomes for plant taxonomy, as well as 
guidelines for phylogenetic analysis of molecular data. It also provides introductive and 
application review chapters, which are of great importance to put the protocols into a 
broader perspective. 

 A thorough historical overview of plant taxonomy is provided in the introductive chap-
ter by  Germinal Rouhan  and  Myriam Gaudeuil  (Chapter   1    ). Strengths, limitations and the 
future of molecular techniques with regard to plant taxonomy are also explored, as com-
pared to the use of classical morphological and anatomical data. Guidelines are then given 
by  Pascale Besse  (Chapter   2    ) to choose the best appropriate molecular technique depending 
on the plant taxonomic survey envisaged. Both chapters are prerequisite readings to under-
stand the concepts underlying the “plant taxonomy” discipline and to fully appreciate the 
strengths and limits of each molecular technique presented in this book. 

 One of the advantages of molecular techniques for plant taxonomy is that analyses can 
be performed at early developmental stages, from living plant material as well as from 
voucher herbarium specimens. This allows an “integrative” approach combining modern 
molecular data with taxonomic description of reference species. Two chapters describe pro-
tocols for DNA extraction.  Kessa Semagn  (Chapter   3    ) provides various leaf tissue sampling 
methods particularly handy for fi eld collection and a reliable DNA extraction protocol. 
 Lenka Záveská Drábková  (Chapter   4    ) proposes various DNA extraction protocols specifi -
cally designed for dried herbarium specimens. 

 Chapters   5    –  7     present protocols for classical sequencing of various genomic sequences 
commonly used in plant taxonomic and phylogenetic studies. Chloroplast DNA is one of the 
most commonly used DNA in plant taxonomy,  Berthold Heinze, Agnieszka Koziel- Monte   
and  Daniela Jahn  (Chapter   5    ) describe primers and protocols used for the sequencing of 
chloroplast DNA as well as other useful methods (PCR-RFLP and dHPLC). Although 
mitochondrial DNA was given less attention as a target for plant taxonomy,  Jérôme Duminil  
(Chapter   6    ) demonstrates how useful such DNA regions can be to resolve taxonomic issues 
and provide a detailed sequencing protocol. Finally, the internal transcribed spacer (ITS) of 
the nuclear ribosomal RNA genes is a region of choice to be sequenced in taxonomic stud-
ies. The advantages and possible drawbacks of using this region are presented, and a sequenc-
ing protocol is provided by  Pascale Besse  (Chapter   7    ). Recently, the availability of new DNA 
sequencing (NGS—next generation sequencing) and high-troughput genotyping methods 
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has opened a new era for plant molecular taxonomy.  David Edwards, Manuel Zander, Jessica 
Dalton-Morgan  and  Jacqueline Batley  (Chapter   8    ) provide detailed protocols for Single 
Nucleotide Polymorphisms (SNPs) discovery and genotyping. 

 Simple and reliable PCR-based methods other than direct sequencing can be utilized 
to provide useful molecular markers for resolving plant taxonomic issues. They rely on 
polymerase chain reaction (PCR) amplifi cation of specifi c or anonymous regions in the 
genome and their analysis following electrophoretic size-fractioning to reveal size (length) 
variations. The isolation of microsatellite loci and their study (by PCR amplifi cation) is a 
very important component of the molecular tool-kit available for plant taxonomy, particu-
larly at low taxonomic levels (generally at the population level).  Hélène Vignes  and  Ronan 
Rivallan  (Chapter   9    ) provide a protocol to isolate such regions through the construction 
of microsatellite-enriched libraries. Relatively high-throughput multi-locus genotyping 
methods are also available. Some of these methods target anonymous regions of the genome 
without the need for any prior knowledge on any of the taxon DNA sequences . Kantipudi 
Nirmal Babu, Muliyar Krishna Rajesh, Kukkumgai Samsudeen, Divakaran Minoo, Erinjery 
Jose Suraby, Kallayan Anupama and Paul Ritto  (Chapter   10    ) describe protocols for the 
simplest of these methods: randomly amplifi ed polymorphic DNA (RAPD) as well as more 
recent derived techniques.  Luis F. Goulao  and  Cristina M. Oliveira  (Chapter   11    ) provide 
detailed protocols for other methods such as amplifi ed fragment length polymorphism 
(AFLP) and derived techniques based on simultaneous microsatellite amplifi cation such as 
inter simple sequence repeats (ISSR) and selective amplifi cation of microsatellite polymor-
phic loci (SAMPL).  Ruslan Kalendar  and  Alan Schulman  (Chapter   12    ) describe the use-
fulness and protocols for multi-locus tagging of LTR (long terminal repeats)-retrotransposons 
present in plant genomes such as inter- retrotransposon amplifi cation polymorphism (IRAP), 
retrotransposon-microsatellite amplifi cation polymorphism (REMAP) and inter-Primer 
Binding Site Polymorphism (iPBS). 

 Finally,  Alexandre De Bruyn, Darren P. Martin  and  Pierre Lefeuvre  (Chapter   13    ) provide 
detailed and step-by-step guidelines to the analyses of molecular data using phylogenetic 
reconstruction methods based on DNA sequences, using freely available computer programs. 

 As hybridization and polyploidization are very important components of plant specia-
tion particularly for some plant groups, specifi c cytogenetic techniques may need to be 
developed in addition to molecular studies, as detailed in Chapters   14    –  16    .  Jaume Pellicer  
and  Ilia J Leitch  (Chapter   14    ) provide protocols for plant genome size estimation using 
fl ow cytometry, a technique that can be combined with direct chromosomal observations 
as in fl uorochrome banding and FISH (fl uorescent in situ hybridization), for which detailed 
protocols are given by  Sonja Siljak-Yakovlev, Fatima Pustahija, Vedrana Vicic  and  Odile 
Robin  (Chapter   15    ). These can help to determine ploidy level and assess genome organisa-
tion. Moreover,  Nathalie Piperidis  (Chapter   16    ) details the GISH (genomic in situ hybridi-
sation) protocol, a powerful technique that can be used to resolve the parental origin of 
inter-specifi c and inter-generic hybrid plant species. 

 The fi nal two chapters are examples of applications on the use of molecular data for the 
taxonomic revision of some plant groups: Malvaceae, by  Timothee Le Péchon and Luc Gigord  
(Chapter   17    ) and Proteaceae, by  Peter H. Weston  (Chapter   18    ). These provide a clear illus-
tration of the exciting contributions molecular approaches can make to plant taxonomy. 

 The reviews and protocols that appear as chapters in this book were selected to provide 
conceptual as well as technical guidelines to plant taxonomists and geneticists. Despite the 
present craze for “DNA barcoding”, it is now clear that using solely the two chloroplastic 
genes  mat K and  rbc L for resolving plant taxonomy will not be suffi cient, particularly in 
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some plant groups. We rather highly recommend that molecular techniques are used in an 
“integrative taxonomy” approach, combining nucleic acid and cytogenetic data together 
with other crucial information (taxonomy, morphology, anatomy, ecology, reproductive 
biology, biogeography, paleobotany), which will help not only to best circumvent species 
delimitation but as well to resolve the evolutionary processes in play. This is of great impor-
tance as speciation is indeed a dynamic process.  

    Ile de la Réunion, France         Pascale     Besse      
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    Chapter 1   

 Plant Taxonomy: A Historical Perspective, 
Current Challenges, and Perspectives 

           Germinal     Rouhan      and     Myriam     Gaudeul   

    Abstract 

   Taxonomy is the science that explores, describes, names, and classifi es all organisms. In this introductory 
chapter, we highlight the major historical steps in the elaboration of this science that provides baseline data 
for all fi elds of biology and plays a vital role for society but is also an independent, complex, and sound 
hypothesis-driven scientifi c discipline. 

 In a fi rst part, we underline that plant taxonomy is one of the earliest scientifi c disciplines that emerged 
thousands of years ago, even before the important contributions of Greeks and Romans (e.g., Theophrastus, 
Pliny the Elder, and Dioscorides). In the fi fteenth to sixteenth centuries, plant taxonomy benefi ted from 
the Great Navigations, the invention of the printing press, the creation of botanic gardens, and the use of 
the drying technique to preserve plant specimens. In parallel with the growing body of morpho- anatomical 
data, subsequent major steps in the history of plant taxonomy include the emergence of the concept of 
natural classifi cation, the adoption of the binomial naming system (with the major role of Linnaeus) and 
other universal rules for the naming of plants, the formulation of the principle of subordination of charac-
ters, and the advent of the evolutionary thought. More recently, the cladistic theory (initiated by Hennig) 
and the rapid advances in DNA technologies allowed to infer phylogenies and to propose true natural, 
genealogy-based classifi cations. 

 In a second part, we put the emphasis on the challenges that plant taxonomy faces nowadays. The still 
very incomplete taxonomic knowledge of the worldwide fl ora (the so-called taxonomic impediment) is 
seriously hampering conservation efforts that are especially crucial as biodiversity enters its sixth extinction 
crisis. It appears mainly due to insuffi cient funding, lack of taxonomic expertise, and lack of communica-
tion and coordination. We then review recent initiatives to overcome these limitations and to anticipate 
how taxonomy should and could evolve. In particular, the use of molecular data has been era-splitting for 
taxonomy and may allow an accelerated pace of species discovery. We examine both strengths and limita-
tions of such techniques in comparison to morphology-based investigations, we give broad recommenda-
tions on the use of molecular tools for plant taxonomy, and we highlight the need for an integrative 
taxonomy based on evidence from multiple sources.  

  Key words     Classifi cation  ,   Floras  ,   DNA  ,   History  ,   Molecular taxonomy  ,   Molecular techniques  , 
  Morpho-anatomical investigations  ,   Plant taxonomy  ,   Species  ,   Taxonomic impediment    

  Taxonomy can justly be called the pioneering exploration of life on a little known planet  Wilson (2004) 
  The goal of discovering, describing, and classifying the species of our planet assuredly qualifi es as big science . 
Wheeler et al. (2004) 
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1     Introduction 

 Adapting the famous aphorism of Theodosius Dobzhansky [ 1 ], 
could we dare to say that nothing in biology makes sense except in 
the light of taxonomy? Maybe yes, considering that most of 
biology relies on identifi ed—and so described—species that are 
end products of taxonomy. Taxonomic information is obviously 
crucial for studies that analyze the distribution of organisms on 
Earth, since they need taxonomic names for inventories and sur-
veys. But names are also needed to report empirical results from 
any other biological study dealing with, e.g., biochemistry, cytol-
ogy, ecology, genetics, or physiology: even if working an entire life 
on a single species, e.g.,  Arabidopsis thaliana  (L.) Heynh., a 
molecular biologist will focus all his/her research on numerous 
plants that all represent this species as delimited by taxonomy. 
Thus, taxonomy provides names, but it is not only a “biodiversity-
naming” service: it is also a scientifi c discipline requiring theoreti-
cal, empirical, and epistemological rigor [ 2 ]. Names represent 
scientifi c hypotheses on species boundaries, and to put forward 
such hypotheses involves gathering information from characters of 
the organisms and adopting a species concept ( see   Note 1  for an 
overview of the main species concepts). Morphology, anatomy, 
and genetics are the main sources of characters used in today’s 
plant taxonomy. Not without noting that these types of characters 
all bring potentially valuable evidence, the focus of this book is on 
the use of nucleic acids—and chromosomes—for a reliable and effi -
cient taxonomy. 

 Before discussing how to choose genomic regions to be stud-
ied in order to best deal with particular taxonomic issues (Chapter 
  2    ), this chapter aims to summarize the history of taxonomy and to 
highlight that plant molecular taxonomy emerged from an ancient 
discipline that has been, and is still, central for other scientifi c dis-
ciplines and plays a vital role for society. We will also give a brief 
overview of the general background into which plant taxonomy is 
performed today and propose some general considerations about 
molecular taxonomy.  

2    Taxonomy and Taxon: Terminology and Fluctuating Meanings 

 It is not before 1813 that the Swiss botanist Augustin Pyramus De 
Candolle (1778–1841) invented the neologism “taxonomy” from 
the Greek ταξις (order) and νόμος (law, rule) and published it for 
the fi rst time in his book “Théorie élémentaire de la Botanique” 
(“Elementary Theory of Botany”,  3 ). He defi ned this scientifi c dis-
cipline as the “theory of the classifi cations applied to the vegetal 
kingdom,” which he considered as one of the three components of 
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botany along with glossology—“the knowledge of the terms used 
to name plant organs”—and phytography, “the description of 
plants in the most useful way for the progress of science.” 

 Much later, the Global Biodiversity Assessment of the United 
Nations Environment Programme (UNEP;  4 ) defi ned taxonomy 
as “the theory and practice of classifying organisms,” including the 
classifi cation itself but also the delimitation and description of taxa, 
their naming, and the rules that govern the scientifi c nomencla-
ture. Today, depending on the authors, taxonomy is viewed either as 
a synonym for the “systematics” science—also called biosystemat-
ics [ 5 ,  6 ]—including the task of classifying species, or only as a 
component of systematics restricted to the delimitation, descrip-
tion, and identifi cation of species. This latter meaning of taxonomy 
emerged lately, with the advent of phylogenetics as another com-
ponent of systematics that allows classifi cations based on the 
evolutionary relationships among taxa [ 7 ]. 

 Thus, it is ironical that taxonomy and systematics, which deal 
in particular with classifi cations and relationships between organisms, 
often themselves require clarifi cations on their relative circumscrip-
tions and meanings before being used [ 8 ]. This book will consider 
plant taxonomy in the broadest sense, from, e.g., species delimita-
tion based on different molecular techniques—Chapters   5     –   13    —to 
focuses on phylogenetic reconstruction methods (Chapter   14    ). 

 Incidentally, it is interesting to note that the word “taxon”—
plural, taxa—was invented much later (Lam, in ref. [ 9 ]) than “tax-
onomy”: a taxon is a theoretical entity intended to replace terms 
such as “taxonomic group” or “biodiversity unit” [ 10 ], and 
“taxon” refers to a group of any rank in the hierarchical classifi ca-
tion, e.g., species, genus, or family.  

3    A Historical Perspective to Plant Taxonomy 

  Delimiting, describing, naming, and classifying organisms are 
activities whose origins are obviously much older than the word 
“taxonomy”—which dates back to the nineteenth century; see 
above. The use of oral classifi cation systems likely even predated the 
invention of the written language ca. 5,600 years ago. Then, as for 
all vernacular classifi cations, the precision of the words used to name 
plants was notably higher for plants that were used by humans. 
There was no try to link names and organisms in hierarchical classi-
fi cations since the known plants were all named following their use: 
some were for food, others for medicines, poisons, or materials. As 
early as that time, several hundreds of plant organisms of various 
kinds were identifi ed, while relatively few animals were known and 
named—basically those that were hunted or feared [ 11 ]. 

 These early classifi cations that were exclusively utilitarian 
persisted until the fi fteenth to sixteenth centuries although some 
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major advances were achieved, mainly by Ancient Greeks and 
Romans. It was perceptible that Greeks early considered plants not 
just as useful but also as beautiful, taking a look at paintings in 
Knossos (1900 BC) that indeed show useful plants like barley, fi g, 
and olive but also narcissus, roses, and lilies. The Greek 
Theophrastus (372–287 BC), famous as the successor of Aristotle 
at the head of the Lyceum, is especially well known as the fi rst 
botanist and the author of the fi rst written works on plants. 
Interested in naming plants and fi nding an order in the diversity of 
plants, he could have been inspired by Aristotle who started his 
“Metaphysics” book by the sentence: “ All men by nature desire to 
know. ” Theophrastus is indeed the fi rst one to provide us with a 
philosophical overview of plants, pointing out important funda-
mental questions for the development of what will be later called 
taxonomy, such as “what have we got?” or “how do we differenti-
ate between these things?” He was moreover the fi rst one to dis-
cuss relationships among plants and to suggest ways to group them 
not just based on their usefulness or uses. Thus, in his book 
“Enquiry into Plants,” he described ca. 500 plants—probably rep-
resenting all known plants at that time—that he classifi ed as trees, 
shrubs, undershrubs, and herbs. He also established a distinction 
between fl owering and nonfl owering plants, between deciduous 
and evergreen trees, and between plants that grew in water and 
those that did not. Even if 80 % of the plants included in his works 
were cultivated, he had realized that “most of the wild kinds have 
no names, and few know about them,” highlighting the need to 
recognize, describe, and name plants growing in the wild [ 12 ]. 
Observing and describing the known plants, he identifi ed many 
characters that were valuable for later classifi cations. For instance, 
based on his observations of plants sharing similar infl orescences—
later named “umbels”—he understood that, generally, fl oral mor-
phology could help to cluster plants into natural groups and, 
several centuries later, most of these plants showing umbels were 
indeed grouped in the family Umbelliferae—nowadays Apiaceae. 

 Theophrastus was way ahead of his time, to such a point that 
his botanical ideas and concepts became lost during many centuries 
in Europe. But his works survived in Persia and Arabia, before 
being translated back into Greek and Latin and rediscovered in 
Europe in the fi fteenth century. During this long Dark Age for 
botany—like for all other natural sciences—in Europe, the Roman 
Pliny the Elder (23–79 AD) and the Greek Dioscorides (~40–
90 AD), in the fi rst century AD, have however been two important 
fi gures. Although they did not improve the existing knowledge 
and methods about the description, naming, or classifi cations of 
plants, they compiled the available knowledge and their written 
works were renowned and widely used. The  Naturalis Historia  of 
Pliny (77 AD) was indeed a rich encyclopedia of the natural world, 
gathering 20,000 facts and observations reported by other authors, 
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mostly from Greeks like Theophrastus. At the same time in Greece, 
plants were almost only considered and classifi ed in terms of their 
medical properties. The major work of Dioscorides  De Materia 
Medica  (ca. 77 AD) was long the sole source of botanical informa-
tion (but at that time, botany was only considered in terms of 
pharmacology) and was repeatedly copied until the fi fteenth cen-
tury in Europe. The Juliana’s book— Juliana Anicia Codex , sixth 
century (Figure  1 )—is the most famous of these copies, well known 
because it innovated by adding beautiful and colorful plant illustra-
tions to the written work of Dioscorides. If some paintings could 
be seen as good visual aids to identifi cation—which should be con-
sidered as an advance for taxonomy—others were however fanciful 
[ 12 ]. All those plant books, called “herbals” and used by herbal-
ists—who had some knowledge about remedies extracted from 
plants—throughout the Middle Ages, did not bring any other sub-
stantial progress.

     With the Renaissance, the fi fteenth and sixteenth centuries saw the 
beginning of the Great Navigations—e.g., C. Columbus discovered 
the New World from 1492; Vasco da Gama sailed all around Africa 
to India from 1497; and F. Magellan completed the fi rst circum-
navigation of the Earth in 1522—allowing to start intensive and 
large-scale naturalist explorations around the world: most of the 
major territories, except Australia and New Zealand, were discovered 
as soon as the middle of the sixteenth century, greatly increasing 
the number of plants that were brought back in Europe by either 
sailors themselves or naturalists on board. At that time, herbalists 
still played a major role in naming and describing plants, in associa-
tion with illustrators who were producing realistic illustrations. But 
naming and classifying so numerous exotic and unknown plants 
from the entire world would not have been possible without three 
major inventions. Firstly, the invention of the Gutenberg’s printing 
press with moveable type system (1450–1455) made written works 
on plants largely available in Europe—the fi rst Latin translation of 
Theophrastus’ books came out in 1483. Secondly, the fi rst botanic 
gardens were created in Italy in the 1540s, showing the increasing 
interest of the population for plants and allowing teaching botany. 
Thirdly, in the botanic garden of Pisa, the Italian Luca Ghini 
(1490–1556) invented a revolutionary method for preserving—
and so studying—plants, consisting in drying and pressing plants 
to permanently store them in books as “hortus siccus” (dried garden), 
today known as “herbaria,” or “herbarium specimens.” These 
perennial collections of dried plants were—and are still—a key-
stone element for plant taxonomy and its development: from that 
time, any observation and experimental result could be linked to 
specifi c plant specimens available for further identifi cation, study of 
morphology, geographic distribution, ecology, or any other fea-
tures. In short, Ghini provided with herbaria the basis of reproduc-
ibility that is an essential part of the  scientifi c method [ 13 ]. 

3.2  Toward a 
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 A student of Ghini, Andrea Cesalpino (1519–1603), was the 
fi rst one since the Ancient Greeks to take over the work of 
Theophrastus and to discuss it. He highlighted that plants should 
be classifi ed in a more natural and rational way than the solely utili-
tarian thinking. Convinced that all plants have to reproduce, he 

  Fig. 1    Painting of a  Cyclamen  plant, taken from the Juliana’s book, showing the fl owering stems rising from 
the upper surface of the rounded corm. According to Dioscorides, those plants were used as purgative, anti-
toxin, skin cleanser, labor inducer, and aphrodisiac       
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provided a new classifi cation system primarily based on seeds and 
fruits: in  De Plantis Libri XVI  (1583), he described 1,500 plants 
that he organized into 32 groups such as the Umbelliferae and 
Compositae—currently Apiaceae and Asteraceae, respectively. 
Cesalpino also made a contribution to the naming of plant, some-
times adding adjectives to nouns designing a plant, e.g., he distin-
guished  Edera spinosa —spiny ivy—from  Edera terrestris , creeping 
ivy. This could be seen as a prefi guration of the binomial naming 
system that was established in the eighteenth century and is still 
used in taxonomy. But the science of scientifi c naming was only 
starting and plants—like other living beings—were usually charac-
terized by several words forming polynomial Latin names: for 
instance, tomato was designed as  Solanum caule inermi herbaceo, 
foliis pinnatis incisis , which means “Solanum with a smooth herba-
ceous stem and incised pinnate leaves” [ 14 ] (Fig.  2 ).

   Cesalpino contributed to the emergence of the concept of nat-
ural classifi cation, i.e., a classifi cation refl ecting the “order of 
Nature.” This latter expression involved different interpretations 
and classifi cations through the history of taxonomy, but a natural 
classifi cation was always intended to refl ect the relationships among 
plants. Because the evolutionary thought was not developed yet, it 
basically resulted in clustering plants with similar morphological 
features. So, it must be noted that the distinction between artifi cial 
and natural classifi cations—respectively named “systems” and 
“methods” at the end of the eighteenth century—is a modern 
interpretation of the past classifi cations. Taking advantage of both 
technical progresses like microscopy—in the seventeenth cen-
tury—and scientifi c methods inspired by Descartes (1596–1650), 
several attempts were made to reach such a natural classifi cation. 
For example, Bachmann—also known as Rivin or Rivinus (1652–
1723)—based his classifi cation on the corolla shape in  Introductio 
ad rem herbariam  in 1690. All together, the major interest of these 
classifi cations is that they triggered investigations on many morpho- 
anatomical characters that could be used by later taxonomists to 
describe and circumscribe plant species. The British John Ray 
(1627–1705) innovated by not relying anymore on a single char-
acteristic to constitute groups of plants: he suggested natural 
groupings “from the likeliness and agreement of the principal 
parts” of the plants, based on many characters—mostly relative to 
leaves, fl owers, and fruits. He documented more than 17,000 
worldwide species in  Historia Plantarum  (1686–1704) and distin-
guished fl owering vs. nonfl owering plants and plants with one 
cotyledon—that he named “monocotyledons”—vs. plants with 
two cotyledons, “dicotyledons.” Ray also played a major role in the 
development of plant taxonomy—and more generally of plant sci-
ence—by creating the fi rst text-based dichotomous keys that he 
used as a means to classify plants [ 15 ]. 
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  Fig. 2    Herbarium specimen from the Tournefort’s Herbarium (housed at the Paris National Herbarium, Muséum 
national d’Histoire naturelle, MNHN) displaying a label with the hand-written polynomial name  Aconitum cae-
ruleum, glabrum, fl oribus consolid(ae) regalis        
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 In contrast to Ray and his method intended to be natural, his 
French contemporary Joseph Pitton de Tournefort (1656–1708) 
explored, in his “Elements de Botanique” (1694), the possibility 
of classifying plants based on only few characters related to the 
corolla of fl owers, creating an artifi cial system. The success of 
Tournefort’s system resulted from the ease to identify the groups 
of plants based on the number and relative symmetry of the petals 
of a fl ower. Within his system, Tournefort precisely defi ned 698 
entities— Institutiones rei herbariae , 1700—each being called a 
genus (plural: genera). The genus concept was new and contrib-
uted to a better structuration of the classifi cation.  

  In spite of the numerous new ideas and systems produced from the 
sixteenth to the middle of the eighteenth century, names of plants 
still consisted in polynomial Latin names, i.e., a succession of 
descriptors following the generic name. This led to a rather long, 
complicated, and inoperative mean to designate plants and became 
problematic in the context of the Great Explorations, which 
allowed the discovery of more and more plants from all over the 
world (major explorations with naturalists on board included, e.g., 
the circumnavigation of La Boudeuse under Bougainville from 
1766 to 1769 and the travels to the Pacifi c of J. Cook between 
1768 and 1779). To overcome this impediment involving the 
naming of plants, the Swedish Carolus Linnaeus (1707–1778) 
took a critical step forward for the development of taxonomy. 

 He suggested dissociating the descriptors of the plant from the 
name itself, because according to him, the name should only serve 
to designate the plant. Therefore, he assigned a “trivial name” to 
each plant (more than 6,000 plants in  Species Plantarum , 1753)
[ 16 ], and this name was binomial, only consisting of two words: 
the “genus” followed by the “species,” e.g.,  Adiantum capillus- 
veneris   is a binomen created by Linnaeus that is still known and 
used as such to designate the Venus-hair fern. Although there had 
been some attempts of binomials as early as Theophrastus (fol-
lowed by Cesalpino and a few others), Linnaeus succeeded in pop-
ularizing his system as new, universal—applied for all plants and, 
later on, even for animals in  Systema Naturae  [ 17 ]—and long last-
ing. Truly, the  Species Plantarum  [ 16 ] has been a starting point for 
setting rules in plant taxonomy. Used since Linnaeus until today, 
the binomial system along with other principles for the naming of 
plants was developed, standardized, synthesized, and formally 
accepted by taxonomists into a code of nomenclature—initially 
called “laws of botanical nomenclature” [ 18 ] and nowadays called 
the International Code    of Botanical Nomenclature (ICBN). The 
current code is slightly evolving every 6 years, after revisions are 
adopted at an international botanical congress. 

 Linnaeus also proposed his own artifi cial classifi cation. With the 
goal to describe and classify all plants—and other living beings—that 
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were “put on Earth by the Creator,” he grouped them based on 
the number and arrangement of stamens and pistils within fl ow-
ers—contrary to Tournefort, who only focused on petals. He called 
this classifi cation a “sexual system,” referring to the fundamental 
role of fl owers in sexual reproduction (Fig.  3 ). This system included 
fi ve hierarchical categories: varieties, species, genera, orders—
equivalent to current families—and classes.

     The end of the eighteenth century was conducive to revolutionary 
ideas in France, including new principles to reach the natural clas-
sifi cation. Studying how to arrange plants in space for creating the 
new royal garden of the Trianon in the Palace of Versailles, Bernard 
de Jussieu (1699–1777) applied the key principle of subordination 
of characters, which will be published in 1789 by his nephew 
Antoine Laurent de Jussieu (1748–1836) in  Genera Plantarum  
[ 19 ]. Bernard and A. L. de Jussieu stated that a species, genus, or 
any other taxon of the hierarchical classifi cation should group 
plants showing character constancy within the given taxon, as 
opposed to the character variability observed among taxa. Since 
not all characters are useful at the same level of the classifi cation, 
the principle of subordination led to a character hierarchy: charac-
ters displaying higher variability should be given less weight than 
more conserved ones in plant classifi cations. As a result, B. and A. 
L. de Jussieu subordinated the characters of fl owers—judged more 
variable and therefore less suitable at higher levels—to the more 
conserved characters of seeds and embryos. It was the fi rst applica-
tion of this principle in taxonomy, and it could be interpreted today 
as a way to limit homoplasy, though the concept of homoplasy had 
not been elaborated yet [ 20 ]. 

 Whereas botanical taxonomy had long been preponderant and 
faster in its development than its zoological counterpart, the trend 
was reversed at the beginning of the nineteenth century, especially 
with the application of the principle of subordination of characters 
to animals by the French biologists Jean-Baptiste Lamarck (1744–
1829) and Georges Cuvier (1769–1832). New questions then 
arose in the mind of taxonomists, who were not only interested in 
naming, describing, and classifying organisms anymore, but also in 
elucidating how the observed diversity had been generated. Early 
explanatory theories included the theory of the transmutation of 
species, proposed by Jean-Baptiste de Lamarck in 1809 in his 
“Philosophie zoologique” [ 21 ]. This was the fi rst theory to sug-
gest the evolution of species, although it involved several mislead-
ing assumptions such as the notion of spontaneous generations. 
Charles Darwin (1809–1882) published his famous theory of evo-
lution in “On the Origin of Species” (1859) [ 22 ] and introduced 
the central concept of descent with modifi cation that later received 
extensive support and is still accepted today. This implied that use-
ful characters in taxonomy, the so-called homologous characters, 
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  Fig. 3    Linnaeus’ sexual system as drawn by G. D. Ehret for the Hortus Cliffortianus (1735–1748); this illustra-
tion shows the 24 classes of plants that were defi ned by Linnaeus according to the number and arrangements 
of stamens       
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are those inherited from a common ancestor. Darwin indeed 
 predicted that “our classifi cations will come to be, as far as they can 
be so made, genealogies” (Darwin 1859, p. 486) [ 22 ]. In other 
words, since the history of life is unique, only one natural classifi ca-
tion is possible that is refl ecting the phylogeny. This latter word 
was however not coined by Darwin himself, but by Ernst Haeckel 
(1834–1919) in 1866 in his “Generelle Morphologie der 
Organismen” [ 23 ], who is commonly known for the fi rst illustra-
tion of a phylogeny, although Dayrat [ 24 ] evidenced that all 
Haeckel’s illustrations should not be interpreted as real 
evolutionary- based phylogenetic trees [ 23 ] (Fig.  4 ). However, 
Darwin did not provide any new techniques or approaches to 
reconstruct the phylogeny or assist practicing taxonomists in their 
work [ 25 ], and, in spite of his major contributions, plant tax-
onomists therefore kept applying the method of classifi cation 
described by B. and A. L. de Jussieu even after the onset of the 
evolutionary thought.

     In the 1960s, facing the subjectivity of the existing methods to 
reconstruct phylogenies, the new concept of numerical taxonomy 
proposed an entirely new way of examining relationships among 
taxa. Robert Sokal (1926–2012) and Peter Sneath (1923–2011) 
started developing this concept in 1963 [ 26 ] and elaborated it as 
an objective method of classifi cation. The method consisted in a 
quantitative analysis of overall similarities between taxa, based on a 
characters-by-taxa data matrix—with characters divided into char-
acter states—and resulting in pairwise distances among taxa. But 
this method was not based on any evolutionary theory and the 
resulting diagrams could therefore not be reasonably interpreted in 
an evolutionary context, or as an evolutionary classifi cation. 
Nevertheless, this theory fl ourished for a while, greatly benefi ting 
from rapid advances in informatics. 

 A crucial change in the way botanists practice taxonomy 
occurred with the development of the cladistic theory and recon-
struction of phylogenies—using diagrams called cladograms—to 
infer the evolutionary history of taxa. Willi Hennig (1913–1976) 
initiated this revolution with his book “Grundzüge einer Theorie 
der Phylogenetischen Systematik,” published in 1950 [ 27 ], but his 
ideas were much more widely diffused in 1966 with the English 
translation entitled “Phylogenetic Systematics” [ 28 ]. The primary 
principle of cladism, or cladistics, is not to use the overall similarity 
among taxa to reconstruct the phylogeny, since similarity does not 
necessarily refl ect an actual close evolutionary relationship. Instead, 
Hennig only based the phylogenetic classifi cation on derived char-
acters, i.e., the characters that are only inherited from the last com-
mon ancestor to two taxa—as opposed to the primitive characters. 
Every taxonomic decision, from a species defi nition to a system of 
higher classifi cation, was to be treated as a provisional hypothesis, 
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  Fig. 4    Illustration from “Monophyletischer Stammbaum der Organismen” (Haeckel 1866): plants form one of 
the three main branches of the monophyletic genealogical tree of organisms       
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potentially falsifi able by new data [ 29 ]. This new method benefi ted 
from an increasing diversity of sources of characters to be considered, 
thanks to the important technological advances accomplished in 
the 1940s and 1950s in cytology, ecology, and especially in genetics. 

 The discovery of the double helical structure of the DNA mol-
ecule in 1953, by James Watson and Francis Crick, followed by the 
possibility to target specifi c fragments of the genome for selectively 
amplifying DNA—the polymerase chain reaction (PCR) was 
invented by Karry Mullis in 1986 [ 30 ]—has dramatically changed 
biology. In particular, the introduction of DNA sequence data has 
been era-splitting for plant taxonomy, offering access to numerous 
characters and statistical approaches. Thus, at the turn of the 
twenty-fi rst century, the use of molecular data and new tree- 
building algorithms—with probabilistic approaches—led the 
Angiosperm Phylogeny Group (APG) to better circumscribe all 
orders and families of fl owering plants [ 31 – 33 ] and to improve to 
a great extent our understanding of the classifi cation based on evo-
lutionary relationships. Many long-standing views of deep-level 
relationships were drastically modifi ed at the ordinal level and to a 
lesser extent at the familial level. One of the most striking changes 
is the abandonment of the long-recognized monocot-dicot split, 
since Monocots—class Liliopsida—were found to be derived from 
within a basal grade of families that were traditionally considered as 
dicots—class Magnoliopsida. Thus, the more or less intuitive clas-
sifi cations proposed since the beginning of the twentieth century 
[ 34 – 38 ] have progressively been less used, as a consequence of the 
modifi cations brought to the classifi cation by molecular results [ 39 ]. 

 Taxonomy took advantage of molecular data not only for 
improving plant classifi cation or species delineation, but also for 
species-level identifi cation with the development of the DNA bar-
coding initiative since the early 2000s. DNA barcoding is based on 
the premise that a short standardized DNA sequence can allow 
distinguishing individuals of different species because genetic vari-
ation between species is expected to exceed that within species. It 
was fi rst promoted by Paul Hebert for animals [ 40 ] and later sup-
ported by international alliances of research organizations like the 
Consortium for the Barcode of Life (CBOL;   http://barcoding.
si.edu    ) that includes a plant working group, or the China Plant 
Barcode of Life Group. 

 The long history of plant taxonomic research and its numerous 
contributors, for both theoretical concepts and the practical 
 accumulation of knowledge, allowed the development of an inde-
pendent, complex, and sound hypothesis-driven scientifi c disci-
pline that explores, describes, documents the distribution, and 
classifi es taxa. It is clearly not restricted to, e.g., identifying speci-
mens and establishing species lists, but it nevertheless also provides 
basic knowledge that is required to address a wide range of research 
questions and serve stakeholders in government agencies and 
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international biodiversity organizations (for management of 
agriculture pests, development of new pharmaceutical compounds, 
control of trade in endangered species, management of natural 
resources, etc. [ 29 ,  41 – 45 ]   ). However, taxonomy is faced with the 
enormous existing plant diversity, and one still unanswered question 
resides in the extent of plant diversity: how many species are there 
on Earth?   

4    Plant Taxonomy Today: Current Challenges, Methods, and Perspectives 

  Linnaeus’  Species Plantarum , published in 1753, was one of the 
fi rst key attempts to document the diversity of plants on a global 
scale [ 16 ]. In this work, Linnaeus recognized more than 6,000 
species but erroneously concluded that “the number of plants in 
the whole world is much less than commonly believed, I ascer-
tained by fairly safe calculation […] it hardly reaches 10,000” [ 16 ]. 
Later on, in 1824, the Swiss A. P. de Candolle, in his  Prodromus 
Systematis Naturalis Regni Vegetabilis  [ 46 ], aimed to produce a 
fl ora of the world: he included 58,000 species in seven volumes. 
Today, we know that the magnitude of plant diversity is much larger, 
although we are uncertain of the exact number of plant species. 

 There are two questions in estimating the total number of 
plant species: the fi rst one is how many species have already been 
described; the second one is how many more species are presently 
unknown to science. 

 Our uncertainty about the number of described species is 
mostly due to the fact that taxonomists sometimes gave different 
names to the same species inadvertently, especially in the past due 
to poor communication means between distant scientists. This led 
to the existence of multiple names for a single biological entity, a 
phenomenon called synonymy. As a consequence, we know that 
more than 1,600,000 vascular plant names were published, as evi-
denced by the International Plant Names Index (IPNI) [ 47 ], but 
they would actually represent only 223,000–422,000 accepted 
species—depending on the method of calculation [ 43 ,  48  and ref-
erences therein  49 ,  50 ]. In addition, the disagreement on a single 
species concept ( see   Note 1 ) among plant taxonomists means that 
species counts can easily differ by an order of magnitude or more 
when the same data are examined by different botanists [ 51 ]. This 
leads to a taxonomic infl ation, i.e., an increased number of species 
in a given group that is not due to an actual discovery of new spe-
cies [ 52 – 54 ]. In practice, this can occur when, e.g., different bota-
nists do not recognize the same number of species in a given 
taxonomic group—the “splitters” vs. the “lumpers”—or when one 
botanist describes subspecies while another one elevates them to 
the rank of species. 

4.1  How Many Plant 
Species Are There?
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 The estimation of the total number of plant species on Earth is 
also obviously hampered by our uncertainty about the extent of 
the unknown plant diversity: how many more species are there to 
discover? The exploration of plant diversity allows the discovery of 
ca. 2000 new plant species every year [ 43 ,  44 ,  55 ] although part of 
which may turn out to be synonyms based on future thorough 
monographic revisions. Based on a model of the rates of plant spe-
cies description, Joppa et al. [ 56 ] estimated that there should be an 
increase of 10–20 % in the current number of fl owering plant spe-
cies. This means that, based on the estimation of 352,000 cur-
rently known fl owering plant species [ 43 ], they predicted the 
actual diversity between 390,000 and 420,000 species for this 
group. Meanwhile, Mora et al. [ 57 ] used higher taxonomy data, 
i.e., they extrapolated the global number of plant species based on 
the strong negative correlation between the taxonomic rank and 
the number of higher taxa—which is better known    than the total 
number of species. As a result, focusing on land plants, they sug-
gested an expected increase of 38 % in the number of species, from 
215,000 in Catalogue of Life [ 58 ] to 298,000 predicted species. 

 These numbers make clear that our knowledge of plant diver-
sity is still very incomplete and that even estimates of its magnitude 
remain highly controversial and speculative, highlighting the need 
for more taxonomic studies.  

  At the Sixth Conference of the Parties to the Convention on 
Biological Diversity (CBD) held in 2002, more than 180 countries 
adopted the Global Strategy for Plant Conservation (GSPC). It 
included 16 specifi c targets that were to be achieved by 2010, with 
the goal to halt the loss of plant diversity [ 43 ]. The Strategy was 
updated in 2010 (at the tenth meeting of the Conference of the 
Parties), and it is now implemented within the broader framework 
of the Strategic Plan for Biodiversity 2011–2020. The fi rst and 
most fundamental target of the Strategy was initially to complete a 
“widely accessible working list of known plant species, as a step 
towards a complete world fl ora” [ 43 ,  55 ]. After the completion of 
this list in 2010 [ 49 ], Target 1 was slightly modifi ed to developing 
“   an online fl ora of all know plants” (  http://www.cbd.int/gspc/ 
targets.shtml    ). This target aims to provide baseline taxonomic infor-
mation, i.e., a list of the accepted names for all known plant species, 
linked to their synonyms but also to biological information such as 
geographic distribution and basic identifi cation tools. Since species 
are basic units of analysis in several areas of biogeography, ecology, 
and macroevolution and also the currency for global biodiversity 
assessments [ 59 ], the lack of such taxonomic information is a criti-
cal bottleneck for research, conservation, and sustainable use of 
plant diversity [ 43 ] and was called the “taxonomic impediment” at 
the Second Conference of the Parties to the CBD (decision II/8). 
This is especially critical at a time when biodiversity faces its sixth 
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extinction crisis: most newly described species occur in hotspots of 
diversity, often in tropical dense forests, where protected areas are 
scarce, the level of habitat destruction (due to anthropic activities) 
is high, and the impact of climate change is strong. Newly described 
species are also likely to be characterized by locally low abundance 
and small geographic ranges, enhancing their risk of extinction 
[ 60 ]. Therefore, botanists must engage into a race to describe and 
name species before they go extinct. This is especially true since 
plants still lag far behind many animal groups in contributing to 
global conservation planning, despite their essential role in struc-
turing most ecosystems [ 61 ]. In addition to the major conserva-
tion concern, there are a multitude of possible concrete examples 
of benefi cial application of taxonomic discovery such as the identi-
fi cation of new wild species adaptable for agriculture, timber or 
fi bers, new genes for enhancement of crop productivity, and new 
classes of pharmaceuticals. Also, basic taxonomic knowledge is a 
prerequisite to monitor and anticipate the spread of invasive plants 
and to better understand ecosystem services [ 42 ,  44 ]. 

 Several factors limit the effi ciency of botanists in documenting 
plant diversity. However, recent improvements and future optimis-
tic perspectives must also be underlined, and numerous contribu-
tions have been made to imagine and propose what the “taxonomy 
for the twenty-fi rst century” should and could be ( see  refs. [ 29 ,  62 ] 
and the whole theme issue of the  Philosophical Transactions of the 
Royal Society of London, Series B , that they coordinated;  see  also 
refs. [ 63 – 65 ]). 

 First, one limiting factor is the general lack of funding and, in 
particular, the lack of resources devoted to the basic fi eld activity of 
collecting new material [ 51 ,  62 ,  63 ,  66 ]. Field explorations are 
also made diffi cult by practical limitations such as ease of access to 
remote areas or safety concerns in some parts of the world that may 
be politically unstable [ 41 ,  42 ,  55 ]. However, we currently know a 
renewed age of exploration and discovery, supported by several 
national or international initiatives. This is particularly true in the 
United States, where the “Planetary Biodiversity Inventories: 
Mission to an (Almost) Unknown Planet” program, launched in 
2003, aims to complete the world species inventory for some 
selected taxa, with individual project awards of ca. US$3 million 
over a 5-year duration (http://nsf.gov/pubs/2006/nsf06500/
nsf06500.htm) [ 51 ,  67 ]. In Europe, several major museums and 
botanical gardens established the Consortium of European 
Taxonomic Facilities (CETAF) in 1996, which in turn created the 
European Distributed Institute of Taxonomy (EDIT) in 2006, for 
a 5-year period, under the European Union Sixth Framework 
Programme. This worldwide network of excellence brought 
together 29 leading European, but also North American and 
Russian institutions with the goal to increase both the scientifi c basis 
and capacity for biodiversity conservation. Developing countries 
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also participated to this international effort by developing either 
national or multinational similar programs, e.g., in Brazil, Mexico, 
and Africa [ 68 ]. On a global scale, the Global Taxonomic Initiative 
(GTI) was launched in 1998 by the Conference of the Parties to 
the CBD and was later related to the GSPC, in order to remove or 
reduce the “taxonomic impediment.” In addition to institutional 
breakthroughs, modern means of travel have facilitated access to 
remote places where many species occur. As a result, although 
today botanical expeditions could probably not be as prolifi c as 
those reported during the great naturalists explorations of the 
eighteenth and nineteenth centuries in terms of new species 
descriptions (e.g., in 1770, Sir Joseph Banks collected specimens 
representing as many as 110 new genera and 1,300 new species in 
Australia; White 1772 in 55), important discoveries occurred in 
the recent past and provide evidence for the vitality of contempo-
rary botanists: for instance, the Malagasy endemic  Takhtajania 
perrieri  (Capuron) Baranova and J.-F. Leroy (Winteraceae) was 
fi rst collected in 1909 and thought to have gone extinct but was 
rediscovered in 1994 [ 69 ], i.e., almost 90 years after its fi rst collec-
tion. Other examples suggest that some showy, sometimes abun-
dant, plants still remain to be described, even in geographical areas 
that are supposed to be well prospected: a new genus and species 
of conifer, Wollemia nobilis W. G. Jones, K. D. Hill, and J. M. 
Allen, was observed in the 1990s only ca. 150 km from Sydney 
(Australia) and was shown to belong to a well-known family of 
charismatic trees (Araucariaceae), including only two other genera 
[ 70 ]. In 2007, Thulin and collaborators reported the discovery of 
a conspicuous and dominating tree in the Somali National Regional 
State (Ogaden) in eastern Ethiopia [ 71 ,  72 ]. This tree,  Acacia 
fumosa  Thulin (Fabaceae), covers an area as large as Crete but was 
hitherto unknown to science. The location of this species in an 
African war zone and the inaccessibility of the area probably explain 
that it had never been collected and remained undescribed so far. 
To cite a last example of recent striking botanical discovery, we can 
mention the description of a new palm genus and species from 
Madagascar,  Tahina spectabilis  J. Dransf. and Rakotoarin [ 73 ]. 
The trees grow to 18 m high and leaves reach 5 m in diameter, 
making them the most massive palms ever found in Madagascar. 
However, the small census size (less than a hundred individuals), 
limited habitat, and rare reproduction events lead to serious con-
servation concerns for the species. 

 A second crucial issue for enhancing our knowledge of plant 
diversity is the lack of taxonomic expertise. This is at least partly 
due to the lack of credit given to works of descriptive taxonomy 
(e.g., species lists, fl oras, or monographs) compared to peer- 
reviewed publications in high-impact journals [ 43 ,  66 ,  74 ,  75 ]. 
The global number of species described over time has increased 
over the past 250 years [ 56 ,  76 ], but this remains clearly not 
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suffi cient to counteract the increasing rate of species extinctions, 
and many species are at risk of disappearing before being described. 
Although taxonomists have most likely increased the effi ciency of 
their efforts since the mid-1700s, the involvement of more numerous 
people into the tasks of exploring and describing the biodiversity is 
needed. In the Unites States, the NSF’s Partnerships for Enhancing 
Expertise in Taxonomy (PEET) program allowed the training of 
new generations of taxonomists since 1995 [ 74 ,  77 ] and enjoyed 
much success. In addition, in some regions (e.g., in Costa Rica or 
Papua New Guinea), local people called “parataxonomists” con-
tribute to specimens collection and species recognition based on 
rough morphological criteria, in collaboration with taxonomic 
experts [ 42 ]. This is also in line with the growing body of “citizen 
scientists,” who are often amateurs and offer their help to accumu-
late data, e.g., on the presence/absence of a given species in a 
given region or the distribution of a morphological character across 
space. Because they are usually organized as large networks, they 
represent an immense and increasingly important workforce and 
make possible some tasks that would otherwise not have been pos-
sible because of, e.g., limited time and funding [ 76 ]. However, 
sound knowledge and experience of professional taxonomists 
remain critical [ 43 ,  62 ,  63 ,  66 ,  78 ] and capacity building in tropi-
cal countries—where the greatest diversity of life is concentrated—
should therefore be a priority [ 55 ]. 

 A third identifi ed impediment to our taxonomic knowledge 
was—and is still, to a certain extent—the problem of communica-
tion and coordination, of tracing the accumulated publication 
records, of deciphering the complex synonymy, and of chasing the 
scattered (and sometimes in poor condition) material, especially 
type specimens that are housed in herbaria around the world [ 55 , 
 62 ,  63 ]. Worldwide natural history collections contain over 350 
million plant specimens [ 79 ], and their importance has recently 
been made even more prominent by the fi nding that they house 
many new species that remain to be described [ 80 ]: researchers 
analyzing the time lapse between fl owering plant sample collection 
and new species recognition estimated that only 16 % were 
described within 5 years of being collected for the fi rst time and 
that nearly 25 % of new species descriptions involved specimens of 
more than 50 years old. The median time lag between the earliest 
specimen collection and the publication of the new species descrip-
tion in a monograph was ca. 30 years. Therefore, although one 
limiting step of species discovery may be the capacity to undertake 
fi eld work (as suggested above), the examination of existing her-
barium specimens by experts is another bottleneck. This is how-
ever now partly overcome by increased international collaborations 
and a better access to information and specimens, thanks to mod-
ern data-sharing technologies [ 43 – 45 ,  57 ,  65 ]. As an example, a 
major step is about to be accomplished, thanks to funding from the 
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Andrew W. Mellon Foundation and subsequent institutional 
 commitments to database and image name-bearing type specimens—
on which the species original descriptions are based—and deposit 
these data in the central repository JSTOR Plant Science [ 78 ]. At 
an even larger scale, several major herbaria—including the Paris 
Herbarium, which is one of the biggest/richest in the world with 
 ca.  eight million specimens of vascular plants, pers. obs.—are cur-
rently carrying out large-scale digitization of all their specimens, in 
order to make them freely available as high-quality photographs on 
the Web. In the United States, the National Science Foundation 
(NSF), through its Advancing Digitization of Biological Collections 
(ADBC) program, developed a strategic plan for a 10-year coordi-
nated effort to digitize and mobilize images and data associated 
with all biological research collections of the country in a freely 
available online platform. This will ensure increased accessibility of 
all valuable information and will be made possible by the estab-
lishment of a central National Resource for Digitization of 
Biological Collections (called iDigBio for “Integrated Digitized 
Biocollections”). 

 For a better diffusion of taxonomic revisions, Godfray [ 62 ] 
claimed the need of a “unitary web-based and modernized taxon-
omy” ( see  also ref. [ 81]    ). Without opting for such a drastic evolu-
tion, a recent revision of the International Code of Botanical 
Nomenclature (ICBN) nevertheless tends to encourage a change 
dynamics toward electronic publications: at the International 
Botanical Congress held in Melbourne in July 2011, purely elec-
tronic descriptions were judged valid for the publication of new 
species (Art. 29   ), as opposed to the previous requirement to pub-
lish in traditional, printed publication [ 82 ]. Also, whereas the cur-
rent taxonomic knowledge is mostly made available in paper format 
as monographs, fl oras, and fi eld guides, many internet taxonomy 
initiatives exist and catalogue species names, lists of museums spec-
imens, identifi cation keys, and/or other biological information. 
These websites include IPNI (  www.ipni.org    ), The Plant List (  www.
theplantlist.org    ), GBIF (  www.gbif.org    ), Species 2000/ITIS 
Catalogue of Life (  www.catalogueofl ife.org    ), Tree of Life (  www.
tolweb.org    ), and Encyclopedia of Life (  www.eol.org    ) to cite only a 
few of them ( see  refs. [ 51 ,  62 ])  

  In addition to increased efforts toward exploration in the fi eld, 
various initiatives to promote and develop taxonomic expertise, 
generalization of collaborative work, and improved access to 
natural history collections and literature, major advances in tech-
nology also provide new opportunities to facilitate and accelerate 
the rate of species discovery at a time of increasing need to monitor 
and manage biodiversity. The goal of accelerating the pace of spe-
cies discovery was made especially clear by the promoters of the 
DNA barcode initiative [ 83 ,  84 ], but more generally, the use of 
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molecular tools for taxonomic purpose emerged in the 1990s—or 
even in the 1970s if considering allozyme markers—and has quickly 
become an area of intense activity. 

 Today, most recognized species have been delineated and 
described based on morphological evidence: in general, they have 
been delimited based on one or more qualitative or quantitative 
morphological characters that show no—or very little—overlap 
with other species [ 85 ]. The initial enthusiasm for molecular tax-
onomy most probably came from the additional and complemen-
tary information that it provided. Also, molecular taxonomy 
requires an expertise that is nowadays more broadly distributed 
than that for thorough morphological investigations, it makes use 
of tools that are not specifi c to a particular group of plants, and it 
may appear more prone to scientifi c publications in peer-reviewed 
journals than more traditional, taxonomic studies. We synthesize, 
here, several other characteristics—both strengths and limita-
tions—of molecular taxonomy that one should keep in mind when 
initiating taxonomic studies using molecular tools. 

  First, it must be noted that the resemblance criterion within a 
species, on which is based the morphological approach to delimit 
species, suffers exceptions and can lead to erroneous conclusions. 
Before the various reproductive systems of plants were well under-
stood, male and female individuals from a single—e.g., dioecious—
species were sometimes described as two distinct species based on 
morphological investigations. For example, in the orchid genus 
 Catasetum  Rich. ex Kunth, plants are functionally dioecious (i.e., 
with female and male fl owers situated on distinct individuals) and 
can morphologically differ so much from each other that taxono-
mists of the nineteenth century assigned individuals of the same 
species to different genera ( Monachanthus  Lindl. and  Myanthus  
Lindl.) [ 86 ]. Other species descriptions incorporated characters 
that were in fact due to anther-smut disease caused by the fungus 
 Microbotryum violaceum  (Pers.) G. Deml and Oberw.: anthers of 
infected plants are fi lled with dark-violet fungal spores instead of 
yellow pollen [ 87 ]. As a result,  Silene cardiopetala  Franch., for 
example, was distinguished from  Silene tatarinowii  Regel by its 
dark anthers but should likely be treated as the same species. More 
generally, because the phenotype of a plant is infl uenced both by its 
genotype and by its environment—and the interaction between 
the genotype and the environment, called phenotypic plasticity—
the observations of herbarium specimens collected in the fi eld may 
be somewhat misleading. Molecular taxonomy should avoid this 
possible bias since it is based on neutral markers that are in princi-
ple independent of environmental conditions. However, the infl u-
ence of the environment is mostly true for vegetative characters 
and usually less problematic for reproductive characters. In addition, 
the use of several morphological characters should limit the problem 
since all traits are unlikely to be affected in the same way [ 88 ]. 

4.3.1  Strengths and 
Limitations of Molecular 
Taxonomy
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 Second, several studies showed that, in comparison to the 
 traditional morphological criterion for delimiting species, molecu-
lar tools sometimes allow the detection of additional, so-called 
cryptic, species that could not be distinguished on morphological 
grounds only. This may happen when species emerged in the recent 
past, due to morphological stasis or to morphological convergen-
ces [ 89 ]. The existence of such cryptic species was reported, e.g., 
on temperate or tropical plants [ 90 ,  91 ] and references therein; for 
an animal example,  see  ref. [ 92 ]. 

 Third, in addition to the primary goal of species delimitation, 
the use of genetic tools may allow to better understand the 
 evolutionary process at work within taxonomically complex groups, 
where taxa are sometimes diffi cult—or even impossible—to delin-
eate. These groups are often characterized by uniparental repro-
duction—e.g., self-fertilization or apomixis—and reticulate 
evolution, due to, e.g., hybridization and introgression, which pre-
clude the delineation of discrete and unambiguous taxonomic 
entities. In such cases—e.g., in the genera  Sorbus ,  Epipactis , and 
 Taraxacum  [ 93 – 95 ], respectively, cited in ref.  96 ]—principles of 
conservation biology suggest that the evolutionary processes that 
generate and maintain diversity should themselves be preserved 
because they are even more important than the presently observed 
taxa [ 96 ,  97 ]. In this perspective, molecular tools can yield very 
useful information, usually based on a population sampling. 

 Fourth, from a practical point of view, a key strength of molec-
ular taxonomy is that it can be performed on any life stage—even 
some that bear no or only few morphological characters such as 
seeds, seedlings, or fern gametophytes [ 98 ,  99 ]—and almost any 
type of material, e.g., leaves, cambium [ 100 – 103 ], bark [ 104 ], dry 
wood [ 105 ], and roots [ 106 ,  107 ]. Therefore, the use of molecu-
lar characters for taxonomic purposes appears especially suitable for 
organisms that require years before fl owering and/or fully devel-
oping or when access to some other key—e.g., reproductive—
characters is diffi cult. 

 The ubiquitous character of the DNA molecule in living beings 
can also become a problem, and care should be taken to only 
 isolate DNA from the target material and exclude DNAs of any 
other animal, vegetal, or fungal organisms living around or in the 
plant under study—e.g., parasitic insects, epiphyllous mosses, and 
endophytic fungi. 

 Another practical limitation of molecular taxonomy is the cost, 
as molecular lab facilities and often rather expensive consumables 
are needed. This cost may be especially limiting in developing 
countries [ 108 ,  109 ], although it is ever decreasing, thanks to the 
spread of molecular analyses that are more and more commonly 
employed and to technological advances that allow cheaper and 
less time-consuming analyses—see below. 
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 An important parameter that is shared by “traditional” and 
molecular taxonomy studies is sampling strategy and sampling 
effort. Taxonomy is based on a comparative approach that requires 
the investigation of as many specimens/samples as possible in 
order to catch all the extent of natural variation. Therefore, the 
quality of taxonomic studies partly relies on a thorough sampling 
of specimens/samples to be surveyed, and a biased sampling may 
cause erroneous conclusions. As an example,  Marsilea azorica  
Launert and Paiva, which was thought to be a local endemic and 
critically endangered species of the Azores archipelago, was recently 
shown to be conspecifi c to an Australian native species that is 
widely cultivated and invasive in Florida,  Marsilea hirsuta  R. Br. 
[ 110 ]: because the spread of  M. hirsuta  out of Australia was not 
documented when the  Marsilea  specimens from the Azores were 
examined by Launert and Paiva in 1983 [ 111 ], the botanists did 
not include the Australian taxa into their survey and erroneously 
described the species as new to science. 

 On more theoretical and conceptual grounds, some claim that, 
in comparison with “traditional”—typically morphology-based—
taxonomy, the use of molecular tools may avoid bias due to the 
subjectivity of a given taxonomist, who could have a priori ideas on 
species delimitation. However, the acquisition of a molecular data-
set also implies some more or less subjective choices, e.g., on the 
distinction of orthologs vs. paralogs, on defi ning character homol-
ogy when sequences of different lengths must be aligned to form a 
square matrix, or on the statistical analysis to carry out after the 
data are produced ( see  refs. [ 88 ,  112 – 114 ]); the latter choice, on 
data analysis, is closely related to the adoption of a given species 
concept ( see   Note 1 ). Also, because our current technological 
capacities do not allow the routine inclusion of the whole genome 
in taxonomic analyses, choices must be made on the genomic 
compartment(s) to survey—nuclear, mitochondrial, or chloroplas-
tic—the molecular technique(s) to use and the precise, individual 
marker(s) to consider (Chapter   2    ). The choice of a limited number 
of markers is required, in practice, although multiple independent 
loci might often be necessary to solve the possible disagreement 
between gene trees and species trees and to uncover the common 
reticulate evolution—due to horizontal DNA transfer, hybridiza-
tion, and polyploidization events—and incomplete lineage sorting 
in plants [ 51 ,  88 ,  114 – 116 ]. The extent of genome coverage by 
molecular markers is partly dependent on the molecular technique 
that is used, and there is often a trade-off between the possibility—
due to time and cost limitations—of surveying numerous markers 
and the information content provided by each marker. For exam-
ple, it is usually achievable to include a large number of anonymous 
markers based on length polymorphism—such as RAPD or AFLP 
markers—but the number of DNA regions that could be sequenced, 
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representing highly informative data, is much more limited with 
the traditional Sanger method. However, rapid advances in next- 
generation sequencing (NGS) technologies have resulted in a huge 
cost reduction and offer incredible new opportunities for produc-
ing billions of base pairs of accurate DNA sequence data in a few 
hours [ 117 – 119 ]. Studying whole chloroplast genomes or multi-
ple nuclear loci may therefore become routine even in non-model 
species and would obviously revolutionize plant molecular taxon-
omy. Then, the main bottleneck would probably be cleaning up 
and assembling the sequence reads to generate useable data, and 
major improvements in bioinformatics would be needed to deal 
with such huge amounts of data [ 117 ,  118 ]. 

 Another limitation of molecular taxonomy is the possible lack 
of genetic divergence when sister species have very recent origins 
because they will share alleles due to recent ancestry and, if repro-
ductive isolation is not complete, to ongoing gene fl ow—i.e., 
hybridization. This lack of genetic variation can nevertheless be 
accompanied by some level of morphological differentiation, lead-
ing to the exact symmetrical situation to cryptic taxa—where one 
could observe genetic but no morphological distinction; see above. 
The absence or extremely weak genetic divergence was observed, 
e.g., in the young and species-rich neotropical genus  Inga  Mill. 
(Fabaceae) [ 120 ], and striking examples of such morphological 
diversifi cation but weak genetic variation are also provided by cases 
of adaptive radiations, where species rapidly adapt to different 
environments—e.g., in the Hawaiian silverswords (Asteraceae) 
[ 121 ], the Asian genus  Rheum  L. [ 122 ], or the widespread colum-
bine genus  Aquilegia  L. [ 123 ]; for more examples,  see  ref. [ 124 ]. In 
such cases of recent diversifi cation, the delimitation of species will 
usually be based on allele frequency changes rather than diagnostic 
changes [ 125 ] and can benefi t from recently developed coalescent- 
based methods (e.g., refs. [ 126 ,  127 ]). The time required for genetic 
divergence to build up after speciation will depend on the mutation 
and fi xation rates—and the fi xation rate depends on the number of 
reproductively effective individuals. Because of different fi xation 
rates between (diploid) nuclear and (haploid) organelle genomes, 
studies based on nuclear vs. organelle DNA markers may yield 
contrasted results on species limits. Such contrasted results are also 
made likely by the horizontal organelle DNA transfers that occa-
sionally occur, especially among closely related species. 

 Molecular markers can also suffer from homoplasy, i.e., mark-
ers can show similar character states that, however, do not derive 
from a common ancestor. In this case, they do not inform on the 
genealogy of taxa and, because they do not refl ect a shared evolu-
tionary history, they may be misleading on evolutionary and, as a 
consequence, on taxonomic relationships. This is especially prob-
lematic for highly variable markers—such as microsatellites—and 
for DNA sequences that are only composed of four types of 
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monomer (A, C, G, and T): as a result, a substitution at any one 
position has a high probability of being a reversal or a convergence, 
i.e., of being homoplasic [ 88 ,  114 ]. It is therefore critical to take 
this caveat into account when analyzing and interpreting molecular 
data. 

 Another drawback of molecular taxonomy is that name- bearing 
type specimens often do not permit DNA analyses because of non-
optimal drying and storage conditions, resulting in DNA deterio-
ration [ 128 ]; the same limit also obviously applies to most plant 
fossils, which do not contain DNA. Consequently, a comparison of 
the supposedly new species with known species may not be possi-
ble on a molecular basis and prevent a rigorous taxonomic, com-
parative approach. As part of their “plea for DNA taxonomy,” 
Tautz et al. [ 125 ] proposed to identify neotypes for all known spe-
cies in cases of unavailable genetic information from the original 
types so that these neotypes could constitute new reference records 
for further studies. However, this proposal received very limited 
support ( see  refs. [ 112 ,  129 ]). Besides, recent progresses have been 
made in the extraction of DNA from herbarium specimens [ 130 , 
 131 ] and the genetic analysis of such material will very likely ben-
efi t from NGS technologies ( see  Chapter   4    ) [ 119 ]. But so far, given 
the usually low-quantity and often degraded DNA that is extracted 
from herbarium specimens, the most commonly employed molec-
ular techniques are microsatellite markers—because their short 
length makes amplifi cation more likely than that of longer DNA 
stretches ( see  ref. [ 132 ])—and organelle DNA sequencing, because 
their multiple copies per cell represent more abundant template 
DNA for PCR than nuclear loci. Most of the published studies 
report the successful exploitation of specimens up to ca. 100–150 
years old, with DNA sequences produced usually ca. 500 pb long 
[ 133 – 137 ]. But the kind of material—e.g., presence of PCR- 
inhibiting substances [ 138 ]—and the speed and method of drying 
appear more important than the actual age of the sample [ 133 –
 135 ,  139 ], and some botanists managed to obtain DNA sequences 
from even older specimens and/or longer DNA regions, e.g., 
Ames and Spooner sequenced ca. 440-bp DNA fragments from 
potato material from the early eighteenth century [ 140 ], and 
Andreasen et al. [ 139 ] sequenced 800-bp DNA fragments from a 
specimen collected in the late eighteenth century. The successful 
use of aged seeds has also been reported [ 130 ,  141 ].  

  The use of molecular data in plant taxonomy has been era-splitting 
and highly successful in many instances, but we also highlighted 
some limits and cautions to consider when adopting this approach. 
Most importantly, a species description solely based on molecular 
evidence would obviously seem critically disconnected from the 
natural history of the species, e.g. its life-history traits, ecologi-
cal requirements, co-occurring species, and biotic interactions. 

4.3.2  The Defi nitive 
Need for an Integrative 
Taxonomy
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As such, molecular tools may indeed accelerate the rate of species 
discovery but would actually be a poor contribution to our knowl-
edge and understanding of plant diversity and evolution. Such a 
use of molecular taxonomy could even end up with the exact oppo-
site of the expected outcome if funders only aim to basically delin-
eate and count species with no other ambition; indeed, gathering 
further biological information is an essential prerequisite to make a 
general use of the taxonomic knowledge, effi ciently preserve the 
existing diversity, and allow its continued evolution. Botanists have 
long realized this and promoted the use of multiple independent 
sources of data and/or the use of several analytical methods on the 
same dataset to corroborate the delimitation and provide a thor-
ough and detailed description of species. As early as 1961, Simpson 
(p. 71) wrote “It is an axiom of modem taxonomy that the variety 
of data should be pushed as far as possible to the limits of practica-
bility” [ 6 ]. In agreement, Alves and Machado [ 142 ] wrote that 
“Taxonomy should be based on all available evidence.” This aware-
ness gave rise to the advent of what is now called “integrative tax-
onomy,” where taxonomic hypotheses are cross-validated by 
several lines of evidence [ 29 ,  114 ,  142 – 147 , and many others]. As 
sources of relevant characters, many fi elds of biology might con-
tribute to taxonomic studies: they include morpho- anatomy which 
takes advantage of new techniques such as scanning electron 
microscopy (SEM), remotely operable digital microscopy, com-
puter-assisted tomography, confocal laser microscopy, and auto-
matic image processing for morphometry [ 147 ,  148 ] and 
cytogenetics— see  Chapters   14     –   16    —but also palynology, physiol-
ogy, chemistry (production of secondary compounds), breeding 
relationships, and ecological niche modelling. We are not aware of 
currently available examples in plant taxonomy, but for animals,  see  
refs. [ 149 – 151 ]. Other sources of information will also most prob-
ably be more widely used in the future, such as transcriptomics 
[ 152 ,  153 ], metabolomics [ 154 ], proteomics [ 88 ], and even phe-
nomics. Munck et al. [ 155 ] showed, in barley, that the fi ngerprint 
of a near-infrared spectrum from an individual represents a coarse- 
grained overview of the whole physiochemical composition of its 
phenome, with the phenomic profi le resulting from the combined 
effects of the entire genome, proteome, and metabolome [ 156 ]. 
The diversity of approaches involved in modern plant taxonomy is 
consistent with the observations by Joppa et al. [ 76 ] that (1) 
today’s biologists who describe species are not only contributing 
to the fi eld of taxonomy but also active in other fi elds/disciplines 
and (2) that most new species are nowadays described by several 
authors, whereas descriptions by a single author were common 
around 1,900. 

 It is also clear that end users of taxonomy such as conservation 
planners need an operational, character-based, and cheap way to 
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discriminate species [ 84 ,  108 ,  142 ]. This could tend to diminish 
the perceived potential of molecular taxonomy, but in this 
 perspective and in spite of the shortcomings that we have just 
underlined, molecular taxonomy obviously has a great role to play. 
DNA can aid to delimit taxa and to group specimens among which 
to fi nd morphological—or other types of—affi nities in further 
investigations ( see  refs. [ 157 ,  158 ]). Such clusters of individuals, 
characterized by close genetic relationships, are sometimes referred 
to as “molecular operational taxonomic units” (MOTU) [ 159 ], 
before their genuine taxonomic status is evaluated by gathering 
additional data. Markmann and Tautz [ 160 ] called this approach, 
based on an initial molecular assessment, the “reverse taxonomy” 
( see  also refs. [ 143 ,  144 ]). The fruitful link between “traditional” 
and molecular taxonomy should be accompanied by an analogous 
link between herbarium vouchers, plant samples for DNA extrac-
tion, and DNA extracts [ 161 ,  162 ]. The curation of such collec-
tions and the maintenance of a dynamic link between them will 
provide a long-lasting and reliable framework for taxonomic inves-
tigations and will permit the critical reevaluation of taxa delimita-
tions at any time, based on both herbarium and DNA material. 

 Duminil and Di Michele [ 88 ] reviewed studies comparing spe-
cies delimitations based on morphological traits and molecular 
markers. They found both cases of congruence and incongruence 
between the two types of data. As suggested above, cases of incon-
gruence were due either to stronger molecular discrimination 
between species—suggesting the existence of cryptic species—or, 
on the contrary, to stronger morphological differentiation, due to 
processes like local adaptation, phenotypic plasticity, or neutral 
morphological polymorphism (e.g., ref. [ 163 ]). Confl icting results 
often trigger more in-depth studies using as many loci as possible 
and, if possible, loci that originate from different genomes, with 
the goal to better understand the patterns and processes of plant 
evolution and diversifi cation ( see  refs. [ 164 – 170 ];  see  also Chapters 
  17     –   18     for practical case studies). 

 Taxonomic circumscriptions are scientifi c hypotheses, which 
are ideally validated by evidence from multiple sources, and 
molecular methods offer the opportunity to yield high-potential 
information. However, there is not a single, best method to be 
used in all plant groups and the molecular taxonomist will have to 
face multiple questions: before anything, it is necessary to identify 
the optimal sampling strategy, the most suited genomic 
compartment(s) to examine, the right technique(s) to use, and 
the adequate method(s) of statistical analysis to extract the rele-
vant information about species limits and relationships [ 113 , 
 114 ]. In addition to the complementarity of “traditional” and 
genetic approaches, molecular taxonomy itself will often require 
to gather and compare patterns based on several types of 
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data—e.g., nuclear vs. cytoplasmic markers or markers with 
 different rates of evolution. The goal of this book is to present the 
possible alternatives of molecular taxonomy, their practical impli-
cations in the lab, current analytical tools that are available, and 
theoretical consequences for data interpretation. The empirical 
and analytical approaches used for a molecular taxonomic study, 
together with the conclusions drawn from the data, will also obvi-
ously depend on the species concept that is adopted and on the 
choice of operational criteria to delimit species ( see   Note 1 ). After 
taxa delimitation and description, a further goal of taxonomy is to 
propose a natural classifi cation using phylogenetic reconstruction 
methods— see  Chapter   13    .    

5    Notes 

   Species Concepts and Contemporary Criteria for Species Delimitation 

   1.    Species delimitation obviously depends on what a species is, 
and, although the species is often seen as the fundamental unit 
of evolution, its defi nition has long remained highly debated. 

 The existence of species itself is somewhat controversial, 
especially in plants where asexuality, hybridization, and poly-
ploidy may render the defi nition and delimitation of species 
complex and fuzzy. Some argue that species are “arbitrary 
constructs of the human mind,” while others claim that they 
are objective, discrete entities. Reviewing the available data 
(both in plants and animals), Rieseberg et al. [ 171 ] showed 
that discrete phenotypic clusters exist in most genera (>80 %), 
although the correspondence of taxonomic species to these 
clusters is poor (<60 % and not different between plants and 
animals). In addition, crossability experiments indicate that as 
much as 70 % of plant taxonomic species and 75 % of plant 
phenotypic clusters correspond to reproductively indepen-
dent lineages. 

 The proliferation of alternative species concepts really 
started in the 1970s. It gave rise to several decades of debate 
and taxonomic instability because many concepts were 
incompatible in that they lead to the recognition of different 
species boundaries and different number of species. This was 
called the “species problem.” 

 Morphological approaches have dominated species 
delimitation for centuries, starting with the purely typologi-
cal (i.e., essentialist) pre-Darwinian view. But most contem-
porary biologists are familiar with the idea that species are 
groups of actually or potentially interbreeding natural popu-
lations, which are reproductively isolated from other such 
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groups (the “Biological Species Concept”), whether or not 
they  differ in phenotypic characters that are readily 
apparent. 

 However, another unifi ed species concept has now 
emerged. It originated as early as the beginning of the twenti-
eth century (with, e.g., E. B. Poulton), became well estab-
lished during the period of the modern evolutionary synthesis 
(with the great leaders T. Dobzhansky, E. Mayr, G. G. 
Simpson, and S. Wright), and was recently largely promoted 
by de Queiroz [ 172 ,  173 ]. This unifi ed concept reconciles 
previous, at least partially, incompatible species concepts. It 
considers species as separately evolving metapopulation lin-
eages and is called the “General (metapopulation) Lineage 
Concept.” Other properties of species, which used to be 
treated as necessary (and suffi cient) properties to recognize a 
species as such (e.g., reproductive isolation, monophyly;  see  
Table  1 ), are now only seen as different lines of evidence or 
“operational criteria” relevant to assessing lineage separation. 
The unifi ed species concept is actually not a new concept, but 
simply the clear separation of the theoretical concept from the 
operational criteria that are used for the empirical application 
of this concept.

   Operational criteria can be either tree based or non-tree 
based (e.g., direct tests of crossability, indirect estimates of 
gene fl ow, statistical clustering algorithms) [ 174 ], and new 
methods are still being developed (e.g., analyzing multilocus 
genetic data in a coalescent framework). Criteria differ in their 
suitability to some particular species (e.g., sexual vs. asexual), 
their requirements in terms of type of data and sampling, and 
their strengths and limitations. It must also be noted that 
most of them will require researchers to make some qualita-
tive judgements at some point. 

 The commonly observed incompatibility between various 
criteria stems from the fact that various properties actually 
arise at different stages in the process of speciation: as lineages 
diverge, they become distinguishable in terms of quantitative 
traits, diagnosable in terms of fi xed character states, reproduc-
tively incompatible, they evolve distinct ecologies, and they 
pass through polyphyletic, paraphyletic, and monophyletic 
stages. These changes commonly do not occur at the same 
time, and they are not even necessarily expected to occur in a 
specifi c order. De Queiroz [ 172 ] qualifi es this transition 
period, from one ancestral species to two divergent species, a 
“grey zone,” where alternative species defi nitions can come 
into confl ict. But as lineages diverge, the number of species 
criteria satisfi ed will increase and allow a highly corroborated 
hypothesis of lineage separation and species delimitation.         
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   Table 1  
  Some alternative contemporary species concepts/criteria   

 Name of the species 
concept/criterion  Defi nition of the species 

 Major 
contributor(s)  Refs. 

 Interbreeding species 
concept [forms the 
basis for the General 
(metapopulation) 
Lineage Concept] 

 A group of potentially interbreeding 
populations 

 Wright (1940); 
Mayr (1942); 
Dobzhansky 
1950 

  175 – 177  

 Isolation species 
concept a  [often called 
the biological species 
concept] 

 A group of potentially interbreeding 
populations that is reproductively 
isolated from other such groups 

 Poulton (1904); 
Mayr (1942); 
Dobzhansky 
(1970) 

  177 – 179  

 Phenetic species concept  A group that forms a phenetic cluster 
(quantitative difference) 

 Sokal and 
Crovello 
(1970) 

  180  

 Ecological species 
concept 

 A group that shares the same niche 
or adaptive zone 

 Van Vaalen 
(1976) 

  181  

 Evolutionary species 
concept a  [corresponds 
closely to the General 
(metapopulation) 
Lineage Concept] 

 A lineage (i.e., an ancestral-descendant 
sequence of populations) evolving 
separately from others and with its own 
evolutionary role and tendencies 

 Simpson (1951); 
Wiley (1978) 

  182 ,  183  

 Phylogenetic species 
concept—character 
diagnosability version 

 An irreducible (basal) cluster of organisms, 
diagnosably distinct from other such 
clusters, and within which there is a 
parental pattern of ancestry and descent 
(fi xed qualitative character) 

 The diagnostic character can be from any trait 
(e.g., morphological or molecular) and 
of any signifi cance (e.g., a single base pair) 

 Cracraft (1989)   184  

 Phylogenetic species 
concept—reciprocal 
monophyly version 

 A group that shows monophyly (consisting 
of an ancestor and all of its descendants 
and commonly inferred from the possession 
of shared derived character states) 

 Rosen (1979); 
Donoghue 
(1985); 
Mishler (1985) 

  185 – 187  

 Genealogical species 
concept 

 A group that shows monophyly for all 
(or at a consensus of) gene genealogies 
in the genome 

 Baum and Shaw 
(1995) 

  188  

 Genotypic species 
concept 

 A group recognizable on the basis of multiple, 
unlinked, inherited genetic markers 

 A pair of such genotypic clusters is 
recognizable if the frequency distribution 
of genotypes is bimodal or multimodal, 
and strong heterozygote defi cits and linkage 
disequilibria are evident between the clusters 

 Mallet (1995)   189  

 Cohesion species 
concept a  

 A group that is characterized by cohesion 
mechanisms, including reproductive 
isolation, recognition mechanisms, 
ecological selection, as well as genealogical 
distinctiveness 

 Templeton 
(1998) 

  190  

   a Combined species concepts, i.e., concepts using a combination of morphological, ecological, phylogenetic, and repro-
ductive criteria  
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    Chapter 2   

 Guidelines for the Choice of Sequences for Molecular 
Plant Taxonomy 

              Pascale     Besse    

    Abstract 

   This chapter presents an overview of the major plant DNA sequences and molecular methods available for 
plant taxonomy. Guidelines are provided for the choice of sequences and methods to be used, based on the 
DNA compartment (nuclear, chloroplastic, mitochondrial), evolutionary mechanisms, and the level of 
taxonomic differentiation of the plants under survey.  

  Key words     Nuclear DNA  ,   Chloroplast DNA  ,   Mitochondrial DNA  ,   Repeated DNA  ,   Low-copy DNA  , 
  Evolution  ,   Molecular plant taxonomy  

1      The Plant Genome and Regions Targeted for Molecular Plant Taxonomy 

 The nuclear genome in plants is very complex as in many eukary-
otes, as illustrated by the “C-value enigma” [ 1 ,  2 ]: although the 
overall haploid DNA content (C-value) increases with apparent 
biological complexity, some species have more DNA in their hap-
loid genome than some more complex organisms. Also, for a similar 
level of biological complexity, some species, such as plants, exhibit a 
surprisingly wide range of C-values (Fig.  1 ). This apparent discrep-
ancy can be in part explained by the occurrence of variable amounts 
of repetitive DNA in the genomes (Fig.  1 ), most of which is consti-
tuted by noncoding sequences [ 3 ].

    Most nuclear sequences targeted in molecular taxonomy experi-
ments belong to the category of highly repetitive DNA. Nuclear 
ribosomal RNA genes (nrDNA) are tandemly (side by side) repeated 
and located at a few loci in plant genomes [ 4 – 6 ] (Fig.  2 ). These, 
and particularly the ITS (internal transcribed spacers) [ 7 ,  8 ], have 
long been widely used for resolving plant taxonomic issues, initially 
using restriction analysis and then sequencing (Chapter   7    ). 
Microsatellite markers, also called STR (simple tandem repeats) or 
SSR (simple sequence repeats), are tandem repeats of small 

1.1  Repeated 
Nuclear DNA 
Sequences
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stretches of noncoding DNA sequences, discovered in 1989 and 
named after the discovery of minisatellite and satellite DNA which 
exhibited a similar tandem structure [ 9 ] (Fig.  2 ). Microsatellites 
are widely used for diversity    studies either as powerful single locus 
markers easily amplifi ed by PCR (Chapter   9    ) or in multi-locus 
 profi ling methods revealing regions between  adjacent SSRs (inter-
simple sequence repeats, ISSR) by PCR amplifi cation (Fig.  3 )
(Chapter   11    ).

    Transposable elements (TEs) represent another class of repeated 
DNA, but the elements are dispersed across the genome instead of 
being tandemly repeated and these also can represent an important 
part of the plant nuclear genome. Two main classes of TEs exist in 
plants: class I retrotransposons (which transpose through a RNA 
copy which is then reverse transcribed into DNA and inserted at a 
new site) and class II transposons (which are excised and transpose 
directly as DNA) (Fig.  4 ). Class I retrotransposons are more numer-
ous in genomes than class II as the original copy of the transposon is 
retained after  transposition. In maize, for example, LTR (long 
 terminal repeats)-retrotransposons represent up to 70 % of the 
nuclear genome [ 10 ]. Class I transposons (either LTR-
retrotransposons or non-LTR-SINEs (short interspersed nuclear 

  Fig. 1    Haploid genome size and composition for different plant species (graph built from data taken in [ 50 ])       

 

Pascale Besse

http://dx.doi.org/10.1007/978-1-62703-767-9_9
http://dx.doi.org/10.1007/978-1-62703-767-9_11


41

elements)) are now commonly used for phylogenetic and taxonomic 
studies. Many studies use multi-locus PCR- based profi ling methods 
such as inter-retrotransposons amplifi ed polymorphism (IRAP) 
(Fig.  3 ) which amplifi es regions between adjacent LTR repeats of 
LTR-retrotransposons (Chapter   12    ). As described for eukaryotes 
[ 11 ], SINEs are considered as perfect markers and are also being 
sequenced to build robust plant phylogenies although these studies 

  Fig. 2    Tandem repeat sequences used for molecular plant taxonomy: structure and number of tandem repeats       

  Fig. 3    Multi-locus profi ling methods using either SSR or retrotransposons as anchors       

  Fig. 4    Transposable elements in plants       
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are restricted to a limited number of plant species (mainly cultivated 
species) for which SINEs have been described and  isolated [ 12 ,  13 ].

     Contrary to ribosomal DNA nuclear genes, low-copy nuclear 
genes (LCNG) do not suffer the possible disadvantages of con-
certed evolution, paralogy, and homoplasy [ 7 ,  8 ,  14 ,  15 ] that can 
be particularly limiting for taxonomic studies in recent hybrids or 
polyploids ( see  Chapter   7    ). However, care must be taken if using 
low-copy genes belonging to multigenic families for which paral-
ogy and concerted evolution issues might still be problematic [ 16 ]. 

 Despite their advantages, single-copy nuclear genes have not 
so much been used for plant taxonomy as they are much more dif-
fi cult to isolate and characterize, contrary to cpDNA or ribosomal 
nuclear DNA which has been extensively used because they are 
easily amplifi ed using universal primers [ 16 ] (Chapters   5     and   7    ). 
This situation is however changing rapidly [ 15 ,  17 ]. With the avail-
ability and affordability of new sequencing technologies [ 18 ], it is 
now becoming feasible to assess variations at a wide range of single 
or low-copy genes in nuclear genomes giving access to powerful 
phylogenomic analyses [ 19 ,  20 ]. Rather than sequencing complete 
genes for all accessions, single nucleotide polymorphisms (SNPs) 
can be searched for and analyzed (Fig.  5 ) (Chapter   8    ), and various 
sequence-based SNP assays can then be designed [ 21 ].

     Many molecular technologies also rely on revealing variations at 
randomly picked anonymous sequences in genomes. In such tech-
niques, the importance is not the nature of the target sequence 
itself, but rather the high throughput of the technology, which 
allows revealing numerous markers (loci) covering the genome. 
The aim is to give an as accurate as possible view of the genome 
diversity. This is the case for amplifi ed fragment length polymor-
phism (AFLP) (Chapter   11    ), randomly amplifi ed polymorphic 
DNA (RAPD) (Chapter   10    ), and associated techniques (Fig.  6 ) 
which use primers with arbitrary sequence to amplify genomic regions. 
Some multi-locus profi ling techniques use a combination of AFLP 
associated with the revelation of either SSR loci (selective amplifi ca-
tion of microsatellite polymorphic loci, SAMPL) (Chapter   11    ) or 

1.2  Low-Copy 
Nuclear Genes

1.3  Anonymous 
Sequences

  Fig. 5    SNPs in plants       
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LTR-retrotransposons (sequence-specifi c amplifi ed polymorphism, 
SSAP) (Chapter   12    ); others combine anchor primers in both SSR 
and LTR-retrotransposon conserved regions (retrotransposon- 
microsatellite amplifi cation polymorphism, REMAP) (Chapter   12    ) 
(Fig.  7 ). A new technology termed DArT (diversity array technology) 
[ 22 ,  23 ] was also recently developed. It uses high-throughput 
DNA-array technology to reveal polymorphisms between individ-
uals without any prior sequence information knowledge and is 
therefore applicable to non-model species.

      In plants, the genetic information is also carried on the mitochon-
drial as well as chloroplast genomes (organellar DNA). Although 
mitochondrial genome (mtDNA) has received little attention in 
plant taxonomic studies (but  see  Chapter   6    ) because of numerous 
rearrangements and low levels of sequence variation, chloroplast 
DNA (cpDNA) has been widely used in molecular plant phylogeny 
(Chapter   5    ) through sequencing, restriction, or chromatography.   

1.4  Organellar DNA

  Fig. 6    Markers revealed by RAPD and AFLP       

  Fig. 7    Multi-locus profi ling methods using a combination of anchors based on AFLP, SSR, or LTR       
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2    Evolutionary Considerations 

 The molecular clock hypothesis suggests that nucleotide substitu-
tions occur at a roughly constant rate between and within evolu-
tionary lineages across time [ 24 ] and has given rise to different 
models to estimate this evolutionary rate and its constancy [ 25 ]. 
According to the neutral theory of evolution, the speed of this rate 
(the amount of molecular variation accumulated over time) 
depends on the structural and functional constraints of the mole-
cule [ 26 ]. This can be illustrated by noncoding DNA molecules 
(such as introns or intergenic sequences) evolving much faster than 
coding DNA as they accumulate more variations over time. Also it 
is now well admitted that third position bases in codons evolve 
much faster than other positions due to the redundancy of the 
genetic code [ 26 ] (less functional constraint on the third position 
allows for more variations to accumulate over time). Most markers 
generated using RAPD or AFLP technology have been shown by 
genome-mapping experiments to cluster around the centromeres 
of chromosomes [ 27 – 30 ], a heterochromatin region with mainly 
noncoding sequences. Consequently, these markers often reveal an 
important amount of variation. 

 The evolutionary rate of a molecule is also driven by its evolu-
tionary mechanisms. Microsatellite markers are the most variable 
molecules known to date. They are mostly noncoding molecules and 
vary in length (due to the variation in the number of tandem repeti-
tions or VNTR) due to replication slippage (SMM model [ 31 ]), 
which occurs at a high frequency (10 −6  to 10 −2 ) in plants [ 32 ]. 
Microsatellites with shorter motifs and greater number of repeats are 
more prone to replication slippage and are thus the most variable 
[ 33 ]. ISSR, SAMPL, and REMAP markers, which use a microsatel-
lite locus as an anchor, also benefi ciate to a certain extent from the 
microsatellite length hyper-variability. Minisatellite sequences that 
tend to evolve through unequal crossing-over (IAM model [ 31 ]), 
which is a phenomenon with greater frequency than simple base 
mutations, also vary in length (i.e., number of tandem repeats) with 
great frequency. Both types of sequences have been for this reason 
used for generating powerful DNA fi ngerprints in human [ 34 ,  35 ] 
and subsequently in numerous species including plants. 

 Most tandemly repeated sequences in the genome evolve 
through what is known as “concerted evolution” or molecular drive 
[ 36 ,  37 ], which involves mechanisms such as unequal crossing- over 
or biased gene conversion. Over time, the sequences that compose 
a family of tandem repeats within an individual genome are main-
tained similar, thanks to this concerted evolution [ 6 ,  38 – 40 ]. Such 
sequences also tend to be maintained identical through close lin-
eages within a species and will therefore display a slower evolution-
ary rate than molecules without concerted evolution. 
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 In the cpDNA, like in the nDNA, intergenic noncoding 
sequences evolve faster than coding sequences. For example, by 
testing seven different sequences on a range of land plants, [ 41 ] 
classifi ed these sequences by order of variation as follows:  psb K- 
psb I  >  trn H- psb A >  atp F- atp H >  mat K >  rpo B >  rpo C1 >  rbc L, illus-
trating that cpDNA intergenic regions are more variable than 
coding regions. Globally, in plants, organellar sequences evolve 
more slowly than nuclear sequences: mtDNA evolves three times 
slower than cpDNA, which in turn evolves two times slower than 
nDNA (average synonymous substitution rates per site per year for 
mtDNA and cpDNA are 0.2–1.0 × 10 −9  and 1.0–3.0 × 10 −9 , respec-
tively [ 42 ]) (Chapter   6    ). Even the most variable of intergenic 
regions in cpDNA is less variable than nuclear ITS: ITS reveals 
2.81 % sequence divergence in a range of plant families compared 
to 1.24 % divergence for  trn H- psb A, one of the most variable inter-
genic cpDNA regions [ 43 ]. 

 Finally, class I TEs are good classifi cation criteria to evaluate 
species phylogenetic relationships; their mode of transposition 
(“copy–paste” mode) makes them numerous and implies no ambi-
guity in the ancestral state defi nition, which is, for a given locus, 
the absence of TE [ 11 ,  12 ]. Class II TEs are less appropriate for 
phylogenetic issues mainly because of their direct mode of transpo-
sition (“cut–paste” mode) which, associated with possibilities of 
horizontal transfer, can lead to erroneous classifi cations (TE phylo-
genetic trees not concordant with species phylogenetic history) 
[ 44 ,  45 ].  

3    Choice of Sequences for Molecular Taxonomy 

 These evolutionary considerations are of primary importance when 
one wants to use a DNA sequence to infer phylogenetic relation-
ships between a set of accessions. Two questions have to be consid-
ered when starting a molecular taxonomy project:

    1.    What is the degree of time divergence between the accessions 
under study? Do we want to address variations at the intra-
specifi c level (population level) or are we comparing species 
from the same genus or different genera from the same family 
or above?   

   2.    What is the evolutionary rate of the molecule that will be used 
to infer relationships between accessions?     

 The rule to keep in mind is that the further we need to go in evo-
lutionary times, the slower the molecule must evolve. Going too far 
with too much diverging sequences will lead to homoplasy (characters 
identical by state, not by descent) through convergence or reversion. 
On the opposite, slow evolving sequences will not be enough in 
discriminating for groups that have evolved recently (Fig.  8 ). 
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  Fig. 8    Illustration of the usefulness of rapidly evolving versus slow evolving 
sequences in molecular taxonomy assessment of recently or anciently diverged 
groups. The curvilinear relationship between molecular changes and time is rep-
resented theoretically starting with a constant accumulation rate (molecular clock 
hypothesis) which plateaus as a consequence of the saturation of the sequence 
over time. The faster the sequence evolves, the faster the plateau is reached       

Figure  9  illustrates this rule: if a very slow evolving sequence is 
used, it might be unable to differentiate the two hypothetical spe-
cies under study (Fig.  9a ). A sequence with an intermediate rate of 
evolution and concerted evolution would allow the identifi cation 
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of each species, but would be unable to reveal any intraspecifi c 
variability (Fig.  9b ). To reach such level of informativeness, one 
would need to use a single-copy gene (Fig.  9c ) or a microsatellite 
marker (Fig.  9d ), but the latter, due to high evolutionary rate, may 
generate homoplasy (*) which could lead to erroneous interpreta-
tions if comparing species A and B, as individual B4 would appear 
more related to species A than to individuals from species B. Such 
rapidly evolving sequences are therefore not appropriate for studying 
relationships at too high taxonomic levels.

    Guidelines for the choice of sequences to be used depending 
on the level of taxonomic divergence are illustrated (Fig.  10 ). 
It must be kept in mind that the level of taxonomic differentiation 
can vary considerably depending on the species group; therefore 
one always needs to perform preliminary tests of various sequences 
on a representative subset of accessions to assess their power in dif-
ferentiating our own individuals, species, or genera of interest.

  Fig. 9    Illustration of the differentiation power of DNA molecules depending on 
their evolutionary rates       
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4       Genetic Considerations 

 Knowledge of the mode of inheritance of the molecules under 
study is also of great importance. Nuclear sequences are inherited 
in a Mendelian fashion, with contribution from both parents. 
Organellar (chloroplastic and mitochondrial) sequences are almost 
always uniparentally inherited (generally maternally, but see [ 46 ]). 
This can have important consequences when building a molecular 
phylogeny, as individuals or species of interspecifi c origin will 
appear inconsistently on the trees generated with each type of 
markers (Fig.  11 ): a species B of hybrid origin will be grouped with 
its mother species A using cytoplasmic sequences, although it will 
appear different from it on the nuclear tree.

   AFLP, RAPD, ISSR, and other multi-locus profi ling methods 
generate >90 % dominant markers [ 47 ]. The polymorphism revealed 
is mainly due to mutations in the hybridization region of one of the 
primers, leading to either amplifi cation of the locus (presence) or null 
allele (absence of amplifi cation), i.e., a dominant system (Fig.  12 ). 
Consequently, such methods provide only biallelic markers.

   On the other hand, microsatellites are very powerful monolocus 
markers as they are multiallelic and codominant (Fig.  12 ). They are 
indeed widely used in molecular ecology and population genetic 
studies as heterozygous loci can be clearly identifi ed and allelic fre-
quencies can be calculated to test for deviations from Hardy-Weinberg 
equilibrium. One microsatellite multiallelic marker provides as much 
genetic information as four to ten biallelic AFLP markers [ 48 ]. 

 SNP markers are monolocus, codominant, but are biallelic. 
Indeed, they evolve through the infi nite sites (IAM) model: given 

  Fig. 10    General guidelines for the choice of markers to be used for plant taxonomy       
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the low rate of substitutions in genomes (the average synonymous 
substitution rate in plant nuclear genome is about 5.0–30.0 × 10 −9  
per site per year [ 42 ]), the probability of more than one mutation 
at a given site is negligible; therefore each SNP is almost exclusively 
found only with two different states among the four possible (A, 
G, C, or T). For population genetic studies, it will be necessary to 
compensate the low allelic diversity of SNP markers by increasing 
the number of studied loci (2–6 times more SNP locus are needed 
as compared to microsatellites [ 49 ] to reach the same level of 
informativeness).  

5    Analyzing Results 

 Fragment length data (different band sizes visualized and coded 
after electrophoretic separation) will only be analyzed using 
distance- based methods (e.g., UPGMA or neighbor joining), 
whereas sequence data will be analyzed either using distance-based 
methods or more powerfully using character-based methods (e.g., 
using maximum parsimony or maximum likelihood), allowing true 
phylogenetic trees to be constructed rather than phenetic trees 
(Chapter   13    ). Always remember that the tree built is a sequence 
tree, not a species trees. For all the reasons discussed above, using 
different sequences can lead to different trees refl ecting the differ-
ent evolutionary patterns of the sequences under study.  

  Fig. 11    A hypothetic phylogeny involving a hybrid species B whose maternal parent is species A       

  Fig. 12    Different genetic profi les: dominant versus codominant markers       
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6    Further Exploration: Chromosomal Organization 

 In plants, genome organization is very complex and polyploidy can 
be an important speciation mode. It will be almost impossible to 
differentiate, for example, a diploid species from a related auto-
polyploid species in a phylogenetic tree. Molecular taxonomy can 
be greatly enhanced in some taxonomic complex plant groups by 
assessing not only phylogenetic relationships but also genome 
organization to determine introgression, hybridization, or poly-
ploidization (by analyzing either chromosomes or simply genome 
size) (Chapters   14    –  16    ).     
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    Chapter 3   

 Leaf Tissue Sampling and DNA Extraction Protocols 

           Kassa     Semagn    

    Abstract 

   Taxonomists must be familiar with a number of issues in collecting and transporting samples using freezing 
methods (liquid nitrogen and dry ice), desiccants (silica gel and blotter paper), and preservatives (CTAB, 
ethanol, and isopropanol), with each method having its own merits and limitations. For most molecular 
studies, a reasonably good quality and quantity of DNA is required, which can only be obtained using 
standard DNA extraction protocols. There are many DNA extraction protocols that vary from simple and 
quick ones that yield low-quality DNA but good enough for routine analyses to the laborious and time- 
consuming standard methods that usually produce high quality and quantities of DNA. The protocol to 
be chosen will depend on the quality and quantity of DNA needed, the nature of samples, and the presence 
of natural substances that may interfere with the extraction and subsequent analysis. The protocol described 
in this chapter has been tested for extracting DNA from eight species and provided very good quality and 
quantity of DNA for different applications, including those genotyping methods that use restriction 
enzymes.  

  Key words     Blotter paper  ,   CTAB  ,   Desiccant  ,   DNA extraction  ,   Dry ice  ,   Ethanol  ,   Leaf sampling  , 
  Silica gel  

1      Introduction 

 The availability of direct polymerase chain reaction (PCR) system 
helps to amplify DNA in a few easy steps that eliminate the need 
for standard DNA extraction (isolation) protocols. A number of 
commercial companies supply kits for such direct PCR. These 
include, among others, the Thermo Scientifi c Finnzymes’ Phire ®  
Plant Direct PCR Kit, the PlantDirect™ Multiplex PCR System 
from GenScript, the Sigma-Aldrich Extract-N-Amp™ Plant Kit, 
the New England Biolabs Phire ®  Plant Direct PCR Kit, and the 
Terra PCR Direct Polymerase Mix from Clontech. Most Direct 
PCR protocols use either a small piece of plant material directly as 
template in the PCR mix or add a small volume of the dilution 
buffer containing crushed plant material in the PCR mix. Some of 
the template DNA sources for direct PCR include (a) alkali-
treated intact plant tissue [ 1 ,  2 ], (b) leaf squashes or juices [ 3 ,  4 ], 
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and (c) FTA card (Whatman Inc., Clifton, NJ). FTA card is a paper 
specially treated with chemicals that inactivates pathogens, pro-
tects the DNA from degradation, and allows the cards to be stored 
at room temperature for extended periods of time [ 5 ]. Plant tissue 
is physically crushed on the card; small discs are punched from the 
card, washed with aqueous buffers, and dried; and a small disk 
(1.2 or 2 mm in diameter) is used as templates for PCR (  http://
www.whatman.com/References/WGI_1397_PlantPoster_V6.
pdf    ). For most applications, however, a reasonably good quality 
and quantity of DNA is required, which can only be obtained 
using standard DNA extraction protocols. Therefore, a fast, sim-
ple, high- throughput, and reliable extraction protocol for genomic 
(nuclear, mitochondrial, and chloroplast DNA) or organelle DNA 
from leaves, seeds [ 6 – 8 ], roots [ 9 ], fl ower petals [ 10 ], and pollen 
grains [ 11 ] is a prerequisite for most molecular marker studies. 
This review and protocol focuses only on leaves as most molecular 
studies use leaf DNA. 

 Researchers must be familiar with a number of issues prior to 
collecting leaf samples including the molecular technique chosen 
for genotyping, the nature of the tissue to be collected (soft and 
thin leaves for mesophytes, hard and/or thick leaves for xero-
phytes, and succulent leaves), the quantity of tissue to be collected, 
the geographical distance of the sampling sites, anticipated dura-
tion of the collection mission, and the mode of transport from the 
sampling site to the laboratory. All of these factors should be con-
sidered in order to prepare suffi cient quantity of the required 
materials prior to the sample collection mission. 

 DNA can be extracted from fresh, frozen, lyophilized, pre-
served, or dried leaf samples. Fresh or fresh-frozen leaves in liquid 
nitrogen (  http://en.wikipedia.org/wiki/Liquid_nitrogen    ) are 
ideal for DNA extractions. However, it is diffi cult to immediately 
place samples in liquid nitrogen in the fi eld because (a) it requires 
a liquid nitrogen container with a wide mouth and a leakage-proof 
lid; (b) liquid nitrogen evaporates from such relatively large tank in 
a shorter period of time; and (c) there are safety concerns sur-
rounding transporting liquid nitrogen in vehicles and in air planes. 
Dry ice (  http://en.wikipedia.org/wiki/Dry_ice    ) is a solid form of 
carbon dioxide, and it can be used as an alternative to liquid nitro-
gen. Dry ice can be easily transported in Styrofoam cooler boxes 
(  http://www.mrboxonline.com    ) that are well sealed in packing 
tape. It can last up to a week in these cooler boxes, although the 
duration depends on the climatic conditions of the sampling sites, 
the quantity of samples, and the thickness/insulation of the 
Styrofoam boxes. There are little or no safety concerns for road 
transportation of dry ice when compared to liquid nitrogen. 
However, airlines are reluctant to transport dry ice. Gel pack 
(  http://www.coldchaintech.com/products/gel-packs.php    ) can 
also be used for sampling and transporting plant materials from the 
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fi eld. They last for up to a week but their heavy weight can cause 
samples to break up into pieces. Also, the cooling capacity of gel 
packs is not as good as both liquid nitrogen and dry ice. 

 Many taxonomists rely on silica gel (  http://en.wikipedia.org/
wiki/Silica_gel    ) to dry their plant samples [ 12 ]. This method is 
generally considered effective for most species as the rate of desicca-
tion is rapid enough to prevent DNA degradation. However, the 
improper use of silica gel (using too little silica gel relative to the 
amount of leaf tissue and not breaking up large leaves into smaller 
pieces) often results in DNA degradation that may not be suitable 
for applications that requires high molecular weight DNA, such as 
restriction fragment length polymorphism [ 13 ] and genotyping by 
sequencing [ 14 ]. Some researchers reported the use of sodium 
chloride/cetyltrimethylammonium bromide (NaCl/CTAB) pres-
ervation solution [ 15 ,  16 ], while others used a wide range of pre-
servative chemicals, such as ethanol, acetone, 2-propanol 
(isopropanol), diethyl ether, and ethyl acetate [ 17 ,  18 ]. Another 
option is to dry the leaves at ambient temperature by pressing them 
on blotter (absorptive tissue) paper that removes the moisture from 
the leaves. The blotter paper must be changed a couple of times 
until the samples are properly dried. We used dry ice, ethanol, iso-
propanol, NaCl/CTAB solution, silica gel, and blotter papers for 
collecting leaf samples from fi elds for eight species and extracted 
DNA after storage up to a month at room temperature except those 
samples transported in dry ice that were stored in freezers (−20 or 
−80 °C) after arrival in to the lab. All the six leaf sampling methods 
provided reasonably good DNA quality that work well for microsat-
ellite or simple sequence repeat (SSR) markers. However, the DNA 
isolated from samples collected in dry ice, silica gel, and blotter 
paper were consistently high quality (Fig.  1 ) than the preservative 
methods for applications that require restriction digestion of the 
isolated DNA. The quality of DNA isolated from NaCl/CTAB pre-
served samples was very good on agarose gels, but the ratio of 
absorbance at the 260 and 230 nm in spectrophotometers was con-
sistently lower than 1.7 for all species that we tested. Such lower 
ratios are indictions for the presence of contaminants (impurities) 
that may affect the use of DNA for some applications.

   Once the plant samples are brought into the lab, the next step 
is to prepare them for DNA extraction. Depending on the pur-
pose of the research, DNA can be extracted from a single plant or 
bulks of several plants. The heterogeneous nature of outcrossing 
species contributes to high levels of within accession or variety 
genetic variability that requires for the analysis of a large number 
of representative individuals per accession. As genotyping of a 
large number of individual samples per accession is costly and time 
consuming, several studies have used the bulked method [ 19 – 24 ] 
for quick molecular studies. Plant bulking or DNA pooling can be 
used for such purposes. In plant bulking, researchers harvest leaf 
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samples from a number of individuals from an accession and bulk 
about equal tissue from each individual to form a representative 
sample before DNA isolation. In DNA pooling, leaf samples are 
harvested separately from a number of individuals; the DNA is 
isolated independently and then mixed in equimolar amounts to 
create a representative DNA sample before any marker analysis. 
The bulking strategy signifi cantly reduces the burden of handling 
large number of samples per accession and signifi cantly reduces 
the genotyping cost. The numbers of individual plants used to 
form a bulked sample varied from 2 to 30 individuals per accession 
[ 25 ,  26 ]. The bulk sizes are often larger for outcrossing than for 
self-pollinating species, as outcrossing species are generally more 
heterogeneous within an accession. The optimal bulk size also 
depends on the sensitivity of detection of the particular marker 
technique used. However, there are still inconsistencies in terms 
of the number of individuals to be used per bulk and the number 
of bulks per accession or population. Several studies [ 19 – 23 ] used 
a single bulk of 8–15 individuals per bulk, but some studies [ 19 , 
 20 ] suggested using two bulks of 15 individuals each (a total of 30 
individuals) per accession or variety. We recently genotyped 218 

  Fig. 1    The quality of DNA extracted from leaf samples collected using different options: dry ice, 100 % ethanol, 
100 % isopropanol, silica gel, tissue paper, and NaCl/CTAB. Each sample (A, cassava; B, sweet potato; C, 
orange; D, bougainvillea; E, banana; F, grasses; G, maize; and H, papaya) was extracted in duplicate       
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open- pollinated maize varieties in two sets, with each set containing 
equal bulks of leaf tissue from 15 individuals, with 51 fl uorescently 
labeled simple sequence repeat (SSR) markers, and found high 
correlation (0.85–0.97) between the two bulks and the combined 
dataset (Semagn K, unpublished). However, bulking methods can 
complicate genotyping, allele calling, and allele frequency estima-
tion compared to individual analysis. 

 DNA extraction can be carried out using reagents prepared in 
the lab (homemade extraction buffers) or one of the several com-
mercially available DNA extraction kits. Some of the commercially 
available DNA extraction kits include the Qiagen DNeasy Plant 
DNA extraction kit (  http://www.qiagen.com/products/
genomicdnastabilizationpurifi cation/animalplantsamples.aspx    ), 
the Nucleon PhytoPure system from Nudeon Bioscience (  http://
www.gen-probe.com/pdfs/downloads/PhytoPure-datasheet.pdf    ), 
the Promega wizard genomic DNA purifi cation kit (  http://www.
promega.com/resources/articles/pubhub/enotes/wizard-
genomic- dna-purifi cation-kit-and-the-isolation-of-plant-genomic- dna                ), 
the Zymo Research ZR plant/seed DNA kits (  http://www.
zymoresearch.com/product/zr-plantseed-dna-miniprep-d6020    ), 
the Norgen genomic DNA isolation kit (  http://www.norgen-
biotek.com/display-product.php?ID=75    ), and the Bioneer ExiPrep 
plant genomic DNA kit (  http://us.bioneer.com/products/
instrument/16Proordering.aspx    ). 

 For homemade extraction buffers, there are many protocols 
available, and the protocol to be chosen will depend on the quality 
and quantity of DNA needed, nature of samples, and the presence 
of natural substances that may interfere with the extraction and 
subsequent analysis. The protocols vary from simple and quick 
ones [ 4 ,  27 – 29 ] that yield low-quality DNA but good enough for 
routine analyses to the laborious and time-consuming standard 
methods [ 30 ,  31 ] that usually produce high quality and quantities 
of DNA. Most DNA extraction protocols involve breaking 
(through grinding) cell walls and membranes in order to release 
the cellular constituents. Membrane lipids are removed using 
detergents, such as sodium dodecyl sulfate (SDS), cetyltrimethyl-
ammonium bromide (CTAB), or mixed alkyltrimethylammonium 
bromide (MATAB). The released DNA should be protected from 
endogenous nucleases, and ethylenediaminetetraacetic acid 
(EDTA) is often included in the extraction buffer to chelate mag-
nesium ions that is a necessary cofactor for nucleases. DNA extracts 
often contain a large amount of RNA, proteins, polysaccharides, 
tannins, and pigments, which may interfere on the use of the DNA 
for downstream applications. Most proteins are removed by add-
ing a protein-degrading enzyme (proteinase K), denaturation at 
65 °C, and precipitation using chloroform and isoamyl alcohol. 
RNAs are normally removed using RNA-degrading enzyme called 
RNase A. Polysaccharide-like contaminants are removed using 
NaCl and CTAB [ 31 ,  32 ]. 
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 As DNA will be released along with other compounds (lipids, 
proteins, carbohydrates, and/or phenols), it must be separated 
from others by centrifugation. The DNA in the aqueous phase will 
then be transferred into new tubes and precipitated in salt solution 
(e.g., sodium acetate) or alcohol (100 % isopropanol or ethanol), 
redissolved in sterile water or buffer    (either 10 mM Tris-HCl, 
pH 7.5–8.3 or a combination of 10 mM Tris and 0.1 mM EDTA, 
pH 8.0). Finally, the concentration of the extracted DNA should 
be measured using 0.8 % or 1 % agarose gel electrophoresis and/or 
spectrophotometer. Agarose gel is useful to check whether the 
DNA is degraded or not, but estimating DNA concentration by 
visually comparing band intensities of the extracted DNA with a 
molecular ladder or lambda (λ) DNA of known concentration is 
too subjective. A spectrophotometer measures either the intensity 
of absorbance of DNA solution or using fl uorescent dyes. The 
most commonly used technique for measuring nucleic acid con-
centration is the determination of absorbance at 260 nm. The ratio 
of absorbance at 260 and 230 nm is used as measures for the pres-
ence of contaminants or impurities that may interfere in PCR or 
restriction digestion. NanoDrop spectrophotometer is one of the 
most commonly used spectrophotometers for such purpose, but it 
is highly unreliable for applications that require accurate DNA 
quantifi cations. Nevertheless, it works for most routine applica-
tions. The major disadvantages of all absorbance-based spectro-
photometers include (a) the relative contribution of nucleotides 
and single-stranded nucleic acids to the signal, (b) the interference 
caused by contaminants that are common in DNA extraction, (c) 
the inability to distinguish between DNA and RNA, and (d) the 
inability of the method to tell the quality of the DNA that is highly 
required for certain applications. Fluorescent-based DNA quantifi -
cation using either fl uorescent spectrophotometers or plate readers 
is highly reliable, but it requires purchasing of a kit containing 
Quant-iT PicoGreen dsDNA reagent and λ-DNA (  http://es-mx.
invitrogen.com    ). The fl uorescent kit may cost up to one US Dollar 
per sample. DNA quantifi cation using spectrophotometers can be 
carried out on a single sample or on multiple samples (ranging 
from 8 to 1,536 samples at a time). 

 There are three possible outcomes to any DNA extraction: 
(a) there is no DNA; (b) the DNA appears as sheared (too frag-
mented), which is an indication of degradation for different rea-
sons; and (c) the DNA appears as whitish thin threads (good 
quality DNA) or brownish threads (DNA in the presence of oxida-
tion from contaminants such as phenolic compounds). The 
researcher, therefore, needs to test different protocols in order to 
fi nd out the best one that works for the species under investigation. 
As most laboratories currently use the 96-well plate format both 
for DNA extraction and for PCR, this protocol describes  processing 
of 192 samples (2 × 96) using 1. 2 mL strip tubes and strip caps. 
If users wish to extract fewer samples using Eppendorf Safe- Lock 
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1.5 or 2.0 mL tubes or 14–15 and 50 mL test tubes, they need to 
fi nd an optimal proportion between the quantity of leaf tissue to be 
used and the volume of the reagents needed for extraction. This 
protocol has been tested for extracting DNA from eight species 
(banana, bougainvillea, cassava, grasses, maize, orange, papaya, 
and sweet potato) and provided very good quality (Fig.  1 ) and 
quantity of DNA for different applications, including genotyping 
by sequencing.  

2    Materials 

      1.    Option 1: Preservatives—absolute ethanol, isopropanol, or 
NaCl/CTAB solution at a ratio of 3 and 35 g, respectively.   

   2.    Option 2: Desiccant—silica gel.   
   3.    Option 3: Blotter (tissue) papers.   
   4.    Option 4: Styrofoam boxes containing dry ice.      

      1.    1.2 mL strip tubes with strip caps or 96 deep well plates with 
self-closing mats.   

   2.    4 mm metal grinding balls or 3 mm tungsten carbide beads.   
   3.    Metal grinding ball dispenser (optional).   
   4.    Plate centrifuge.   
   5.    Shaking water bath.   
   6.    Fume hood.   
   7.    Dissecting scissors.   
   8.    Dissecting forceps.   
   9.    Lyophilizer or freeze dryer (optional).   
   10.    Agarose gel electrophoresis facility (including gel casting trays, 

combs, electrophoresis tank, and power supply).   
   11.    Tissue grinder (e.g., GenoGrinder or Tissue Lyser).   
   12.    DNA extraction stock solutions: 1 M Tris, pH 7.5; 0.5 M 

EDTA pH 8.0 ( see   Note 1 ); 5 M NaCl; mercaptoethanol. 
Mercaptoethanol must be used under fume hood.   

   13.    CTAB.   
   14.    CTAB DNA extraction buffer that contains 0.20 M Tris, 

pH 7.5; 0.05 M EDTA, pH 8.0; 2 M NaCl; 2 % CTAB; and 
1 % β-mercaptoethanol.   

   15.    Liquid nitrogen or dry ice.   
   16.    Single and 8-channel pipettes of different volume.   
   17.    Pipette tips of different sizes.   
   18.    Glass wares: beakers, fl asks, reagent bottles of different sizes, 

measuring cylinders of different sizes.   

2.1  Leaf Sampling

2.2  DNA Extraction
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   19.    Balances.   
   20.    Weighing boats.   
   21.    Heaters and stirrers.   
   22.    RNase A.   
   23.    Proteinase K (optional).   
   24.    Ethanol (70 % and absolute).   
   25.    Isopropanol.   
   26.    Chloroform (must be used in fume hood).   
   27.    Isoamyl alcohol.   
   28.    Gloves.   
   29.    Kleenex tissue paper.   
   30.    Double-distilled water.   
   31.    0.1× TE (10 mM Tris, pH 7.5–8.3 and 0.1 mM EDTA, 

pH 8.0).   
   32.    Agarose.   
   33.    Ethidium bromide or GelRed.   
   34.    Electrophoresis buffers: 10× Tris–borate EDTA (TBE) or 50× 

Tris–acetate EDTA (TAE).   
   35.    Size markers with known concentrations—lambda (λ) DNA, 

1 kb DNA ladder, and λ DNA-HindIII digest (optional).   
   36.    Gel documentation system (gel camera, UV tray with white 

and UV light).   
   37.    Spectrophotometer or plate reader (optional).       

3    Methods 

  Sample very young leaves from the shoot tips of a single healthy 
plant or bulks of about equal leaf tissue from several healthy plants 
per accession using one of the options described below. The three 
leaves closest to the shoot tip are the best; the younger the leaves, 
the better the DNA quality and quantities.

    1.      Sampling using preservatives : harvest very young leaves from 
the shoot tips, fold them, and put them into a 14–15 mL test 
tube. Write the sample number on a small piece of paper with 
a pencil and insert this into the tube. Add about 8 mL of 100 % 
ethanol, isopropanol, or NaCl/CTAB solution; close the caps 
tightly; and store at room temperature.   

   2.      Sampling using silica gel : harvest very young leaves from the 
shoot tips, tear or cut the leaf material into smaller pieces, and 
put them into 3 × 4 inches Ziploc bags ( see   Note 2 ). Write the 
sample number on a small piece of paper and insert this into the 

3.1  Leaf Sampling
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Ziploc bag. Add suffi cient silica gel (deep blue in color) and 
close the Ziploc bag. The ratio of leaf tissue to silica gel should be 
at least 1:5, preferably 1:10. Check the Ziploc bags at a regular 
interval, and replace the silica gel when its color changes from 
blue to pink. Keep replacing the silica gel until the blue color 
remains stable. Most leaf samples completely dry within 24 h.   

   3.     Sampling using blotter (tissue) papers : harvest small young 
leaves from the shoot tips, fl atten the leaf surface without over-
lapping the leaves, and press them on to a pile of blotter papers. 
Write the sample number on a small piece of paper and insert 
between the blotter papers. To secure the samples, fold all four 
sides of the blotter papers and staple them or insert them in 
paper bags.   

   4.     Sampling using dry ice : harvest young leaves from the shoot 
tips and put them in perforated Ziploc bags ( see   Note 3 ). Write 
the sample number on a small piece of paper with a pencil and 
insert this into the Ziploc bags. Immediately put the Ziploc 
bags with the leaf samples into a Styrofoam box containing dry 
ice. To minimize evaporation of the dry ice, always keep the lid 
(cover) of the Styrofoam box very tight by securing with a 
packing tape.      

      1.    Assemble strip tubes (eight tubes per strip) into racks (hereafter 
referred as collection tubes) and label each strip.   

   2.    Add two stainless steel grinding balls per tube and precool the 
collection tubes in liquid nitrogen or dry ice.   

   3.    Harvest about 100–150 mg of fresh leaf sample (from a single 
plant or from bulks of several plants per accession), cut into 
pieces with a scissor, and transfer (using forceps) into the col-
lection tubes ( see   Note 4 ). At all times, keep the collection 
tubes and samples in liquid nitrogen or dry ice. If a freeze 
dryer (lyophilizer) is available, freeze-dry the samples for 3–4 
days as described in the user’s manual. For leaf samples col-
lected using one of the four options described above (preserva-
tives, silica gel, blotter paper or dry ice), use an equivalent 
amount of tissue.   

   4.    Prepare a fresh CTAB DNA extraction buffer ( see   Note 5 ) and 
keep this extraction buffer in 65 °C water bath until the sam-
ples are ready for grinding.   

   5.    Sandwich each plate containing collection tubes between 
adapter plates and balance them using an ordinary weighing 
balance. Fix the sandwiched plates into the tissue grinder and 
grind the samples into fi ne powder as described in the user’s 
manual. We often grind samples by shaking for 2 min at full 
(1×) speed of strokes/min using a GenoGrinder-2000 or at 
25 Hz with a Tissue Lyser. Remove the plates, exchange the 
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position of the plates (outer plates towards inner and vice 
versa) (for fresh samples—deep in liquid nitrogen), and grind 
for an additional of 2 min ( see   Note 6 ). If the samples are not 
ground into a fi ne powder, the total grinding time can be 
increased by up to 6 min, but the shorter the grinding time, 
the better the DNA quality. Spin down tubes until the centri-
fuge reaches about    188 relative centrifugal force (RCF) to 
bring the ground tissue into the bottom of the tube. Longer 
centrifugation time makes dispersion diffi cult after adding the 
extraction buffer.   

   6.    Using 8-channel pipettes, add 600 μL of the preheated (at 
65 °C) CTAB extraction buffer per sample and tap each tube 
to disperse the powder. Alternatively, assemble the collection 
tubes in the tissue grinder and grind the samples for about 30 s 
to disperse/homogenize the powder/tissue with the extrac-
tion buffer. This time can be extended by up to 2 min if the 
tissue has not been properly ground but prolonged grinding 
causes DNA degradation.   

   7.    Incubate the collection tubes at 65 °C water bath for 30–60 min 
with continuous gentle rocking ( set the RPM between 20 and 
30; a higher rotation will result in degraded DNA ). Invert or 
gently tap tubes once in every 10 min to properly homogenize 
the tissue with the extraction buffer ( see   Note 7 ).   

   8.    Remove plates from the water bath and allow them to cool for 
5–10 min in a fume hood. Gently mix or tap the samples and 
centrifuge them for 10 min at 2312 RCF or for 5 min at 
6795 RCF.   

   9.    Prepare new collection tubes and label them.   
   10.    Remove caps and discard them. Using 8-channel pipette, 

transfer a fi xed volume of about 400–500 μl aqueous phase 
into the new collection tubes and add 500–600 μL 
chloroform:isoamyl alcohol (24:1) down the side of the tubes. 
Mix very gently with continuous rocking for about 5 min (or 
about 50 times).  DNA is very fragile ,  so do not use any stronger 
force, as it can cause degradation .   

   11.    Centrifuge at 2312 RCF for 10 min or at 6795 RCF for 5 min.   
   12.    Prepare new collection tubes and label them. Transfer the 

upper aqueous layer and repeat the chloroform:isoamyl alco-
hol wash. Centrifuge as described above.   

   13.    Transfer a fi xed volume of about 300–400 μL of the upper 
aqueous layer into fresh collection tubes.  Do not transfer the 
layer containing chloroform (any trace transfer of chloroform 
will affect PCR). If the aqueous phase of the sample looks dirty, 
repeat chloroform isoamyl alcohol wash for the third time.    

   14.    Add 600–700 μL of cold (stored at −20 °C) isopropanol 
(2-propanol) and mix very gently for about 5 min (or gently 
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invert for about 50 times) to precipitate the nucleic acid. 
 Optional step: Keep tubes in at −20 °C freezer for about 1 h, 
remove the tubes from the freezer and leave the tubes on the bench 
for about 10 min, and gently invert the tubes until whitish fl oat-
ing material appears in the tubes.    

   15.    Centrifuge at 2312 RCF for 15 min or at 6795 RCF for 10 min 
to form a pellet at the bottom of the tube ( see   Note 8 ). Discard 
the supernatant.   

   16.    Add 600 μL of 70 % ethanol; tap the tubes gently (vortex the 
tubes for 15–20 s) to let the pellet fl oat for ease in washing.   

   17.    Centrifuge at 2312 RCF for 10 min or at 6795 RCF for 5 min 
and discard ethanol by decantation.   

   18.    Repeat the ethanol wash and centrifugation. Discard ethanol 
by decantation again.   

   19.    Allow pellet to air-dry in a fume hood (or using the 37 °C incu-
bator) until the ethanol evaporates completely (until the smell 
of ethanol disappears). This takes about 30–60 min. Don’t 
overdry the pellet as it will be diffi cult to dissolve it. Any remain-
ing ethanol smell indicates the pellet is not completely dry.   

   20.    Dissolve the DNA pellet using one of the two options. 
 Option-1 : Add 100–200 μL 0.1× TE and incubate the tubes 
for about 45–90 min at 45 °C water bath with gentle rocking 
every 10 min. Make sure the pellets are completely dissolved 
with no suspended or fl oating objects. Leave the samples for 
5–10 min on the bench to cool down and add 3–5 μL RNase 
A at a concentration of 10 μg/μL, mix by gently tapping or 
inverting tubes, spin down to collect to the bottom of the 
tubes, and incubate in a 37 °C water bath (or incubator) for 
about 2 h. Denature the RNase A by incubating the collection 
tubes at 65 °C water bath.  Option-2 : Add 100–200 μL of 0.1× 
TE and 3–5 μL RNase A at a concentration of 10 μg/μL, mix 
with gentle inversion, and leave the tubes overnight at 4 °C. 
On the second day, incubate the tubes for 2 h in a 37 °C water 
bath with gentle rocking every 10 min. Denature the RNase A 
by incubating the collection tubes at 65 °C water bath.      

      1.    Assemble the gel casting trays and combs as described in the 
user’s manual.   

   2.    Prepare 0.8 % agarose gel as follows: add 0.8 g of agarose in a 
250 mL fl ask containing 100 mL of 1× TBE or TAE buffer and 
boil in a microwave oven until the agarose completely dis-
solves. Cool to about 60 °C, add 5 μL of gel stain (ethidium 
bromide or GelRed) to get a fi nal concentration of 0.5 μg/mL 
of the gel volume, and mix very gently. Carefully pour the gel 
mix into the gel casting tray and quickly remove air bubbles, if 
any, using pipette tips. Leave the gel to polymerize for 
30–60 min at room temperature ( see   Note 9 ).   

3.3  DNA Quality 
and Quantity Checks
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   3.    In 1.5 or 2.0 mL Eppendorf tube, mix 165 μL of 6x bromophenol 
blue loading dye and 165 μL double-distilled water (ddH 2 0) 
and transfer 3 μL of this mix in to each of the tubes in Costar 
plate using multichannel pipette. Add 2 μL of the DNA solu-
tion into the loading dye mix and pipette up and down to mix. 
Briefl y centrifuge the Costar plate to collect samples to the 
bottom of the tube and load all content on to the agarose gel.   

   4.    For estimating DNA concentration by comparing fl uorescent 
intensity with a known concentration of lambda (λ) DNA, mix 
2.5 μL of 1,000 ng/μL lambda DNA, 50 μl 6× bromophenol 
blue loading dye, and 122.5 μL ddH 2 0 ( see   Note 10 ). Load 
3.5 and 7.0 μL of this mix per lane to get a band with an 
equivalent concentration of 50 ng and 100 ng, respectively. 
Keep the remaining lambda DNA mix at 4 °C for use with 
other gels.   

   5.    Run the gel at 70–80 V for about 45–60 min.   
   6.    View the gel under UV light, take a picture, and save the gel 

image.   
   7.    Estimate the concentration of sample DNA by comparing the 

fl uorescent intensity of the bands with the 50 or 100 ng λ DNA.   
   8.    On the agarose gel, check whether the RNA has been com-

pletely removed before proceeding to the absorbance-based 
spectrophotometer (e.g., NanoDrop) quantifi cation. Measure 
DNA concentration using spectrophotometer. A ratio of 1.8 
for sample absorbance at A260/A280 is generally accepted as 
“pure for DNA.” A260/A230 ratio is a secondary measure of 
nucleic acid purity for the presence/absence of co-purifi ed 
contaminants. A260/A230 ratio of 1.8–2.2 is acceptable but 
lower values (<1.7) indicate the presence of contaminants that 
may interfere with downstream applications. If facilities are 
available, measure DNA concentration using Quant-It 
PicoGreen reagent as described in the user’s manual.   

   9.    Based on the estimates from agarose gel, NanoDrop, or fl uo-
rescent spectrophotometer, normalize the DNA concentration 
into 100 or 200 ng/μL. If necessary, repeat the agarose con-
centration gel to check whether the concentration of all sam-
ples after normalization is comparable by loading a mix of 2 μL 
of the normalized DNA and 1.5 μL of the 6× bromophenol 
blue loading dye and 1.5 μL of ddH 2 0.   

   10.    Prepare the required working dilutions for PCR or ship the 
stock DNA into a genotyping service provider.   

   11.    For applications that require high DNA purity, such as GBS, 
carry out a restriction digest test by randomly selecting at least 
one sample per strip (about 12 samples per plate) and make 
sure the DNA samples are completely digested.       
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4    Notes 

     1.    EDTA will not dissolve easily and it is important to add either 
a NaOH solution or pellets slowly with stirring until it com-
pletely dissolves. Adjust the pH to 8.0.   

   2.    Cutting the leaves into small pieces increases the surface area of 
the leaf that is exposed to the silica, and speeds up the drying 
process.   

   3.    For proper air circulation during freezing and thawing, the 
Ziploc bags should be perforated using paper puncher.   

   4.    Prepare the sample layout that clearly indicates the position of 
each sample on the 96-well collection tubes. Use short sample 
identifi cation names instead of long names.   

   5.    The stock solutions can be prepared and stored at room tem-
perature, but the extraction buffer should be freshly prepared 
just before DNA extraction.   

   6.    Dipping the samples into liquid nitrogen helps to produce a 
fi ne powder for samples that are not completely freeze dried.   

   7.    Before inverting the tubes, press the strip caps down so that 
the buffer won’t splash while inverting.   

   8.    Centrifugation while the tubes are still very cold will result in 
either a very small pellet or no pellet at all.   

   9.    Air bubbles distort DNA migration during electrophoresis and 
must be removed before the gel polymerizes.   

   10.    Other size markers with known concentrations, such as 1 kb 
DNA ladder and λ DNA-HindIII digest, can also be used for 
this purpose.         
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    Chapter 4   

 DNA Extraction from Herbarium Specimens 

           Lenka     Záveská     Drábková    

    Abstract 

   With the expansion of molecular techniques, the historical collections have become widely used. Studying 
plant DNA using modern molecular techniques such as DNA sequencing plays an important role in under-
standing evolutionary relationships, identifi cation through DNA barcoding, conservation status, and many 
other aspects of plant biology. Enormous herbarium collections are an important source of material espe-
cially for specimens from areas diffi cult to access or from taxa that are now extinct. The ability to utilize 
these specimens greatly enhances the research. However, the process of extracting DNA from herbarium 
specimens is often fraught with diffi culty related to such variables as plant chemistry, drying method of the 
specimen, and chemical treatment of the specimen. Although many methods have been developed for 
extraction of DNA from herbarium specimens, the most frequently used are modifi ed CTAB and DNeasy 
Plant Mini Kit protocols. Nine selected protocols in this chapter have been successfully used for high- 
quality DNA extraction from different kinds of plant herbarium tissues. These methods differ primarily 
with respect to their requirements for input material (from algae to vascular plants), type of the plant tissue 
(leaves with incrustations, sclerenchyma strands, mucilaginous tissues, needles, seeds), and further possible 
applications (PCR-based methods or microsatellites, AFLP).  

  Key words     DNA extraction  ,   Herbarium specimens  ,   Diffi cult plant tissues  ,   PCR  ,   Microsatellites  ,   AFLP  

1      Introduction 

 Hundreds of protocols for DNA preparation from various types of 
tissues have been published over the last few decades. Plant and 
mainly herbarium plant samples DNA extraction present frequently 
a challenge in the fi rst stage of each study, because of the extraction 
of any given taxon may require time consuming optimization of 
the extraction protocols. The problem of DNA extraction is crucial 
for further analyses of herbarium samples. The satisfactory quality 
of DNA is essential for the success of the whole molecular study. 
Most future molecular taxonomic studies will probably be partly or 
entirely based on DNA extracts from herbarium specimens because 
of the easy accessibility and richness of herbarium collections. 

 However, DNA isolation from dried specimens usually requires 
some modifi cations to frequently used protocols [ 1 ] because of the 
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small amount of dry herbarium tissue available. The herbarium 
material is dried and stored on herbarium sheets in packages. If the 
specimens are air-dried at up to 42 °C [ 2 ], they contain a useful 
amount of high molecular weight DNA. Air-drying is considered 
to be better than the preservation of tissues in silica gel or anhy-
drous CaSO 4  [ 2 ]. In general, old air-dried material that has not 
been treated with chemical preservatives, high temperatures, or 
microwaves has the best chance of yielding useful DNA [ 2 ] .  To 
preserve DNA well, it is necessary to dry plants as fast as possible. 
Extraction results depend on how the plant material is prepared, 
how many times the collection is disinfected, and the type of chem-
icals or procedures used. For instance, DNA was seriously degraded 
in leaves that were microwaved [ 3 – 5 ], boiled in water, or immersed 
in chemical solutions. Another important factor is the regular her-
barium treatment used to keep specimens free of pests. Fumigation 
methods have been changed from time to time [ 6 ], making it dif-
fi cult to be sure about the DNA quality. The extent of DNA deg-
radation in herbarium specimens appears to be related to the 
condition of the fresh leaf rather than the year in which it was dried 
[ 7 ] .  The DNA from herbarium specimens have been satisfactorily 
obtained from vascular plants about 200 years old and 100 years 
old from lichens. 

 Obtaining high-quality DNA depends on the extraction tech-
nique used. Traditional plant DNA extraction protocol by Doyle 
and Doyle [ 8 ] was used 6,394 times to date (e.g., cited in WoS). 
This method is widely used for herbarium material but sometimes 
with modifi cations [ 9 ,  10 ] .  Several DNA isolation techniques that 
are useful for dry plant tissue from herbarium specimens have been 
described [ 1 ,  2 ,  11 ,  12 ] .  Herbarium specimens have been fre-
quently used during the last decade [ 9 ,  13 – 21 ]. The most conve-
nient organ to sample is the leaf. However, also the seeds are 
effi cient and inexpensive source for DNA [ 22 ] .  

 There are many different protocols more or less satisfactorily 
used for DNA extraction from herbarium samples of different 
group of plants with specifi c types of tissues. It is not possible to 
present all of them in this book. I do not give detailed literature 
evidence for many different protocols used but a simple compari-
son of articles published during the last 10 years clearly shows most 
frequently used both modifi ed CTAB method [ 8 ] and DNeasy 
Plant Mini Kit (Qiagen). I selected a few of the most used proto-
cols during the last 10 years. This chapter should serve as a tool for 
projects involving DNA extraction from herbarium specimens of 
different plants. 

  One problem with extraction from herbarium specimens is a very 
low yield of plant material. Many people work with plant taxa that 
are rare or grown in inaccessible locations, making it diffi cult to 
obtain fresh plant material. The use of dried plants from historical 

1.1  Main Isolation 
Diffi culties
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collections becomes essential for representative taxonomic 
sampling. Another problem is the quantity of the suitable tissue 
available. Many plants have a very limited leaf tissue volume, and 
the sampling for a non problematic extraction (yielding a suffi cient 
amount of DNA) would cause serious damage to the herbarium 
specimen. 

 Undoubtedly, especially good homogenization is essential. 
Another crucial point is a longer and repeated precipitation. Many 
protocols for DNA extraction use liquid nitrogen for grinding the 
plant material. The homogenization of plant material is easier and 
faster, but the simultaneous processing of multiple samples in mor-
tars in one laboratory table leads to the loss of DNA and contami-
nation of the samples. When PCR products are analyzed by 
sequencing, the contamination is revealed. Other techniques, such 
as RFLP and RAPD, do not detect this type of mistake. 

 A good alternative is the use of bead mills. These cylinders 
disrupt the plant tissues in microcentrifuge tubes in the Mixer Mill 
(or Tissue Lyser) without risk of contamination. Insuffi cient dis-
ruption of starting material leads to low yield and comprised purity. 
Pulverizing plant material with a Mixer Mill is easier and produces 
DNA of more reliable quality than grinding with liquid nitrogen in 
a mortar [ 23 ] .    

2    Materials 

 Plants have cell walls mostly comprised of cellulose or some other 
complex polysaccharide or other chemical compounds or have tis-
sues with mucilaginous substances. All these compounds may 
infl uence the quality and yield of extracted DNA even in fresh sam-
ples and herbarium samples as well. Furthermore, extraction of 
DNA from herbarium specimens has always been diffi cult due to 
the preservation conditions or liquids in which specimens are 
preserved. 

              

 1  Vascular plants or conifers   Method 1  

 2  Mosses   Method 1  

 3  Lichens   Method 6  

 4  Mushrooms   Method 8  

 5  Algae   Method 7  

2.1  Key to the 
Decision Among the 
Protocols

2.1.1  According 
to Plant Group
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 1  Plant material with leaf incrustation 

or containing sclerenchyma strands 
  Method 1  

 2  Plant material containing polysaccharides 
or phenolic compounds 

  Method 4  

 3  Plant material containing mucilaginous tissues   Method 5  

 4  Plants with needles   Method 1  

 5  Seeds   Method 3  

                

 1  DNA extraction for PCR-based methods   Method 1  

 2  DNA extraction for AFLP   Method 2  

 3  DNA extraction for microsatellites   Method 9  

          1.    Manual pipettes.   
   2.    Centrifuge for microcentrifuge tubes.   
   3.    Vortex.   
   4.    Thermal heating block or water bath for incubation and pre-

heating of buffers (up to 65 ºC).   
   5.    Equipment for sample disruption and homogenization (Tissue 

Lyser or    Mixer Mill) including Tissue Lyser Adapter Set and 
cylinders (tungsten carbide beads or ceramic cylinders).   

   6.    1.5–2 mL microcentrifuge tubes.   
   7.    Disposable tips.   
   8.    Ice.   
   9.    Personal protection equipment (lab coat, gloves).      

      1.    Buffers from DNeasy Plant Mini Kit (AP1, AP2, AP3/E, 
AW, AE).   

   2.    RNase A (100 mg/mL).   
   3.    100 % ethanol.   
   4.    Tungsten carbide beads.   
   5.    QIAshredder Mini spin column.   
   6.    DNeasy Mini spin column.      

  The following are in addition to the items needed for Method 1:

    1.    Proteinase K (19.45 mg/mL).   
   2.    Mortar and pestle.   
   3.    Liquid nitrogen.   
   4.    Quartz sand.      

2.1.2  According to Type 
of Plant Tissue

2.1.3  According to Type 
of Next Procedures

2.2  General 
Equipment for all 
Protocols

2.3  Method 1: 
DNeasy Plant Mini Kit 
(QIAgen) for Plants 
with Leaves 
Containing 
Sclerenchyma Strands

2.4  Method 2: 
DNeasy Plant Mini Kit 
(QIAgen) Modifi ed 
for AFLP
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  The following are in addition to the items needed for Method 1:

    1.    Tween 20.   
   2.    Liquid nitrogen.      

      1.    STE (Sucrose–Tris–EDTA): 0.25 M sucrose, 0.03 M Tris, 
0.05 M EDTA.   

   2.    2× CTAB (cetyltrimethylammonium bromide) extraction buf-
fer: 100 mM Tris–HCl (pH = 8.0), 1.4 M NaCl, 20 mM EDTA 
(pH = 8.0), 2 % (w/v) PVPP (polyvinyl polypyrrolidone), 
0.1 % (v/v) β-mercaptoethanol (include to the solution imme-
diately prior to use).   

   3.    Chloroform.   
   4.    Isopropanol.   
   5.    80 % ethanol.   
   6.    TE buffer solution: 10 mM Tris–HCl (pH = 8), 1 mM EDTA.   
   7.    Liquid nitrogen.      

      1.    2× CTAB (cetyltrimethylammonium bromide) extraction buf-
fer: 100 mM Tris–HCl (pH = 8.0), 1.4 M NaCl, 20 mM EDTA 
(pH = 8.0), 2 % (w/v) PVPP (polyvinyl polypyrrolidone), 
0.1 % (v/v) β-mercaptoethanol (include to the solution imme-
diately prior to use).   

   2.    β-mercaptoethanol.   
   3.    SEVAG: chloroform/isoamyl alcohol 24:1.   
   4.    Ice-cold isopropanol.   
   5.    Isopropanol.   
   6.    TE Buffer : 10 mM Tris–HCl (pH = 8), 1 mM EDTARNase 

(10 mg/mL).   
   7.    2.5 M Sodium Acetate (NaOAc).   
   8.    95 % ethanol.   
   9.    70 % ethanol.   
   10.    Vacuum desiccator.      

      1.    Extraction Buffer : 1 % (w/v) CTAB, 1 M NaC1, 100 mM 
Tris, 20 mM EDTA, 1 % (w/v) PVPP.   

   2.    Precipitation Buffer: 1 % (w/v) CTAB, 50 mM Tris–HC1, 
10 mM EDTA, 40 mM NaCl.   

   3.    1.2 M NaC1.   

2.5  Method 3: DNA 
Extraction from Seeds

2.6  Method 4: 
The STE/CTAB Method 
for Microscale DNA 
Extraction from 
Polysaccharide- Rich 
Plants

2.7  Method 5: 
Modifi ed CTAB 
Adapted Method for 
Mucilaginous Tissues

2.8  Method 6: 
Modifi ed CTAB Method 
for Fungi and Lichen- 
Forming Fungi
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   4.    SEVAG: chloroform/isoamyl alcohol 24:1.   
   5.    RNase A (10 mg/mL).   
   6.    Isopropanol.   
   7.    70 % ethanol.   
   8.    TE buffer solution: 10 mM Tris–HCl (pH = 8), 1 mM EDTA.   
   9.    Liquid nitrogen.      

      1.    2 % CTAB extraction buffer: 100 mM Tris–HCl (pH = 8.0), 
1.4 M NaCl, 20 mM EDTA, 0.1 % (w/v) PVPP, 0.2 % (v/v) 
β-mercaptoethanol (added freshly).   

   2.    Binding Buffer: 6 M NaI, 0.1 M Na 2 SO 3 .   
   3.    HNO 3  (1 mL, 5 M).   
   4.    Washing Buffer: 20 mM Tris–HCl (pH 8), 1 mM EDTA, 

0.1 mM NaCl solution, 18 mL 100 % ethanol.   
   5.    TE buffer solution: 10 mM Tris–HCl (pH = 8), 1 mM EDTA.   
   6.    0.45-μm membrane fi lter (Whatman).   
   7.    Silica gel.      

      1.    Proteinase K (20 mg/mL).   
   2.    Lysis buffer (LB): 100 mM NaCl, 50 mM Tris–HCl (pH 8.0), 

10 mM EDTA (pH 8.0), 0.5 % (w/v) SDS.   
   3.    Binding buffer (BB): 6 M GuSCN, 20 mM EDTA (pH 8.0), 

10 mM Tris–HCl (pH 6.4), 4 % (v/v) Triton X-100.   
   4.    Binding mix (BM): 50 mL of ethanol (96 %) thoroughly mixed 

with 50 mL of BB.   
   5.    Protein wash buffer (PWB): 70 mL of ethanol (96 %), 26 mL 

of BB.   
   6.    Wash buffer (WB): ethanol (60 %), 50 mM NaCl, 10 mM 

Tris–HCl (pH 7.4), 0.5 mM EDTA (pH 8.0).   
   7.    TE buffer solution: 10 mM Tris–HCl (pH = 8), 1 mM EDTA.   
   8.    PCR plate (e.g., Sorenson 96-well UltraAmp).   
   9.    PALL collar.   
   10.    Glass-fi ber fi ltration (GF) membrane (Whatman).   
   11.    Aluminum cover.      

      1.    Buffers from NucleoSpin Plant II kit (PL1, PL2, PC, PW1, 
PW2, PE).   

   2.    RNase A (100 mg/mL).   
   3.    96–100 % ethanol.   
   4.    NucleoSpin Plant II Column.       

2.9  Method 7: CTAB/
HNO 3  Method for Algae

2.10  Method 8: DNA 
Extraction from Dried 
Mushrooms Using 
Enzymatic Digestion 
and Glass-Fiber 
Filtration (EDGF)

2.11  Method 9: 
NucleoSpin Plant II kit 
(Macherey- Nagel) 
Used for 
Microsatellites
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3    Methods 

  Several commercially available DNA extraction kits are very popular 
for high-quality extracted DNA and easy to use. For extraction of 
herbarium specimens, it is usually necessary to modify the manu-
facturer’s protocol. The most valuable part of the kits is silica-gel- 
membrane spin columns for convenient extraction of high-quality 
DNA especially for PCR. 

 All procedures should be carried out at room temperature unless 
different conditions are specifi ed (e.g., sample incubation on ice). 

   This extraction protocol was modifi ed for monocots [ 13 ] and is 
useful for all PCR-based applications. PCR requires only minute 
amounts of DNA; it suggests that herbarium collections will 
become more valuable as sources of material for molecular studies 
and analyses based on PCR technique [ 13 ]. However, herbarium 
samples do require special extraction and reaction conditions (the 
most crucial points are emphasized in Subheading  4 ). 

 Mechanical disruption of plant material proved to be a limiting 
step when handling multiple samples in parallel [ 23 ] .  Therefore, 
the tissue should be ground in the Mixer Mill (Tissue Lyser) with 
tungsten carbide beads or ceramic cylinders. This procedure is 
optimal for suffi cient homogenization of hard leaf structure of e.g., 
 Juncaceae ,  Cyperaceae , and  Pinaceae . This extraction is presented 
according the QIAgen protocol with a modifi cation for dried sam-
ples. These modifi cations were introduced mainly in the laboratory 
of Institute of Botany Copenhagen University (G. Petersen, per-
sonal communication).

    1.    Place 0.5–1 g of dried leaf tissue together with 3 mm tungsten 
carbide beads (2 or 3 pieces) into a 1.5 mL microcentrifuge 
tube. Place the tubes into the Tissue Lyser Adapter Set and fi x 
into the clamps of the Tissue Lyser. Grind the samples for 
1–3 min at 30 Hz ( see   Note 1 ).   

   2.    Add 450 μL Buffer AP1 and 4 μL RNase A to a maximum of 
20 mg dried disrupted plant tissue and vortex powerfully 
( see   Note 2 ).   

   3.    Incubate the mixture for 30 min at 65 °C for cell lysis. Mix 2 
or 3 times during incubation by inverting tube.   

   4.    Add 130 μL Buffer AP2 to the lysate, mix, and incubate for 
5 min on ice.   

   5.    Pipet the lysate into the QIAshredder Mini spin column placed 
in a 1.5 μL collection tube and centrifuge for 2 min at 20,000 ×  g  
(14,000 rpm) ( see   Note 3 ).   

   6.    Transfer the fl ow-through fraction from the previous step into 
a new tube without disturbing the cell-debris pellet. Usually 
450 μL of lysate is recovered ( see   Note 4 ).   

3.1  DNeasy Plant 
Mini Kit (QIAgen)

3.1.1  Method 1: DNeasy 
Plant Mini Kit (QIAgen) 
for Plants with Leaves 
Containing Sclerenchyma 
Strands
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   7.    To 450 μL lysate add 675 μL Buffer AP3/E. Reduce the 
amount of Buffer AP3/E to 1.5 volumes if different volume of 
lysate than 450 μL is obtained. Mix it by pipetting. It is impor-
tant to pipet Buffer AP3/E directly onto the cleared lysate and 
to mix immediately.   

   8.    Pipet 650 μL of the mixture from the previous step, including 
any precipitate that may have formed, into the DNeasy Mini 
spin column placed in a 2 mL collection tube. Centrifuge for 
1 min at 6,000 ×  g , and discard the fl ow-through. Reuse the 
collection tube in the next step.   

   9.    Repeat previous step with remaining sample. Discard fl ow- 
through and collection tube. Place the DNeasy Mini spin col-
umn into a new 2 mL collection tube, add 500 μL Buffer AW, 
and centrifuge for 1 min at 6,000 ×  g . Discard the fl ow-through 
and reuse the collection tube in the next step.   

   10.    Add 500 μL Buffer AW to the DNeasy Mini spin column and 
centrifuge for 2 min at 20,000 ×  g  to dry the membrane ( see  
 Note 5 ).   

   11.    Transfer the DNeasy Mini spin column to a 1.5 mL or 2 mL 
microcentrifuge tube and pipet 50 μL Buffer AE directly onto 
the DNeasy membrane. Incubate for 10 min at room tempera-
ture (15–25 °C) and then centrifuge for 1 min at 6,000 ×  g  to 
elute.   

   12.    Repeat the elution step.   
   13.    Store at −20 or −80 °C ( see   Notes 6  and  7 ).    

    This extraction protocol was modifi ed for dried vascular plants 
[ 24 ] and successfully used for AFLP.

    1.    Grind the plant tissue in a mortar with quartz sand and about 
3 mL liquid nitrogen into a very fi ne powder.   

   2.    Preheat a total of 500 μL AP1 buffer (60 °C), add to the sam-
ple, and grind until a mixture is completely homogeneous.   

   3.    After grinding add 4 μL RNase and 4 μL Proteinase K.   
   4.    Transfer the mixture to an Eppendorf tube and incubate at 

60 °C for 1 h.   
   5.    Add 150 μL AP2 buffer and follow the Qiagen extraction pro-

tocol to the fi nal step, in which elute the DNA with 50 μL 
preheated (60 °C) AE buffer.   

   6.    Store at −20 or −80 °C ( see   Note 8) .    

    This extraction protocol was modifi ed [ 22 ] for seeds of vascular plants.

    1.    Remove seed coats from seeds after a preliminary 10-min soak 
in 10 % bleach solution containing a drop of Tween 20.   

3.1.2  Method 2: DNeasy 
Plant Mini Kit (QIAgen) 
Modifi ed for AFLP

3.1.3  Method 3: DNA 
Extraction from Seeds

Lenka Záveská Drábková



77

   2.    Ground whole embryos or separated embryonic axes and 
cotyledons into a powder in the presence of liquid nitrogen.   

   3.    Extract and purify DNA using the DNeasy Mini Kit according 
to Subheading  3.1.1  or the manufacturer’s instructions.    

     The CTAB extraction methods are based on the well-established 
CTAB extraction procedure [ 8 ] .  However, there are some modifi ca-
tions for different types of plant tissues. Two protocols modifi ed for 
mucilaginous tissues and fungi and lichen-forming fungi follow. 

  This extraction protocol was modifi ed [ 25 ] for polysaccharide-rich 
plant tissues.

    1.    Place 0.5–1 g of dried leaf tissue in a microcentrifuge tube with 
a sterile grinder. Snap freeze by suspending the tube in liquid 
nitrogen and grind to a fi ne powder ( see   Note 9 ).   

   2.    Add 1 mL of freshly made STE to the ground plant tissue. 
Vortex, then centrifuge at 2,000 ×  g  for 10 min. Discard super-
natant and repeat STE wash.   

   3.    Add 600 μL of CTAB solution and incubate at 60 °C for 
40 min with occasional shaking.   

   4.    Add 600 μL chloroform and shake vigorously to homogenize. 
Pulse centrifuge to 7,000 ×  g .   

   5.    Remove upper aqueous layer with a wide-bore pipette tip into 
a new microcentrifuge tube. Add 600 μL of room-temperature 
isopropanol and invert gently.   

   6.    Leave at room temperature for 1–5 min and transfer DNA pel-
let using a wide-bore pipette tip into a microcentrifuge tube 
containing 800 μL of 80 % ethanol. Wash pellet by gently 
inverting several times. Remove DNA pellet to a new micro-
centrifuge tube and repeat ethanol wash.   

   7.    Dry the pellet and suspend in 30–60 μL of TE.    

    This extraction protocol was modifi ed [ 26 ] for plant mucilaginous 
tissues. The DNA obtained by this extraction can be used not only 
for PCR-based techniques, but also for AFLP.

    1.    Add 750 μL of 2× CTAB buffer and 3.0 μL of β-mercaptoethanol 
to Eppendorf tubes.   

   2.    Grind 0.5–1.0 g of tissue with liquid nitrogen and sterilized 
sand until fi nely powdered.   

   3.    Add a spatula-tip of powdered tissue to each tube and mix well.   
   4.    Incubate in a water bath at 55–60 °C for 1–5 h, mixing every 

15 min.   
   5.    Add 700 μL of SEVAG to each tube and mix thoroughly. 

Centrifuge at 9,240 ×  g  for 10–15 min. Transfer the aqueous 
phase to a new Eppendorf tube.   

3.2  CTAB Modifi ed 
Methods

3.2.1  Method 4: The 
STE/CTAB Method for 
Microscale DNA Extraction 
from Polysaccharide- Rich 
Plants

3.2.2  Method 5: Modifi ed 
CTAB Adapted Method for 
Mucilaginous Tissues
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   6.    Add 0.33 volume of ice-cold isopropanol and store at −30 °C 
for at least 1 h.   

   7.    Spin at 9,240–13,305 ×  g  for 10 min at room temperature. 
Discard supernatant without disturbing the pellet. Vacuum 
dry. Repeat  steps 6  and  7  two to four times if the aqueous 
phase is viscous.   

   8.    Resuspend pellet in 100–200 μL of TE. Add 1–2 μL of RNase. 
Mix well and incubate for 30 min at 37 °C.   

   9.    Add 20 μL (0.1 vol) of NaOAc and 500 μL (2–2.5 vol) ice- 
cold 95 % ethanol and store at −20 °C for ≥30 min. Spin at 
9,240–13,305 ×  g  for 5 min. Discard supernatant.   

   8.    Wash pellet with 1 mL of 70 % ethanol. Do not disturb the 
pellet. Spin at 9,204 ×  g  for 4 min and pour off ethanol. 
Vacuum-dry pellet. Do not overdry ( see   Note 10 ).   

   10.    Resuspend pellet in 100–200 μL of TE. Store at −20 °C.    

    This extraction protocol was modifi ed [ 7 ] adapted for fungi and 
lichen-forming fungi [ 27 ] .  

 The best results were obtained from liquid nitrogen frozen 
samples [ 7 ] .  Samples can be disrupted without liquid nitrogen by 
grinding the material in powdered glass. DNA extracted in this 
way gave good amplifi cations, although the total DNA yield was 
reduced compared to liquid nitrogen preparations. A mortar and 
pestle can also be used without additional abrasives, although this 
did not prove practical for either large numbers or small amounts 
of material.

    1.    Put 3–100 mg of material into 1.5 mL tubes and place in a 
container with liquid nitrogen for 5–10 min. Then remove 
from the container and place in an insulated rack. Add liquid 
nitrogen to the tube and grind the material with a sterile pre-
cooled sharp glass bar. Sterilize glass bars in fl ame immediately 
prior to use.   

   2.    Add 0.5 mL of pre-warmed extraction buffer to the ground 
material. Add PVPP to the buffer immediately prior to use. 
Mix the tubes by inverting several times and then heated in a 
water bath for 30 min at 70 °C before adding one volume of 
SEVAG. Mix by inverting the tube and centrifuged for 5 min 
at 10,000 ×  g  at room temperature.   

   3.    Collect the upper aqueous phase in a new tube and discard the 
slurry and lower layers ( see   Note 11 ).   

   4.    Add two volume of precipitation buffer to the supernatant and 
mix well by inversion for 2 min.   

3.2.3  Method 6: Modifi ed 
CTAB Method for Fungi and 
Lichen-Forming Fungi
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   5.    Centrifuge the mixture for 15 min at 13,000 ×  g  at room 
temperature and collect the pellet.   

   6.    Resuspend the pellet in 350 μL of 1.2 M NaC1 and add one 
volume of SEVAG. Mix vigorously and centrifuge for 5 min at 
10,000 ×  g  at room temperature.   

   7.    For RNA-free DNA add 2 μL of RNase A to the sample and 
incubate at 37 °C for 30 min.   

   8.    Remove the upper phase to a new tube and add 0.6 vol of iso-
propanol. Mix by inversion and place the tube at −20 °C for 
15 min.   

   9.    Collect the fi nal pellet by centrifugation for 20 min at 13,000 ×  g  
at 4 °C. Wash the fi nal pellet with 1 mL of 70 % ethanol and 
recollect by centrifugation for 3 min at 13,000 ×  g  at 4 °C. 
Then drain the pellet and dry at 50 °C prior to resuspension in 
either PCR grade water or TE Buffer.    

    This extraction protocol was modifi ed [ 28 ] for brown macroalgae.

    1.    Grind the plant tissue and add 2 % CTAB buffer.   
   2.    Clarify the binding buffer by fi ltration through a 0.45-μm 

membrane fi lter.   
   3.    Prepare silica fi nes by placing 20–30 g of silica gel into c. 

500 mL of milliQ-fi ltered deionized water and stirring for c. 
1 h. After stirring, allow the silica to settle for c. 15 min.   

   4.    Transfer the supernatant to 50 mL plastic tubes and centrifuge 
for 5 min at 1,250 ×  g .   

   5.    Remove most of the supernatant from each 50 mL tube; leave 
only a small amount for resuspension of the pelleted particles 
and subsequent consolidation into one tube.   

   6.    Transfer aliquots (c. 1 mL) of the consolidated particles to 
2 mL plastic tubes.   

   7.    Add HNO 3  to each 2 mL tube prior to heating at 95–100 °C 
for 30 min in a vented hood.   

   8.    After cooling, centrifuge the tubes at 13,000 ×  g  for 1 min and 
discard the supernatant.   

   9.    Wash the silica pellet by resuspending in c. 2 mL milliQ- fi ltered 
deionized water and centrifuge for 1 min at 13,000 ×  g . Discard 
the supernatant.   

   10.    Repeat the washing step fi ve times prior to a fi nal resuspension 
with an equal volume of milliQ-fi ltered deionized water.   

   11.    Add 6.8 mL of the washing buffer.   
   12.    Elute in the TE buffer.    

3.2.4  Method 7: CTAB/
HNO 3  Method for Algae
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     This extraction protocol was described [ 29 ] for animal tissues and 
modifi ed [ 30 ] for dried mushrooms.

    1.    Add a small amount of sample (1–2 mm 3 ) to each well of a 
96-well PCR plate. Instruments should be fl ame sterilized 
between samples to avoid cross contamination. Last well can 
be left blank and used as a negative control.   

   2.    Mix 5 mL of LB and 0.5 mL of Proteinase K (20 mg/mL) in 
a sterile container and dispense 100 μL to each well. Cover 
each row with caps and incubate at 56 °C overnight (8–16 h) 
to allow digestion.   

   3.    Centrifuge at 1,000 ×  g  for 1 min.   
   4.    Add 100 μL of BM to each sample. Mix by pipetting up and 

down few times.   
   5.    Remove cap strips/cover and transfer the lysate (about 150 μL) 

from the wells of microplate into the wells of the PALL glass-
fi ber fi ltration (GF) plate placed on top of a square-well block. 
Seal the plate with adhesive cover.   

   6.    Centrifuge at 1,500 ×  g  for 10 min to bind DNA to the GF 
membrane.   

   7.    Add 250 μL of PWB to each well of the GF plate. Seal with a 
new adhesive cover and centrifuge at 1,500 ×  g  for 5 min. 
Discard the fl ow-through.   

   8.    Add 300 μL of WB to each well of the GF plate. Seal with a 
new cover and centrifuge at 1,500 ×  g  for 10 min.   

   9.    To avoid incomplete WB removal, open the cover to relieve 
the vacuum that may have formed in the wells, seal the plate 
again, and centrifuge the plates again at 1,500 ×  g  for 5 min. 
Discard the fl ow-through.   

   10.    Repeat  steps 8  and  9 .   
   11.    Remove the cover. Place the GF plate on a clean square-well 

block and incubate at 56 °C for 30 min to evaporate residual 
ethanol.   

   12.    Position a PALL collar on a collection plate and place plate and 
collar on top of a clean square-well block. Place GF PALL plate 
with DNA bound to the membrane on top of a PCR plate. 
Dispense 50 μL of 0.1× TE buffer or water, pre-warmed at 
56 °C, directly onto the membrane of each well of GF plate 
and incubate at room temperature for few minutes and then 
seal plate.   

   13.    Centrifuge at 1,500 ×  g  for 10 min to collect the eluted DNA. 
Remove the GF plate and discard it.   

   14.    Cover DNA plate with aluminum cover. Keep at 4 °C for tem-
porary storage or at −20 °C for long-term storage.    

3.3  Method 8: DNA 
Extraction from Dried 
Mushrooms Using 
Enzymatic Digestion 
and Glass-Fiber 
Filtration (EDGF)
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    This extraction protocol was used [ 31 ] prior to microsatellite data 
analysis. The standard protocol uses Lysis Buffer PL1, which is 
based on the established CTAB extraction procedure [ 8 ] .  
Alternatively, the SDS-based Lysis Buffer PL2 is provided which 
requires subsequent protein precipitation by potassium acetate 
(Precipitation Buffer PL3).

    1.    Homogenize up to 20 mg dry weight plant ( see   Note 12 ).   
   2.    Transfer the resulting powder to a new tube and add 400 μL 

Buffer PL1. Vortex the mixture thoroughly ( see   Note 13 ). 
Alternatively, transfer the resulting powder to a new tube and 
add 300 μL Buffer PL2. Vortex the mixture thoroughly. If the 
sample cannot be resuspended easily, additional Buffer PL2 
can be added. Note that the volumes of RNase A and Buffer 
PC have to be increased proportionally ( see   Note 14 ).   

   3.    Add 10 μL RNase A solution and mix sample thoroughly. Note 
that the volumes of RNase A have to be increased proportion-
ally. Incubate the suspension for 10 min at 65 °C. Alternatively, 
add 75 μL Buffer PL3, mix thoroughly, and incubate for 5 min 
on ice to precipitate SDS completely ( see   Note 15).    

   4.    Place a NucleoSpin Filter into a new collection tube (2 mL) 
and load the lysate onto the column. Centrifuge for 2–5 min at 
11,000 ×  g , collect the clear fl ow-through, and discard the 
NucleoSpin Filter. If not all liquid has passed the fi lter, repeat 
the centrifugation step. If a pellet is visible in the fl ow-through, 
transfer the clear supernatant to a new 1.5 mL microcentrifuge 
tube.   

   5.    Add 450 μL Buffer PC and mix thoroughly by pipetting up 
and down (5 times) or by vortexing.   

   6.    Place a NucleoSpin Plant II Column into a new collection tube 
(2 mL) and load a maximum of 700 μL of the sample ( see   Note 16 ). 
Centrifuge for 1 min at 11,000 ×  g  and discard the fl ow-through.   

   7.    Preheat Buffer PE to 65 °C.   
   8.    Add 400 μL Buffer PW1 to the NucleoSpin Plant II Column. 

Centrifuge for 1 min at 11,000 ×  g  and discard fl ow-through.   
   9.    Add 700 μL Buffer PW2 to the NucleoSpin Plant II Column. 

Centrifuge for 1 min at 11,000 ×  g  and discard fl ow-through.   
   10.    Add another 200 μL Buffer PW2 to the NucleoSpin Plant II 

Column. Centrifuge for 2 min at 11,000 ×  g  in order to remove 
wash buffer and dry the silica membrane completely.   

   11.    Place the NucleoSpin Plant II Column into a new 1.5 mL 
microcentrifuge tube. Pipette 50 μL Buffer PE (65 °C) onto 
the membrane. Incubate the NucleoSpin Plant II Column for 
5 min at 65 °C. Centrifuge for 1 min at 11,000 ×  g  to elute the 
DNA. Repeat this step with another 50 μL Buffer PE (65 °C) 
and elute into the same tube.    

3.4  Method 9: 
NucleoSpin Plant II Kit 
(Macherey- Nagel) 
Used for 
Microsatellites
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4        Notes 

     1.    Proper grinding of plant samples with a Tissue Lyser or Mixer 
Mill is the crucial step. The plant tissue should be ground to a 
fi ne powder after the disruption. However, for some plants one 
disruption step may not be suffi cient. In that case repeat the 
disruption for 1 min at 30 Hz till the sample is not thoroughly 
and equally homogenized.   

   2.    It is necessary to remove tissue clumps, because tissue clumps 
will not lyse properly and therefore decrease yield of DNA. If 
the small amount of sample is expected, use longer precipita-
tion or repeat it.   

   3.    It may be necessary to cut the end of the pipet tip to apply the 
lysate to the QIAshredder Mini spin column. The QIAshredder 
Mini spin column removes most precipitates and cell debris, 
but a small amount will pass through and form a pellet in the 
collection tube.   

   4.    It is crucial not to disturb the pellet. In case you do that, repeat 
 step 5 . For herbarium specimens usually less lysate is recov-
ered. In this case, determine the volume for the next step.   

   5.    It is important to dry the membrane of the DNeasy Mini spin 
column since residual ethanol may interfere with subsequent 
reactions. Discard fl ow-through and collection tube.   

   6.    Preferably short-term storage in TE (or AE buffer) at −25 °C, 
for long-term storage use −80 °C.   

   7.    The exclusion of samples based on visualization of total DNA 
on agarose gel alone is gratuitous. This statement is also valid 
for other techniques as AFLP ( see  below). For PCR the best 
results require short length of products (optimum of 300–350 
to 500 bp). A higher number of PCR cycles are 
recommended.   

   8.    Use short AFLP fragments, up to 300 bp (depending on the 
quality/quantity of DNA and chromatograms). To compen-
sate for using only part of the chromatogram, it may be neces-
sary to increase the number of primer combinations in order to 
obtain a suffi cient number of polymorphic fragments. Even 
samples for which DNA appearance on the agarose gel showed 
small amount and/or low quality may in some cases work well 
for AFLP.   

   9.    To obtain a fi ne powder is the most crucial step.   
   10.    If the pellet is disturbed, centrifuge again.   
   11.    Do not disturb the lower layers and the pellet. If do so, centri-

fuge again.   
   12.    Proceed with cell lysis using Buffer PL1 or alternatively with 

Buffer PL2 or Buffer PL3 ( see  below). Choose the buffer 
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according to plant tissue used: Buffer PL1 is based on the 
established CTAB procedure. Additionally, the SDS-based 
Lysis Buffer PL2 is provided by manufacturer which requires 
subsequent protein precipitation by potassium acetate 
(Precipitation Buffer PL3).   

   13.    If the sample cannot be resuspended easily additional Buffer 
PL1 can be added.   

   14.    The standard protocol uses Lysis Buffer PL1, which is based 
on the established CTAB procedure. For some plant species 
Lysis Buffers PL1 and PL2 can be used with similar results.   

   15.    The SDS-based Lysis Buffer PL2 is provided which requires 
subsequent protein precipitation by potassium acetate 
(Precipitation Buffer PL3).   

   16.    The maximum loading capacity of the NucleoSpin Plant II 
Column is 700 μL. For higher sample volumes, repeat the 
loading step.         
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    Chapter 5   

 Analysis of Variation in Chloroplast DNA Sequences 

           Berthold     Heinze     ,     Agnieszka     Koziel-Monte    , and     Daniela     Jahn   

    Abstract 

   This chapter introduces and reviews methods for analyzing variation in chloroplast DNA, mainly by 
 polymerase chain reaction (PCR) and subsequent revelation of polymorphisms. Sources for chloroplast 
primers are discussed, as well as methods such as Sanger sequencing, PCR followed by restriction fragment 
length polymorphism (RFLP), gel electrophoresis, fragment analysis on automated DNA sequencers, 
denaturing high-performance liquid chromatography (dHPLC), and next-generation sequencing (NGS). 
A special section deals with peculiarities of chloroplast DNA variation, such as tandem repeats and mini- 
and microsatellites.  

  Key words     Chloroplast DNA  ,   PCR  ,   PCR-RFLP  ,   Sanger sequencing  ,   dHPLC  ,   Next-generation 
sequencing  ,   Gel electrophoresis  ,   Tandem repeats  

1      Introduction 

  Chloroplast DNA sequences have been used in molecular plant 
taxonomy from an early stage onwards [ 1 ]. The topic has devel-
oped along two different lines: one “camp” of researchers has been 
interested in the use of chloroplast gene sequences for developing 
“deep” phylogenies that often involved tens of taxa, while the 
other “camp” has explored chloroplast DNA sequences for distin-
guishing lines within a species or between closely related species, 
subspecies, varieties, and the like. From an early point onwards, it 
became clear that different sets of chloroplast sequences must be 
used for these diverging uses. 

 Variation in these sequences was fi rst analyzed with restriction 
enzymes (e.g., [ 2 ]). Purifi ed chloroplast DNA preparations were 
digested and run on electrophoresis gels. The availability of a 
cloned set of probes representing the whole chloroplast genome of 
 Petunia  [ 3 ] made possible the use of Southern blotting. With this 
technique, the chloroplast DNA fragments on the gels could be 
identifi ed and ordered (i.e., mapped; e.g., [ 4 ]). Around this time, 
the fi rst complete DNA sequence of a chloroplast genome, the one 

1.1  Chloroplast DNA 
Analysis
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of tobacco,  Nicotiana tabacum , was reported [ 5 ,  6 ], a major 
breakthrough in chloroplast DNA research. This species still serves 
as a model until today [ 7 – 11 ]. In addition to the reports cited, 
Bock [ 12 ] and Ravi et al. [ 13 ] provide current reviews of chloro-
plast DNA research. 

 With this tobacco and a few other sequences available, it 
became possible to design polymerase chain reaction (PCR) prim-
ers to amplify regions of the chloroplast genome that would allow 
sequencing of chloroplast genes [ 1 ]. Taberlet et al. [ 14 ] intro-
duced the concept of using PCR to amplify highly variable intron 
and spacer regions. The “universal chloroplast primers” (ucp) 
which they suggested are still in wide use today, and Google 
Scholar lists 3209 citations of their article (November 2013). Both 
“camps” mentioned above have subsequently contributed numer-
ous primer sequences to the scientifi c literature. 

 Methods of analysis for the chloroplast gene sequences in 
arrays of samples have thus gone from restriction enzymes and 
Southern blots with labeled probes to the use of polymerase chain 
reaction (PCR) based methods. These in turn can be categorized 
into direct sequencing methods and indirect methods like PCR 
followed by restriction fragment length polymorphism (RFLP) 
analysis or other methods that detect sequence polymorphisms. In 
our lab at BFW, we have been working on denaturing high- 
performance liquid chromatography (dHPLC) as one such 
method, for which a protocol is presented here, and we are cur-
rently experimenting with TILLING (Targeting Induced Local 
Lesions IN Genomes, [ 15 ]). TILLING is, more generally speak-
ing, a method for heteroduplex DNA polymorphism detection just 
like dHPLC and like others based, e.g., on DNA mobility in gels 
(e.g., [ 16 ]). Specifi cally, in TILLING, heteroduplexes are gener-
ated by either amplifi cation from two polymorphic chromosomes 
or from a mixture of DNAs from different individuals. The latter 
can be adopted for chloroplast DNA typing, and we are currently 
experimenting with the sensitivity of this system (Jahn, Till and 
Heinze, unpublished). 

 Until a few years ago, whole books were dedicated to the sub-
ject of identifying variation among DNA molecules and their car-
rier organisms [ 17 ]. Nowadays, fewer such methods remain in 
routine use, and DNA sequencing of (mostly) PCR products, 
either in-house or by dedicated genome centers or commercial ser-
vice providers, has become much more widespread. We describe 
below our routine protocols for analyzing PCR products of chlo-
roplasts. Although methods for sequencing are widely published 
(e.g., [ 18 ,  19 ]), the availability of newer machines and dedicated 
commercial kits justifi es writing such a method paper.  

  The advantage in chloroplast PCR is the conserved nature of many 
sequence elements and their position adjacent to variable sequences. 
This means that primers designed from one species will often be 

1.2  PCR Primers 
from the Literature
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successful in related plant species, sometimes even in distantly 
related ones. Another approach is to compare sequences from sev-
eral species and identifying conserved sequence stretches for primer 
design. PCR products may reveal variable sequences (polymor-
phisms) for studying relationships between or even within taxa. 

 These approaches were fi rst followed for particular genes: fi rst 
 rbcL , then  atpB/E ,  psbA,  and others [ 1 ]. Primers published in these 
early years include those for the  rpoC1  and  rpoC2  genes [ 20 ], for 
 rpoB  [ 21 ], and for  matK  [ 22 ]. A collection is presented by Graham 
and Olmstead [ 23 ], who discuss the merits of 17 individual genes 
(or highly conserved introns) for resolving phylogenies at a higher 
phylogenetic level. 

 Taberlet et al. [ 14 ] and their idea of amplifying highly variable 
introns and spacers opened up this fi eld for studying closely related 
species or even individuals within species. While their original 
primers are still used by many (as the regions they are amplifying 
are exceptionally variable), other authors have since suggested 
many more primer sequences designed with the same rationale of 
either amplifying spacers and introns or genes (or gene fragments). 
Some of the larger collections include [ 24 – 30 ] and fi nally [ 31 ], 
where an online database is presented. Collectively, it is now pos-
sible with these primers to amplify consecutive (overlapping) 
stretches of chloroplast DNA including gene, intron, and spacer 
sequences. Maintaining the online database [ 31 ] is a challenge in 
the face of constantly appearing new articles that propose new 
primer sequences. Some of the more recent examples introducing 
primer collections include, among others, [ 32 – 40 ]. We are there-
fore in the process of improving the Internet database ([ 31 ]; 
  http://bfw.ac.at/rz/bfwcms2.web?dok=4977    ) into a “web 2.0” 
version, where users can submit suggestions for new primers, which 
are then checked automatically and manually before addition to 
the database (Heinze, Edlinger and Jahn, in preparation).  

   Nakamura et al. [ 41 ] apparently were among the fi rst to propose a 
specifi c region ( rpl16–rpl14 ) to be sequenced in order to establish 
species identity for plants from a chloroplast DNA sequence. 
Brunner et al. [ 42 ] have made use of the Taberlet et al. [ 14 ] uni-
versal chloroplast primers for exactly this purpose, and thus identi-
fi ed below-ground roots at the species level. Borsch et al. [ 43 ] have 
further evaluated the primers for “deep phylogeny” uses. The 
Consortium for the Barcode of Life [ 44 ] has since approximately 
2005 ([ 45 ];  see  Fig.  1  in [ 46 ]) revived this general idea (apparently 
without taking notice of Nakamura et al. [ 41 ]). In a combination 
of database and laboratory research, the consortium and others 
have considered a number of candidates (e.g., [ 47 – 53 ], and, with 
a somewhat deviating rationale, Borsch et al. [ 33 ]). Taberlet et al. 
[ 54 ] have reviewed the use of their originally proposed primers 
for species identifi cation (in the sense of DNA barcoding). 
The consortium fi nally adopted the combination of  matK  and  rbcL  

1.3  PCR Primers for 
Species Identifi cation
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  Fig. 1    dHPLC chromatogrammes. The  upper panel  shows a double peak, the  central panel  a triple peak, and 
the  lower panel  a single peak with a shoulder       
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as the universal plant barcode [ 44 ], a step that is necessary in order 
to concentrate database development and sequencing efforts. 
However, skeptical voices have echoed throughout the literature, 
questioning whether this choice, or indeed the idea of a universal 
plant barcode, is feasible [ 55 – 58 ].

   On the other hand, certain chloroplast DNA sequences, even 
in otherwise conserved regions, often diverge so much between 
monocots and dicots or between angiosperms and gymnosperms 
(or conifers), so that different primer sets have to be used for either 
group [ 59 ,  60 ].  

   Sequencing products of PCR with chloroplast primers for different 
individuals one by one is still the most common method of obtain-
ing sequence information. Dideoxynucleotide sequencing (the 
Sanger method) with fl uorescent dye terminator nucleotides is 
now standard in many molecular biology laboratories. 

 Size differences in PCR amplifi cation products of chloroplast 
DNA may be visible directly on electrophoresis gels (especially 
after polyacrylamide electrophoresis), but usually, the size differ-
ences are small and not readily detectable. Testing various restric-
tion enzymes for their ability to cut a given fragment is a simple 
and straightforward method to assess the variability of the ampli-
fi ed DNA (called PCR-RFLP—polymerase chain reaction—restric-
tion fragment length polymorphism), although it does not give 
ultimate resolution. For the ease and speed of obtaining results, 
however, the method is still in wide use. 

 Because of the time-consuming procedure for most polyacryl-
amide gel systems, we start many chloroplast DNA surveys with 
“simple” agarose gels. However, our gels are optimized for the 
purpose, i.e., medium throughput and high resolution. 
Consequently, our system is a low-cost option that may be attrac-
tive for student labs, smaller institutions, or laboratories in remote 
locations. 

 As an alternative, we have used denaturing high-performance 
liquid chromatography (dHPLC) of chloroplast DNA fragments 
for detecting polymorphisms. Like with many other HPLC sys-
tems, the principle of dHPLC is ion-paired reverse-phased chro-
matography with a stationary phase of a hydrophobic support 
media (divinylbenzene, DVB) and a mobile phase composed of an 
aqueous buffer with triethylamine acetate (TEAA), to which an 
organic solvent is added during the run, thus forming a gradient. 
Due to the fact that TEAA has counter ions of the opposite charge, 
it pairs with the negatively charged phosphate group of the DNA 
(resulting in the “ion pair”), so that the DNA is coated in a hydro-
phobic layer and is absorbed to the column matrix. Given the buf-
fer gradient and a set column temperature, the separating principle 
in this application is whether DNA duplex molecules are perfect or 
not: polymorphisms like single nucleotide polymorphisms or 
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insertions/deletions will cause heteroduplex (mixed) DNA double 
strands to form, if both types are present during heating and cool-
ing phases. The heteroduplex molecules will form small bulges that 
cause these DNA molecules to dissociate earlier from the column 
matrix than perfect double strands. The DNA amount in the effl u-
ent is monitored by an ultraviolet-visible (UVis) detector, and the 
resulting chromatogram can be examined for characteristic “dou-
ble peaks” or more generally aberrant peak shapes and patterns 
that form in the presence of heteroduplexes [ 61 ]. Due to the fact 
that polymorphism analysis with the dHPLC system is only possi-
ble relative to a baseline (standard) DNA sequence, a (homozy-
gous) sample must be defi ned as standard for analysis, and its DNA 
must be mixed individually with the DNAs of each of the samples 
before the dHPLC run, in order to form heteroduplexes. 
Chloroplast DNA of a single plant is usually “homozygous” in a 
sense that only one type of chloroplast DNA is present.  

  It was noted early [ 62 ] that in the fi rst and very “successful” regions 
proposed for amplifying intergenic spacers, long stretches of mono-
nucleotide repeats (As or Ts) would make sequencing highly chal-
lenging (but  see  [ 63 ] who may have overlooked this note). Such 
stretches were later identifi ed in many locations in the genome, and 
it was found that some of them are conserved. Powell et al. [ 64 ] 
therefore proposed to utilize these regions as polymorphic markers 
(called “chloroplast microsatellites” or “simple sequence repeats”, 
SSRs). Weising and Gardner [ 65 ] presented a set of conserved 
primers that could be used in many angiosperms. Similar sets were 
later proposed specifi cally for conifers [ 66 ] and for monocotyledons 
[ 67 ,  68 ]; and [ 34 ] enlarged the sets considerably. As it is necessary 
for these regions to reliably distinguish length variations of single 
base pairs despite considerable “stuttering” (replication slippage of 
the PCR enzyme), capillary sequencers or long polyacrylamide gels 
have to be used for fragment separation. 

 “Minisatellites” in the chloroplast are a similar phenomenon; their 
repeat unit consists of more nucleotides (e.g., around 15 bp; [ 69 – 71 ]). 
This repeat type is already detectable on an agarose gel, especially if the 
PCR fragments are digested or rather small [ 72 ]. It makes a difference 
to phylogenetic or phylogeographic networks whether these polymor-
phisms are considered in an analysis, or not [ 73 ].  

  More recent developments make use of new “mass sequencing” or 
“next-generation sequencing” approaches. While there are exam-
ples coming up in the literature that have successfully used these 
methods for establishing whole chloroplast genome sequences in a 
number of species (e.g., [ 74 ,  75 ]), and some of them have even 
moved into taxonomic applications [ 73 ], this fi eld is advancing at 
a very high speed, and protocols developed today may be outdated 
tomorrow. Therefore, we only add a few considerations concern-
ing next-generation sequencing ( see  Subheadings  2.9  and  3.9 ).   

1.5  Special 
Sequence Features 
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2    Materials 

        The Internet provides ample opportunities for searching species- 
specifi c primers from the primary literature.

    1.    One useful starting point is GenBank (  www.ncbi.nlm.nih.gov/
genbank/    ), where sequences of a taxon or group of taxa of 
interest often include a host of chloroplast sequences, and the 
GenBank entries of these often include information of any 
journal publications (where the specifi c primer sequences 
should be mentioned).   

   2.    Based on primer collections published in the literature, a database 
was collated a few years ago [ 31 ] and is present on the Internet at: 
  http://bfw.ac.at/rz/bfwcms2.web?dok=4977    . The sets from 
the literature were supplemented with newly designed primers, in 
order to achieve coverage of most parts of “standard” chloroplast 
genomes with moderate density. The database is searchable, and 
results can be formatted as a table. Mark, copy, and paste allows 
one to extract parts or complete tables from the database.      

          1.    Plant DNA preparations ( see   Note 1  on DNA isolation) of 
good quality ( see   Note 2 ) in solution at a concentration of 
10–50 ng/μL ( see   Note 3 ).   

   2.    DNA polymerase: Most commercial thermostable DNA poly-
merases can be used in chloroplast DNA PCR ( see   Notes 4  
and  5 ). They come with their specifi c buffers (either including 
MgCl 2  or with an extra vial with MgCl 2 ).   

   3.    Deoxynucleotide triphosphates (dNTPs): Standard molecular 
biology grade deoxynucleotide triphosphate (dNTP) solutions 
are also available commercially.   

   4.    PCR machine: The variety of “PCR machines” (thermocy-
clers) is ever increasing—any model for standard PCR can be 
used ( see   Note 6 ).      

          1.    Agarose: high resolution agarose and standard (high gel 
strength) agarose (molecular biology grade each).   

   2.    10× Tris (tris(hydroxymethyl)aminomethane)–borate (TBE) 
buffer: 10,8 g Tris base, 5,5 g boric acid, 0,7 g ethylenediami-
netetraacetic acid (EDTA)-Na 2  in100 mL H 2 O. This is diluted 
to 0.5× for use (fi nal concentrations: 89 mM Tris base, 89 mM 
boric acid, 2 mM EDTA–Na 2 ).   

   3.    Gel apparatus including tank with lid, gel trays, and combs is a 
standard part of laboratories.   

   4.    Power supply for delivering a constant fl ow of electric current 
to be set in the range of 80–200 V; it is also usually a standard 
part of laboratory equipment (for safety,  see   Note 7 ).   

   5.    Ethidium bromide concentrate (10 mg/μL) and staining solu-
tion (0.5 mg/mL)—for safety,  see   Note 8 , and also  see   Note 9 .      

2.1  Chloroplast PCR 
Primers from 
Literature and from 
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       1.    Use material described in Subheading  2.2  for PCR.   
   2.    Restriction enzymes: Preparations of many manufacturers can 

be used, as most commercial restriction enzymes work directly 
with PCR products. Enzymes with four or six nucleotides at 
their recognition sites are preferred, because the amplifi ed 
fragments are comparatively small ( see   Note 10 ).   

   3.    The restriction enzymes are delivered with a vial of concen-
trated buffer, usually 5× or 10× concentrated.   

   4.    Materials for agarose (Subheading  2.3 ) or polyacrylamide 
(Subheading  2.6 ) electrophoresis.      

   Dideoxynucleotide sequencing (the Sanger method) with fl uores-
cent dye terminator nucleotides is now standard in many molecular 
biology laboratories.

    1.    PCR products (as obtained in Subheading  3.2 ).   
   2.    PCR or sequencing primers (as described in Subheading  2.1 ).   
   3.    Kits can be obtained from many manufacturers. The kits con-

tain all of the components necessary for the sequencing reac-
tion; only primers and template DNA have to be provided by 
the user. If sequencing reactions are loaded onto a certain cap-
illary electrophoresis machine that requires specifi c fl uorescent 
dyes, the choice of sequencing kit is determined by this speci-
fi city of the “DNA sequencer” machine. In our example, we 
will use the kit from Beckman Coulter (DTCS kit) as we will 
go on to analyze the reaction products on a Beckman Coulter 
CEQ 8000 analyzer, but kits and machines of other manufac-
turers are equally useful. Polyacrylamide sequencing gels may 
still be used for sequencing purposes ( see   Note 11 ).   

   4.    Capillary electrophoresis automatic sequencer, e.g., Beckman 
Coulter CEQ 8000, or alternatively polyacrylamide sequenc-
ing gel apparatus ( see  Subheadings  2.6  and  3.6 ).      

            1.    Vertical polyacrylamide gel apparatus (e.g., C.B.S. Scientifi c 
Company, Del Mar, CA) with spacers and combs.   

   2.    Strong detergent (e.g., Deconex 11, Borer Chemie, Zuchwil, 
Switzerland).   

   3.    Bind silane and repel silane (Pharmacia Biotech).   
   4.    Stock solutions of acrylamide/bisacrylamide are available com-

mercially; these are easier in handling, compared to making up 
the solutions from acrylamide powder (safety:  see   Note 12 ).   

   5.    Urea.   
   6.    10× Tris–borate-EDTA (TBE) buffer ( see  Subheading  2.3 ).   
   7.    Tetramethylethylenediamine (TEMED; approximately 40 μL 

per 20 mL gel).   
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   8.    Ammonium persulfate (APS; 1 % solution w/v in H 2 O), freshly 
made.   

   9.    Formamide loading buffer: 80 % formamide, 10 mM EDTA, 
0.02 % bromophenol blue.   

   10.    DNA ladders as markers (e.g., 10 bp ladder and 100 bp ladder, 
Invitrogen).   

   11.    Power supply for constant power at approx. 40 W, e.g., BioRad 
PowerPac 1000 or similar ( see   Note 7 ).   

   12.    White plastic trays for staining.   
   13.    Shaker for staining, e.g., IKA Vibrax VXR.      

      1.    Fixing solution: 10 % acetic acid.   
   2.    Distilled water for washing.   
   3.    Impregnation solution: 1 L distilled water, 2 mL 37 % formal-

dehyde, 1 g silver nitrate.   
   4.    Developing solution: 1 L distilled water, 30 g sodium carbon-

ate, 2 mL of 37 % formaldehyde, 200 μL of 10 % sodium 
thiosulfate.   

   5.    Scanner for digitizing gel image (any standard computer scan-
ner can be used).      

      1.    Ethidium bromide staining solution:  see  Subheading  2.3  and 
for safety again,  Note 8 .   

   2.    SYBR Gold working solution: prepared from commercially 
available concentrate from Molecular Probes, Inc., by adding 
20 μL of concentrate to 200 mL of 1× TBE buffer, stored at 
4 °C ( see   Note 13 ).   

   3.    Standard transilluminator (302 nm with 6 × 15 W tubes, e.g., 
Hoefer Scientifi c Instruments).   

   4.    Imaging system (e.g., Gel Print 2000i, Bio Photonics Corporation, 
Ann Arbor, Michigan) with 600 nm band pass fi lter.   

   5.    Software for analyzing gel images, e.g., Gene Profi ler, 
Scanalytics, VA, USA.       

        1.    For dNTPs and plant DNA template, as well as a thermocycler, 
 see  Subheading  2.2 .    Best results are achieved, in our hands, if 
plant DNA extracts are diluted fi vefold with water before PCR.   

   2.    Polymerase (e.g., Phire II, Finnzymes).   
   3.    5× buffer detergent free (e.g., Finnzymes), 5× buffer 

(Finnzymes),  see   Note 14 .   
   4.    Forward and reverse PCR primers (4 μM each)— 

see  Subheading  2.1 .   
   5.    MgCl2 (50 mM).   
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   6.    Nanodrop DNA spectrometer (Thermo Scientifi c).   
   7.    96-well microtiter plate.      

      1.    PCR products of  step 1  of Subheading  3.7  for samples to be 
tested and for a standard DNA (from one specifi c plant) to 
which every sample in the test is compared ( see  Subheading  1.4 ).   

   2.    Thermocycler (as in Subheadings  2.2  and  2.7.1 ).      

      1.    Bio-inert gradient HPLC system with UV detector, e.g., 
Varian Inc. (now part of Agilent) HELIX system or 
Transgenomic’s WAVE system (a suitable HPLC system can 
also be composed of single components meeting the same 
specifi cations).   

   2.    Columns: Varian Helix DVB or Transgenomic’s Wave columns 
contain nonporous microbeads of 2 μm divinylbenzene 
(Agilent, after taking over Varian Inc., has recently stopped 
delivery of the Varian Helix DVB column; replacement prod-
ucts can be obtained from standard HPLC suppliers).   

   3.    “Buffer A”: 100 mM triethylammonium acetate (TEAA), 
0.1 mM EDTA.   

   4.    “Buffer B”: 25 % acetonitrile (v/v) added to buffer A.   
   5.    Plasmid pUC18 cut with HaeIII used as a control standard 

(available from Sigma).       

  Materials are mentioned in previous Subheadings: primers,  2.1 ; 
PCR amplifi cation,  2.2 ; agarose gels,  2.3 ; PCR-RFLP,  2.4 ; capil-
lary electrophoresis,  2.5 ; and polyacrylamide electrophoresis,  2.6 .  

   This is usually done as a service by specialized central laboratories 
or companies.

    1.    Microgram amounts of pure DNA from each sample to be 
subjected to NGS are necessary for most current methods.   

   2.    Data delivered by service providers are often one very big 
(gigabyte size) fi le, so good computer network connections are 
necessary, as well as a computer with fairly good RAM and 
ROM sizes.       

3    Methods 

  PCR primers specifi c for chloroplast DNA are presented in an 
online database ( see  Subheading  2.1 ). Alternatively, additional 
primers can be designed by aligning available chloroplast DNA 
sequences of interest (as obtained, for instance, from GenBank;  see  
also Subheading  2.1 ).
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    1.    Description of the online database ( see  Subheading  2.1 ): The 
database is a big table which can be searched, fi ltered, and 
ordered.    There are data columns for primer name; forward/
reverse direction (relative to the  Nicotiana tabacum  chloro-
plast genome); the genes in which the primer resides (if any); 
primer length; primer sequence; position of the 5′ nucleotide 
of the primer in the completely sequenced chloroplast genomes 
of  Nicotiana tabacum ,  Arabidopsis thaliana ,  Populus tricho-
carpa ,  Oryza sativa ,  Eucalyptus globulus ,  Acorus calamus , 
 Atropa belladonna ,  Marchantia polymorpha ,  Spinacia oleracea , 
 Pinus thunbergii ,  Oenothera sp .,  Zea  mays, and  Medicago trun-
catula ; and reference citations. The primers in the current 
database table can be ordered by any of these columns. A fi lter 
function makes it possible to search for primer or gene names, 
forward or reverse primers (relative to the tobacco sequence), 
or free text (e.g., within citations).   

   2.    Ordering function: The most important use of the ordering 
function is to order primers along the chloroplast DNA 
sequences of the currently included reference species. By mark-
ing, copying, and pasting these numbers into a spreadsheet 
calculation program, lengths of PCR fragments by many pairs 
of primers can be calculated. Adequate primer orientation, 
however, has to be confi rmed by comparing the gene order 
between  Nicotiana  and the species of interest for the particular 
region—this can be done by ordering the table for positions of 
the primers in one of the two species and check the column of 
the other species for continuity in this region. If working with 
a species that is not present among those in the database, it is 
a good idea to check any recently published molecular phylog-
eny for the one among those species present in the database 
that is closest to the species of particular interest (e.g., if work-
ing with a grass species, try  Zea mays  fi rst).   

   3.    Another use of the ordering function is to identify primers 
with similar names or around particular regions. The “primer 
show” button at the upper right-hand side invokes a function 
that will show the selected primers in any DNA sequence that 
is pasted into the upper window in FASTA format. For exam-
ple, newly appearing complete chloroplast DNA sequences in 
GenBank can be retrieved in this format and utilized (the func-
tion can be very slow though with large data sets).   

   4.    Designing primers from alignments: In the original database 
article [ 31 ], the method of Antoniw [ 76 ] was employed for 
deducing suitable primer sequences from multiple alignments. 
This suite of programs was written in DOS, which is not in use 
much anymore (though it may be possible to run them inside 
an MS-DOS window in the Windows operating system). We 
have often designed primers for specifi c lineages “manually” 
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(e.g., [ 77 – 79 ]). Since then, bioinformatics has made great 
leaps forward, and programs like Amplicon [ 80 ], Greene 
SCPrimer [ 81 ], or iCODEHOP [ 82 ] automate these pro-
cesses on today’s computer systems. Using the    iCODEHOP 
principles, Contreras- Moreira et al. [ 83 ] have designed a 
web-based software that allows the user to fi rst align DNA 
sequences and build a phylogenetic tree and then to select 
portions of the tree for fi nding primers specifi c for the chosen 
clades (    see   Note 15 ). The same approach is also useful for 
choosing or designing sequencing primers.    

             “Generic” PCR conditions that favor successful amplification of 
chloroplast DNA with combinations of primers from the database 
[ 31 ] are standard PCR conditions, as shown in the following:

    1.    Use 5–25 ng template plant DNA, 2 mM Mg 2+ , 0.25 U DNA 
polymerase per 10 μL reaction. We prepare such reactions in 
volumes of 10–25 μL, depending on further processing steps 
( see   Note 16 ).   

   2.    Run PCR program in two parts: with the fi rst 10 cycles at 
70 °C annealing, followed by 32 cycles at 55 or 50 °C anneal-
ing ([ 31 ,  78 ];  see   Note 6 ).    

        Agarose gel electrophoresis procedures are standard, but it may be 
worth saying that we are using very thin combs (less than 1 mm 
thick), and include ethidium bromide in the gels, but not in the 
buffer. Here is a short description:

    1.    Mix agarose for the special purpose: Routinely, we mix high reso-
lution and high gel strength agaroses, e.g., 3:1 w/w. This gives 
higher gel strength while still providing adequate resolution. 
Higher resolution is need in PCR-RFLP ( see  Subheading  3.6 ) 
and for chloroplast minisatellites ( see  Subheading  3.8 ). Add the 
desired quantity, depending on gel concentration, to the desired 
volume of 0.5× TBE buffer. For instance, our gel apparatus and 
trays hold 100 μL of gel; a 1.5 % gel (suitable for resolving PCR-
RFLP fragments of 150–2,000 bp size) would require 1.5 g of 
agarose in total, made up of 1.125 g high resolution agarose and 
0.375 g of high gel strength agarose. Carefully boil the suspen-
sion in a microwave oven (retardation of boiling may occur), 
cool down for 2 or 3 min, and add approx. 20 μL ethidium bro-
mide concentrate ( see   Note 8  for safety issue; the exact amount 
will depend on the specifi c setting of gel apparatus, transillumina-
tor, and gel imaging system). We add ethidium bromide into the 
gel as this allows taking pictures during the course of the run (as 
in  step 3 ). Put thin combs in place and let the gel set.   

   2.    When the gel has set, put it into the electrophoresis tank,  carefully 
pull out the comb, and load the samples. Connect to power 
 supply and run at constant voltage (e.g., 120 V in our setting).   
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   3.    After the front has migrated approx. 2.5 cm, take the gel with 
its tray out of the apparatus and take a fi rst picture over the 
transilluminator using the gel imaging system. This is espe-
cially recommended when performing PCR-RFLP ( see  
Subheading  3.4 ), as small restriction fragments might only be 
visible early on ( see  also Subheading  3.4 ,  step 4 ).   

   4.    Put the gel back in, run it until the front has reached the bot-
tom of the gel, and take a picture as in  step 3 .   

   5.    If further resolution is desired and seems possible, put gel back 
in and run further ( see  Subheading  3.4 ).      

      The following is a description of our standard methods (e.g., 
[ 84 ,  85 ]):

    1.    Check PCR fragment    (obtained with Subheading  3.2 ) quality 
and quantity on an agarose gel ( see  Subheading  3.3 ). Watch for 
absence of shadow or double bands and other artifacts. Good 
resolution on the gels is necessary to reveal some of those arti-
facts. If too many, or any strong artifacts, are present, either try 
to optimize PCR conditions until a single band is obtained or 
consider cutting the right band from the agarose gel and puri-
fying it (commercial kits are available for this).   

   2.    Use, e.g., 5 μL of a typical PCR for the restriction reaction. 
It contains the components of the PCR buffer, i.a. Mg 2+ . In 
our PCR protocols ( see  Subheading  3.2 ), a standard concen-
tration of 2 mM of this ion is used. The mix recommended 
below takes this into consideration, trying to propose a com-
promise between exactly adjusting Mg 2+  levels (to 10 mM in 
most restriction enzyme buffers) and minimal pipetting steps. 
Add 0.7 μL of the 10× restriction enzyme buffer, milliQ water 
to 8 μL (including the PCR volume which is, in this example, 
5 μL), and 0.05 U of restriction enzyme ( see   Note 17 ) for each 
sample (by preparing a mix with these three components and 
adding aliquots of 3 μL to each sample;  see   Note 18 ). Mix 
gently and incubate at 37 °C (for most enzymes) for several 
hours (we usually digest PCR fragments overnight).   

   3.    Perform gel electrophoresis on either agarose ( see  
Subheading  3.2 ) or polyacrylamide gels ( see  Subheading  3.6 ).   

   4.    Interpret banding patterns: the sum of the sizes of all bands in 
a restriction enzyme pattern from chloroplast DNA should 
equal the size of the original fragment. Check for restriction 
site polymorphisms (where some bands in certain samples are 
not cut, while they “disappear” and “decay” into separate 
bands in other individuals), length polymorphisms of some 
restriction fragments (which can be rather small), and any 
abnormalities. For instance, it is diffi cult to detect small restric-
tion fragments (below 100 bp) on agarose gels. DNA bands 
bind ethidium bromide proportionally to their length/size, so 
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shorter bands will bind less dye and remain darker as well as 
more fuzzy (due to enhanced movement of smaller molecules 
in the gel matrix). We therefore routinely take the gel out of 
the apparatus during the run (after e.g., 20–30 min) and take 
a picture over the UV box in order to capture the small frag-
ments (as our gels contain ethidium bromide,  see  
Subheading  3.2 ). Primer-dimer artifacts from PCR can irritate 
here, suggesting the presence of small bands when in reality 
these are not results of restriction of the PCR product; primer-
dimers can be particularly strong though, which would be 
untypical for restriction fragments of small size. Another hint is 
that bands should appear more prominent in a steady relation-
ship to their sizes, i.e., longer bands in a pattern (a gel lane) are 
best stained, and each shorter band should gradually appear 
less intensively stained. If a band breaks this pattern, it can be 
a (brighter) double band (two bands of very similar sizes on top 
of each other) or an (fainter) artifact (e.g., often an intermedi-
ate product of incomplete fragment digestion;  see   Note 19 ). 
Note down the approximate sizes of all restriction sizes 
accepted to be “real” digestion products of the original PCR 
fragment and compare to its original size. Also note down any 
variants present only in some samples and describe the nature 
of the variation (e.g., restriction site polymorphism or approxi-
mate size of the length polymorphism of a specifi c restriction 
fragment;  see   Notes 20  and  21 ).    

     The following steps are necessary: checking the quality and quan-
tity of the PCR products (by standard agarose gel electrophoresis; 
 see  Subheading  3.3 ), purifi cation of the PCR product by phospha-
tase and primer digestion and/or silica column kits and/or alcohol 
precipitation, the actual sequencing reaction, another alcohol pre-
cipitation, and the fi nal application to a capillary or polyacrylamide 
slab gel sequencer.

    1.    We start by using 250 ng of PCR product (obtained following 
Subheading  3.2 ). The volume containing this amount (esti-
mated from agarose gel electrophoresis,  see  Subheading  3.3 , or 
spectroscopic measurement,  see  Subheading  3.7 ,  step 4 ) is 
digested by adding exonuclease and shrimp alkaline phospha-
tase in order to destroy remaining primers and triphosphate 
nucleotides (dNTPs), using the enzyme manufacturers’ recom-
mendations. Both reactions can proceed at the same time in the 
same tube. Alternatively, PCR clean-up kits, offered by many 
different manufacturers, can be used. These kits work by bind-
ing DNA to silica (columns). The treated PCR fragments are 
precipitated preferentially with two volumes ethanol followed 
by centrifugation ( see   Note 22  for precipitation in 96 well 
plates). The pellet is dissolved in 2.5 μL H 2 O (milliQ quality) .    

3.5  Sanger 
Sequencing of 
Chloroplast DNA PCR 
Fragments
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   2.    Prepare mix for sequencing from DTCS kit (Beckman Coulter): 
The kit can be used at 1:4 dilution with good quality tem-
plates. For each sample to be sequenced, mix 2 μL of DTCS 
Quick Start MasterMix from kit, 0.6 μL Tris–HCl (pH 8.0, 
1 M), 5.1 μL H 2 O, and 0.3 μL MgCl 2  (50 mM; often comes 
with PCR polymerase). For sequencing a fragment from both 
ends (using the original primers from PCR), distribute this 
diluted mix into two equal parts and add primers. For each 
sample and primer reaction, use 8 μL of the diluted mix, 0.8 of 
a 4 μM primer stock, and water to 19 μL. Add 1 μL of the puri-
fi ed and dissolved PCR product per reaction. Put into PCR 
machine and cycle between following temperatures: 96 °C for 
20 s, 50 °C for 20 s, and 60 °C for 4 min ( see   Note 23 ). After 
30 cycles, cool to 4 °C and recover the samples. For stopping 
the sequencing reaction, add the following freshly made mix to 
each sample: 1 μL sodium acetate (3 M stock), 0.4 μL EDTA 
(0.5 M stock), 1 μL glycogen (20 mg/mL, contained with 
DTCS kit), and water to 5 μL. Mix gently. Proceed with 
another ethanol  precipitation ( see   step 1 ). Dry the pellets by 
leaving the tubes or plates open on the bench for approx. 
15 min (no visible traces of liquid must be visible after 
drying).   

   3.    The dried pellet is dissolved in sample loading solution (SLS, 
de-ionized formamide) for the Beckman Coulter CEQ 8000 
sequencer. Add 30 μL of SLS to each sample, move gently to 
dissolve DNA (5 min). Transfer dissolved sample into CEQ 
sample plate and run sequencing electrophoresis. We routinely 
use a set of conditions (LFRb: capillary temperature 57 °C, 
denature sample at 90 °C for 120 s, inject sample at 2.0 kV for 
15 s, separate at 6.0 kV for 60 min) that takes about 1 h for 
each sample and resolves up to 600 bp.   

   4.    Commercial service providers and local resource centers offer 
the sequencing of custom samples as a paid-for service. Usually, 
either unpurifi ed PCRs (as they come from the machine) or 
self-purifi ed fragments (using methods as outlined above in 
 step 1 ) can be sent. The DNA amount and concentration to 
be sent are specifi ed by the service provider. Likewise, the cus-
tomer has to supply the oligonucleotide(s) for initiating the 
sequencing reaction. Prices and offers are extremely variable, 
and it pays to “shop around” for current offers.   

   5.    Sequencing result fi les use a fi le format specifi c to the sequenc-
ing system for displaying the electropherograms. The most 
common fi le formats (e.g., by the ABI system) can be recog-
nized by many computer programs. A standard format is *.scf 
(note, however, that the MS Windows computer systems uses 
this extension for system fi les, which can cause problems). A 
useful freeware is BIOEDIT [ 86 ], which was recently updated 
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to version 7.2.3 (  http://www.mbio.ncsu.edu/bioedit/page2.
html    ). This software can not only show the electropherograms, 
but also assist in all the other standard operations with 
sequences, e.g., alignments ( see   Note 24 ).   

   6.    Phylogenetic analysis routines are described elsewhere in this 
volume. A few considerations, though, have to be added on 
the choice of marker or sequence system ( see   Notes 25 – 27 ).   

   7.    For the special case of DNA barcodes ( see  Subheading  1.3 ), 
raw data processing involves cleaning the sequences as 
described above. Subsequently, they are usually compared to a 
database of barcodes, in order to identify those species with the 
highest similarity to the sample. Such database can be found 
online, and it is possible to simply “cut and paste” the query 
sequences directly into a box in an Internet browser window. 
For example, the Barcode of Life Data Systems Webserver 
(  http://www.boldsystems.org    ) offers an “identifi cation 
machine” that works on this principle. Of course, such similar-
ity searches can also be done in the standard DNA databases, 
e.g., GenBank, by using their BLAST facilities. As attractive as 
this sounds, our practical experience is such that depending on 
the individual quality of the entries, species identifi cation based 
on the barcodes can be a nontrivial exercise ( see   Note 28 ).    

         Polyacrylamide gel electrophoresis is also a standard technique and 
hence, described elsewhere [ 19 ], but methods for staining are 
more varied nowadays than previously [ 17 ]. We will describe the 
silver, ethidium bromide, or SYBR Gold staining methods to visu-
alize DNA.

    1.    Carefully wash the glass plates of the electrophoresis apparatus 
with a strong detergent (e.g., Deconex 11, Borer Chemie). 
Cover one surface of one plate with bind silane and a surface of 
the second plate with repel silane (Pharmacia Biotech), follow-
ing the recommendations of the manufacturer and [ 19 ].   

   2.    For preparation of a gel sandwich, use 0.2 mm × 42 cm spacers 
(C.B.S. Scientifi c Company) for 20 cm wide gels. Pour gel by 
mixing, just before pouring, the appropriate volume of acryl-
amide stock solution (acrylamide/bisacrylamide 37.5:1; for 
safety issue,  see   Note 12 ), urea to give a 7 M end concentra-
tion, 10× TBE buffer, TEMED (approximately 40 μL per 
20 mL gel), and freshly made solution of APS 1 % (approxi-
mately 500 μL per 20 mL gel) to give an 8 % polyacrylamide 
gel. Pour gel and leave to polymerize for approximately 30 min. 
UV light and higher temperatures enhance polymerization.   

   3.    Mix 1 to 4 μL of PCR product with 4 μL of formamide loading 
buffer, denature at 94 °C for 5 min, snap cool on ice, and apply 
to the gel slots. Use DNA ladders as markers in some lanes, 

3.6  Polyacrylamide 
Gel Electrophoresis 
Methods
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preferentially not the outermost lanes, as they might become 
subject to a “smiling” effect. Electrophorese the samples 
through the denaturing polyacrylamide gels in 1× TBE buffer 
for 2–2.5 h at 40 W constant power and 50 °C using a tem-
perature probe attached to the glass plate.   

   4.    Dismantle gel apparatus (the gel should stick only to the surface 
treated with bind silane). Prepare for staining ( see   Note 29 ).   

   5.    For silver staining [ 87 ], all steps are performed in white plastic 
trays on a shaker (e.g., Vibrax VXR, IKA, Staufen, Germany) 
at room temperature (around 20 °C in Central Europe). After 
25 min incubation in fi xing solution, the plate with the gel 
sticking to it is washed in distilled water for 10 min. For 
impregnation, the gel is gently shaken for 30 min in the appro-
priate solution ( see  Subheading  2.6 ). Then the gel is rinsed 
shortly with developing solution to get rid of the excess silver 
nitrate. Developing is performed by shaking the gel in new 
developing solution until the DNA fragments become visible 
on the white background of the tray (this is the step most 
dependent on the level of ambient temperature). Placing the 
gel again in fi xing solution for a few minutes will stop develop-
ing at this point. To obtain documentation in a digital form, 
the gel can be scanned using a digital scanner (most often, the 
interesting part of the gel does not exceed standard DIN A4/
US letter size; otherwise, scan parts of the gel subsequently).   

   6.    Methods for ethidium bromide and SYBR Gold staining are 
similar. Place the glass plate with the gel sticking to it, facing 
upwards, in a plastic tray. Distribute 50 mL of staining solution 
(either ethidium bromide or SYBR Gold;  see   Notes 8  and  13  
for safety, respectively) over the range of the gel where prod-
ucts are expected to appear and incubate for 15–20 min in the 
dark. After this time, pour off the stain, discard it, and rinse the 
gel shortly with distilled water. The glass plate with the gel fac-
ing down is put onto a standard transilluminator by placing 
thin spacers under the edges of the glass. The camera lens is 
focused on the glass. A photo of the interesting part of the gel 
is taken like for standard agarose gels stained with ethidium 
bromide, through a 600 nm band pass fi lter with an imaging 
system. The photograph can be stored and used in digital form 
for further analysis ( see   Notes 30 – 33 ).    

      This section describes the method for PCR specifi cally for subse-
quent dHPLC analysis, heteroduplex formation, and dHPLC runs 
and interpretation.

    1.    The PCR master mix for a 96-well plate (30 μL each sample) 
consists of 570.24 μL 5× detergent-free buffer, 63.36 μL 5× 
buffer ( see   Note 34 ), 31.68 μL MgCl 2 , 63.36 μL dNTPs 

3.7  dHPLC
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(10 mM each), 158.4 μL forward and reverse primer each (at 
4 μM concentration), 2120.98 μL H 2 O, and 1.58 μL poly-
merase. With the same master mix amount, prepare PCR prod-
uct of a standard plant sample. This sample is necessary for 
heteroduplex formation ( see   step 5 ).   

   2.    Add 30 μL master mix to 1.0 μL DNA in each well.   
   3.    Put plate into thermocycler and start the following program: 

initial denaturation at 98 °C (50 s), then cycle between dena-
turation at 98 °C, annealing at 55 °C (or a better suitable 
temperature, depending on the primer pair) for 50 s, and elon-
gation at 72 °C (2 min) for 34 cycles. End with a fi nal exten-
sion phase at 72 °C for 5 min, then hold at 4 °C.   

   4.    Measure concentration of the PCR products on the Nanodrop 
or a similar photometer and load 5 μL on a 1.5 % agarose gel 
for checking quality ( see  Subheading  3.3 ). PCR product con-
centration should be in the 100–200 ng/μL range, and a 
 single, clear band should be present.   

   5.    For forming heteroduplex DNA, fi rst calculate necessary sam-
ple volumes. For dHPLC analysis, 5 μL injection volume are 
required. To avoid total evaporation during analysis, mix twice 
the injection volume plus 20 %. Mix 6 μLPCR product of each 
individual sample with 6 μL PCR product from standard sam-
ple ( see   N  o  te 35 ) in a 96-well microtiter plate. Mix at least 
once the standard DNA sample with itself and at least three 
times standard DNA with distilled H 2 O .  Additionally, use an 
H 2 O blank. As standard DNA and blanks should be distrib-
uted over the plate, this will result in approximately 80–90 
wells available for samples.   

   6.    The amplicon mixes undergo a post PCR denaturation and 
then a re-annealing step with a cooling gradient from 95 to 
65 °C. Place tubes or multi-well plates containing the sample- 
standard mixes in PCR machine and run the following tem-
perature profi le: 3 min at 95 °C, slow cooling over 30 min to 
65 °C, and hold at 65 °C for 3 min. Snap cool on ice.   

   7.    Starting up the dHPLC system: This is a summary of the stan-
dard operating procedure (SOP) of the manufacturer (in our 
case, Varian Inc. Helix system). Boot up the dHPLC system 
and turn the lamp of the UV detector on. Fill the buffer reser-
voirs and check buffer storage tanks. Check the system and 
peek tubings for any leakage or bubbles. Start wash procedure 
and check syringe for any bubbles (tap gently to loosen them). 
Equilibrate system in order to obtain stable oven temperature 
and a stable baseline at the detector. Adjust the needle height 
for sampling. Open the Univ50 method (Varian Helix system) 
and equilibrate again. Inject 5 μL of the pUC18 HaeIII stan-
dard to test column performance ( see   Note 36 ). Repeat the 
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standard injection two more times. Compare the retention 
times with those given by the manufacturer in the SOP. If reso-
lution is not satisfactory, the column has to be cleaned by 
injecting 0.5 M EDTA or even fl ushed with 75 % acetonitrile. 
Once stable retention times and satisfactory patterns are 
achieved, the system can be adjusted to the parameters neces-
sary for particular sample injection. Create such a method as 
suggested by   http://insertion.stanford.edu/melt    . Set the 
oven to the recommended temperature.   

   8.    dHPLC method building: If the sample sequence is totally 
unknown, it is necessary to get some kind of a reference 
sequence to get a clue where to start method building. For 
instance, try to retrieve the sequence of the nearest relative 
present, e.g., in GenBank. For a dHPLC run, the criteria to 
consider are the working temperature for the column (at which 
the specifi c PCR amplicon denatures partly) and the fl ow rate 
of both buffers. The changing concentrations of the buffers 
during the gradient are very important in order to optimize 
the retention time of the molecules. To estimate the correct 
melting temperature of the double strand, a helpful tool is the 
melt program from Stanford (  http://insertion.stanford.edu/
melt    ). There, one can upload the known sequence or a refer-
ence sequence, and the output will be a recommended melting 
temperature plus the concentration of the buffers at which the 
heterozygous samples should be analyzed.   

   9.    With this hint, test parameters with a test set of samples and 
start optimization. To “move” a peak, it is recommended to 
adjust the timings of change of the buffer concentrations. 
Important to note is that each fragment needs different param-
eter sets for good peak resolution. If there is no reference 
sequence, the buffer concentrations and the melt temperature 
have to be determined empirically, which makes it a bit time- 
consuming to set up the parameters. One hint is to start with a 
recommended dHPLC universal method and approach the 
melt temperature by increasing the temperature by 2 °C in 
each consecutive injection, until the peak in a mixed sample 
starts to split up. In order to get an idea how a universal 
method adjustment looks like, consult Table  1 .

       10.    dHPLC operation—running samples: Load the method cre-
ated (on the basis of the Stanford Melt program recommenda-
tions). Set oven to the correct temperature and adjust buffer 
concentrations and fl ow rates. Equilibrate the system by run-
ning the baseline buffer concentration until a stable detector 
baseline is achieved. Create your sample list on the autosam-
pler module of the system: sample IDs, blanks,    fl ushing inter-
vals, and standard DNA injections ( see   Note 37 ). Fill a fresh 
96-well microtiter plate with twice the injection volume of 
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5 μL (plus a 20 % surplus, i.e., 12 μL in total) of the mixed 
samples after having formed heteroduplexes and put the plate 
into the autosampler. Close the plate with an aluminum seal to 
prevent evaporation and for dark storage of the samples. Check 
the needle height settings once again.   

   11.    The dHPLC system can be run automatically and unattended 
overnight if attention is given to possible sample evaporation 
and the environmental temperature is controlled. At the time 
when the analysis can start, the defi ned standard (the PCR 
product of the standard DNA sample, which has been hybrid-
ized with each individual sample) must be run alone as well in 
order to compare the patterns. When choosing a standard 
method for the dHPLC runs, each run will take about 9.5 min 
(8.5 min. analysis, 30 s equilibration, 30 s re-equilibration).   

   12.    Interpretation of the results: To make interpretation of the 
peaks as easy as possible, the optimal parameter settings should 
be carefully selected. Within the analyzing software (provided 
by the Varian Inc. Helix system), up to 6 results can be stacked 
in order to compare patterns. The recommendation is to always 
check the sample runs against the standard alone. In the fi rst 
round of interpretation, coarsely differentiated patterns should 
be identifi ed ( see  Fig.  1 ); samples that do not appear to clearly 
fall into one of the categories should be reexamined in a sec-
ond round of interpretation, once a better overview regarding 
the types of patterns has been achieved ( see   Note 38 ).   

   13.    Each identifi ed category (bin) then consists of samples that have 
identical or very similar DNA sequences, as the dHPLC system 
is sensitive to single base mismatches or insertions/deletions in 
a 700 bp fragment under optimal conditions. Sequencing a 
small number of samples (using methods in Subheading  3.5 ) 
from each bin will usually confi rm this assumption.      

   Table 1 
  Typical dHPLC method   

 Time  % Buffer A  % Buffer B  Flow rate (mL/min) 

 0:00  55  45  0.45 

 0:30  50  50  0.45 

 6:00  32  68  0.45 

 7:00  32  68  0.45 

 7:01  55  45  0.45 

 8:50  55  45  0.45 

     Time is given in minutes:seconds 
 Buffer percentages are on a volume basis 
 Flow is total fl ow (buffers A + B combined). For further explanations,  see  text  
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   Long stretches of mononucleotide repeats (most often, As or Ts are 
present in longer stretches) make amplifi cation and sequencing 
problematic. “Universal” primers and methods for such “chloro-
plast microsatellites” are available from    consulting [ 34 ,  64 – 68 ]. 
Capillary sequencers or long polyacrylamide gels have to be used 
for fragment separation because of the “stuttering” problem. 
Length differences are usually small. To circumvent this problem, 
amplifi ed fragments can be treated with a restriction enzyme that 
shortens the DNA carrying both the mononucleotide repeat and 
the fl uorescent label (i.e., cuts off the non-labeled primer and a part 
of the fragment adjacent to it). The remaining fragment is shorter, 
so the relative size change due to a single nucleotide is  bigger, mak-
ing detection easier. Flores-Renteria and Whipple [ 88 ] have recently 
suggested redesigning one primer to contain a part of the mono-
nucleotide repeat. In their hands, stuttering and minute size changes 
are less of a problem with such redesigned primers.

    1.    Capillary electrophoresis or analysis on long denaturing 
 polyacrylamide gels ( see  Subheading  3.6 ) is usually necessary 
to reveal exact length differences for these “microsatellites” 
( see   Notes 39  and  40 ).   

   2.    “Minisatellites” in the chloroplast are a related type of sequence 
polymorphism. They consist of “motifs” of 5–30 bases ([ 69 – 71 ]; 
 see   Note 41 ). Initially identifi ed on agarose gels of digested 
amplifi cation products (as detailed in Subheading  3.4 ), we now 
routinely analyze such a locus [ 72 ] on a capillary electrophoresis 
system after restriction digestion, with one primer labeled with 
fl uorescent dyes. This requires that a restriction enzyme is chosen 
which cuts between the tandem repeats and the unlabeled primer, 
but not on the other side of the repeat ( see   Note 42 ).    

         1.    Several research groups have aligned complete chloroplast 
DNA sequences with fragment sequences retrieved from 
GenBank in order to study polymorphisms in the alignments 
(e.g., [ 75 ,  89 ]). The experience from both cited studies is that 
a surprising amount of hitherto unexplored polymorphisms can 
be identifi ed from this endeavor. The drawbacks are that 
(1) these sequences again represent commonly sequenced 
regions, so the advantage of having all regions of the chloro-
plast genome in the complete genomes is not fully exploited, 
and (2) sequences submitted to GenBank, but not formally 
published in peer-reviewed literature, in our view sometimes 
represent questionable levels of sequence quality (i.e., may con-
tain sequencing errors) and may therefore be less useful [ 75 ].   

   2.    On the other hand, Besnard et al. [ 90 ] have completely 
sequenced eight different olive ( Olea europaea ) chloroplast 
genomes. Markers were developed for two single nucleotide 
polymorphisms (SNPs) and 62 length polymorphisms (includ-
ing mononucleotide repeats or “chloroplast microsatellites”). 

3.8  Methods for 
Analyzing Tandem 
Repeats in Chloroplast 
DNA: “Microsatellites” 
or “Simple Sequence 
Repeats” (SSRs) and 
“Minisatellites”

3.9  Next-Generation 
Sequencing
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Surprisingly, only 40 polymorphic loci (2/3 of the tested 
markers) resulted from this work ( see   Note 43 ). In the future, 
it is generally expected that the cost for mass sequencing will 
further come down. This will open new perspectives for the 
analysis of variation in the chloroplast genome. A recent study 
by Morris et al. [ 91 ] is an early example ( see   Note 44 ).       

4    Notes 

     1.    Plant DNA useful for analysis of chloroplast DNA can be 
obtained by almost any standard DNA extraction protocol, or 
DNA isolation kit, in most cases (e.g., Sigma or Qiagen plant DNA 
isolation kits). However, using additives in the initial extrac-
tion buffer, or indeed, during the cell disruption process, can 
improve DNA quality by inhibiting browning reactions early 
on [ 92 ]. The kits are often available in a high-throughput for-
mat, e.g., for extracting DNA from (2×) 96 samples in parallel. 
Most DNA extraction protocols yield DNA in solution, which 
can be directly put forward to enzymatic reactions like PCR. 
An alternative method of obtaining DNA for PCR consists of 
squashing leaves onto protective membranes, drying this mem-
brane, and punching a small disc from it for use in PCR 
(Whatman FTA cards). DNA from most (green) plant tissues 
will contain suffi cient amounts of organelle DNA for this pur-
pose, as PCR can make use of even tiny amounts of template 
DNA. Usual estimations for chloroplast DNA content in total 
genomic DNA preparations from green plant material are in 
the range of 5–10 %. Furthermore, the complexity of chloro-
plast DNA is much lower than that of nuclear or mitochondrial 
DNA (e.g., approximately 1:1,000 for chloroplast to nuclear 
genome complexity for  Arabidopsis ). This means that each 
chloroplast DNA sequence will be present in many copies, 
even if the total amount of DNA is low. This is because green 
plant tissue contains numerous chloroplasts, and each chloro-
plast contains numerous copies of the chloroplast DNA “chro-
mosome” [ 12 ]. Lutz et al. [ 93 ], while experimenting with 
DNA extraction methods yielding purer nuclear DNA for 
next-generation sequencing experiments, have tried to deter-
mine the levels of chloroplast and mitochondrial DNA “con-
tamination” in total plant DNA preparations. Their results 
indicate that between 0.4 and 15 % chloroplast DNA may be 
present in DNA isolated with the commonly used CTAB 
method, while this proportion could be suppressed to a level of 
0.2–9.1 % using their recommended nuclei isolation protocols. 
Nock et al. [ 94 ] have counted chloroplast reads in next-
generation sequencing experiments with total DNA and report 
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 similar percentages (2.77–11.63 %) for chloroplast DNA in 
total DNA preparations. The copy number ratio for chloro-
plast to (single copy) nuclear genes (determined by quantita-
tive PCR) from the experiments ranged from 56 to 245 in 
total DNA preparations (data recalculated from [ 93 ]). If these 
results hold under more general conditions, the rationale is 
that it is between roughly 50 and 250 times “easier” to amplify 
chloroplast DNA fragments than such of nuclear genomic ori-
gin from total DNA preparations, but also that next-generation 
sequencing of such DNA preparations may end in a frequency 
differential between chloroplast and nuclear DNA in this order 
of magnitude ( see  [ 8 ]). It is interesting to note that Tuskan 
et al. [ 95 ], when assembling the nuclear and chloroplast 
genomes for  Populus trichocarpa  using a whole genome shot-
gun (Sanger) approach, arrived at a ratio within this range 
(410×/7.5× = 54.7) when their coverages of the chloroplast 
and nuclear genomes are compared ( see  Supplementary 
Information pp. 4 and 12, respectively, [ 95 ]).   

   2.    The main criterion for DNA quality is absence of enzyme 
inhibitors, as practically all of the downstream processes depend 
on enzymatic steps. Most DNA extraction methods based on 
binding of DNA to silica membranes in the presence of chao-
tropic salts result in DNA of suffi cient quality. In general, DNA 
precipitation by alcohols (ethanol or 2-propanol) tends to 
retain some enzyme inhibitors to a higher degree. However, 
our main experience is that the source and storage conditions 
of plant tissues have the highest infl uence on DNA quality. 
Tissues that tend to wilt, brown, or otherwise deteriorate 
quickly after harvesting are usually problematic. To circumvent 
these problems, use only healthy looking plant material and 
either freeze plant material immediately after harvest (prefer-
entially at −80 °C) or put it on silica gel for immediate dehy-
dration (a method more amenable to fi eld work). In some 
cases, it may be necessary to experiment with different types of 
tissues, as different classes of problematic substances (e.g., 
polysaccharides, polyphenols, fats or oils) are present in various 
tissue types. Another consideration is feasibility of collecting 
material. For instance, for tall trees that have leaves (or buds) 
only high up in the canopy, which may be diffi cult to access, 
isolating DNA from small cambium scrapings of the trunk is a 
recommended alternative [ 96 – 98 ].   

   3.    Useful DNA concentrations for subsequent PCR amplifi ca-
tions are in the range of 10–50 ng/μL, but even less DNA can 
be amplifi ed successfully in many cases. Often, the extraction 
kits yield higher initial DNA concentrations. Diluting this 
DNA also dilutes any remnant enzyme inhibitors, thus making 
subsequent analyses easier.   
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   4.    Most commercial thermostable polymerase preparations come 
with buffers, and often further components like Mg 2+  solu-
tions, additives to improve the amplifi cation reaction, or even 
with deoxynucleotide triphosphates (dNTPs). Certain down-
stream processes, e.g., dHPLC, demand for absence of deter-
gents in the PCR solution that is applied to the HPC columns. 
Many manufacturers supply polymerase buffers without such 
detergents. If PCR buffer components are not revealed by the 
manufacturer, information about the presence or absence of 
detergents in their buffer formulations can almost certainly be 
obtained by directly contacting them.   

   5.    DNA polymerase properties and primer annealing tempera-
tures must match. Some recently introduced thermostable 
DNA polymerases with a remarkable activity (e.g., Finnzymes 
PHIRE I polymerase) best work at primer annealing tempera-
tures of 60 °C or above. Many primers obtained from the lit-
erature, however, have annealing temperatures in a more 
standard range of 50–58 °C. Using our standard PCR program 
outlined above, we have recently obtained good success by 
using Finnzymes PHIRE II polymerase. This is also a highly 
processive enzyme that is designed for fast PCRs with short 
holding temperatures during PCR cycling. This enzyme works 
at great dilutions with more standard cycling conditions, thus 
great savings are possible. As the enzyme is designed to work 
at annealing temperatures below 60 °C as well, less care must 
be taken when primers with lower annealing requirements are 
employed. Trial and error will always guide such efforts 
( see  following  Note 6 ).   

   6.    If experimenting with different primer annealing temperatures, 
a PCR thermocycler capable of realizing different tempera-
tures across its heating block (temperature gradients) may be 
useful.   

   7.    Safety note concerning power supplies: Always make sure elec-
tric current cannot harm you. Use the following order of 
manipulations: put lid onto electrophoresis tank, connect wires 
on the lid if necessary, plug other end of wires into power sup-
ply, switch on power supply, adjust voltage or power setting, 
and press “run” (or similar). For interrupting or dismantling a 
gel, use reverse order (press “stop” in some power supplies).   

   8.    Safety note concerning ethidium bromide: This chemical is a 
mutagen, in that it interacts with DNA. It is also toxic, but typi-
cal laboratory levels (below 1 μg/mL) are below the toxicity 
threshold. Use only in a (small) dedicated laboratory room, use 
gloves for all manipulations, and always wear a dedicated lab 
coat (which should be closed). Disposal should be in accor-
dance with local applicable regulations (these tend to vary). 
Our method of disposal is by fi ltering all solutions through an 
activated charcoal fi lter and by collecting all gels in a separate 
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container for toxic waste (to be incinerated by special waste 
companies). All surfaces that have come in touch with ethidium 
bromide are rinsed with isopropanol for decontamination.   

   9.    Agarose gels can be recycled by saving used gels in the 
 refrigerator and boiling them in a microwave oven immediately 
before the next usage cycle. We often fi lter the hot, liquid gel at 
this point to remove any particles that accumulate. This whole 
procedure will decrease electrophoresis cost considerably. In a 
similar way, electrophoresis buffer can be used over a period if 
stored in the fridge between uses, in our case for about 2 weeks, 
before being replaced with freshly made buffer.   

   10.    On average, a 4-base cutter will cleave random DNA at every 
256 positions. However, chloroplast DNA is not “random.” 
Chloroplast DNA is rich in A and T nucleotides, so enzymes 
with a higher number of those nucleotides in their recognition 
sequence will, on average, cut more often.   

   11.    Polyacrylamide sequencing gels are still in use for sequencing 
purposes; laboratories considering to make use of them are 
referred to [ 18 ] or [ 19 ], where the use of radioactively labeled 
nucleotides is suggested. This is no longer necessary, given the 
advancements in silver staining ( see  Subheading  2.6 ), but their 
recipes and methods can be used without radioactive labels and 
sequencing gels prepared following the rationale of the poly-
acrylamide gel electrophoresis and silver staining sections 
below ( see  Subheading  3.6 ).   

   12.    Safety note for acrylamide/bisacrylamide: These chemicals are 
potent neurotoxins in liquid and powdered form. Use personal 
safety equipment (gloves, spectacles, and for handling powder, 
a protective mask). Dispose of any unpolymerized rests with 
toxic waste. The polymerized product, however, is an “every-
day” chemical.   

   13.    Safety of SYBR Gold: This dye is photosensitive and binds to 
glass surfaces, so it should be stored in a polypropylene bottle, 
wrapped in aluminum foil. It can be irritating on skin and in 
contact with eyes, so wear protective clothing. Possible muta-
genic potential is still not adequately known. Dispose of like 
ethidium bromide ( see   Note 8 ).   

   14.    In order to analyze the samples on the dHPLC system, it is 
necessary to consider possible detergents in the polymerase 
buffer (these should be absent as much as possible). Detergent- 
free buffers are on the market now; these increase the perfor-
mance of the dHPLC system to a much higher resolution. If 
detergent-free buffers are not an option, PCR clean-up can be 
done as well, but will add to the analyzing costs.   

   15.    Although the database [ 31 ] already contains a wealth of prim-
ers, and some genes or exons are approaching “saturation” for 
primer sequences (this applies primarily to the  trn  genes), 
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we sometimes fi nd surprisingly similar sequences in alignment 
portions even outsides genes/exons.   

   16.    PCR volume is determined by downstream processing of the 
products. Usually, 5 μL are employed in single restriction 
enzyme digests or in single dHPLC runs. 5–15 μL are required 
for sequencing reactions in our hands. Less volume is usually 
applied to capillary sequencers (where primers carry a fl uores-
cent dye) or to polyacrylamide slab gels.   

   17.    Not all restriction enzymes work with all residual PCR buffers. 
Moreover, residual inhibitors introduced together with the 
DNA from the plant extract may prevent DNA cleavage. If no 
reaction products (other than the original size PCR fragments) 
are observed, this might be the reason.   

   18.    The total volume of the restriction reaction should be kept 
low, so that the DNA is not over duly diluted.   

   19.    Some experience is necessary to interpret gel banding patterns, 
on agarose as well as on polyacrylamide gels. More clarity on 
the sizes and order of the restriction fragments can be obtained 
either by using PCR primers that are binding at slightly shifted 
positions (these will cause the “end” restriction fragments to 
shift) or by classical restriction mapping with two or more 
enzymes used alone and in combination. Partial digests can 
also yield this information, but in our hands they are more 
challenging. Partial digests can also result after overnight incu-
bation, either when high DNA concentrations are present after 
PCR or when residual restriction enzyme inhibitors are present 
(another reason for this may also be activity loss in the enzyme 
concentrate after prolonged storage). These are diffi cult to 
interpret, but easy to spot, as very often, a (faint) band at the 
size of the original, entire PCR fragment is present in the pat-
tern, as well as a number of intermediate sized bands.   

   20.    Dhingra and Folta [ 28 ] and Lin et al. [ 35 ] are particularly 
noteworthy in that their proposed primer sets allow amplifi ca-
tion of large parts of the chloroplast genome with a minimal 
number of PCRs (long-range PCR). The drawback is that for 
such long PCR products, template DNA quality must be high, 
and PCR conditions need to be optimized considerably. The 
more complicated the PCR setup, the higher the danger of 
unwanted products, e.g., such from nuclear copies of chloro-
plast DNA ( see  also  Note 21 ).   

   21.    It became clear early on [ 99 ,  100 ] that plant nuclear genomes 
contain numerous fragments of apparent recent evolutionary ori-
gin from the chloroplast. Indeed, most plant genome sequences 
examined today contain nuclear copies of all chloroplast DNA 
dispersed through their chromosomes (e.g., [ 95 ,  101 ]). These 
nuclear copies of chloroplast DNA are a potential threat for PCR 
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analysis, if co-amplifi ed with genuine chloroplast DNA, because 
they may contain mutations relative to “genuine” chloroplast 
DNA of that individual plant [ 95 ]. However, as shown above ( see  
 Note 1 ), the high frequency differential (1:50–1:250) makes it 
unlikely that these nuclear copies are amplifi ed from total DNA 
preparations. Furthermore, the nuclear insertions of chloroplast 
DNA are often short and mutated, and it is therefore less likely 
that both primer binding sites of a PCR fragment are present.   

   22.    PCR fragments can be precipitated in 96-well plates, if a suit-
able centrifuge is available. Care must be taken when mixing 
and turning the plates. We turn the plates over onto fi lter paper 
for removing supernatants (after ethanol precipitation and 
washing) and centrifuge the plate upside down, with a layer of 
fi lter paper underneath, at low speed, to get rid of remaining 
liquid. The pellets in the plate are then dried by leaving the 
plate (in its original position) in the fl ow hood for about 
10 min.   

   23.    It may be necessary to use somewhat higher primer annealing 
temperatures for certain fragment/primer combinations, in 
order to avoid sequencing artifacts.   

   24.    Before aligning sequences, they should be checked for ambi-
guities that results from imperfect sequencing reactions. Primer 
sequences at both ends of a fragment should be trimmed (they 
can be retained temporarily, if that supports the alignment pro-
cess, but should be removed before making any phylogenetic 
inferences). It is good practice to sequence DNA from both 
ends. By comparing these two sequences (e.g., in BIOEDIT, 
[ 86 ]), the quality of the sequences can be assessed best. If 
these complementary sequences are not available, it is strongly 
recommended to visually check the peaks in the electrophero-
grams for any abnormalities, along the whole sequence.   

   25.    The nature of variation in noncoding regions of the chloro-
plast is variable, but some types can be differentiated [ 102 ]. 
Sequence variation of chloroplast spacers and introns often 
consists of very small changes [ 103 ]. Insertions of single or 
only very few nucleotides are abundant. Substitutions (true 
single nucleotide polymorphism, SNPs) are present, but these 
alone would not give a robust picture of sequence variation. 
The very short insertion/deletions (indels) often manifest 
themselves in the mononucleotide repeats. Another form of 
variation typical for chloroplasts is short inversions [ 102 ,  103 ]. 
Chloroplast genes often terminate in stem-loop structures in 
their 3′ untranslated regions, or such stem-loops are present in 
introns. Apparently, the loops in these structures occasionally 
fl ip position [ 102 ], similar to the inversion in mitochondrial 
DNA identifi ed by Dumolin-Lapegue et al. [ 104 ]. These pecu-
liarities make it diffi cult to distinguish sequencing errors or 
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ambiguities from true variation. We suspect that such 
 ambiguities have found their way into databases and the litera-
ture. In a recent comparison of two completely sequenced date 
palm chloroplast genomes with GenBank entries for short 
fragments, very few polymorphisms between the two complete 
chloroplasts contrasted with a high incidence of polymor-
phisms in (often unpublished) GenBank entries of short chlo-
roplast fragments [ 75 ].   

   26.    Borsch and Quandt [ 103 ] have recently reviewed the use of 
noncoding regions of the chloroplast genome to a remarkable 
depth. They list several widely used regions that make com-
parisons among studies feasible: the introns in  petD ,  rpl16 , 
 rps16  and  trnK , and the spacers  trnS-trnG ,  trnT-trnF ,  psbA- 
trnH  , and  atpB-rbcL . Apart from microsatellites and stem- loop 
structures which pose the issue of homoplasy (back-mutation), 
mutational hotspots exist also elsewhere and need to be treated 
with great caution in phylogenetic studies, or excluded from 
the data matrix altogether [ 103 ]. Along similar lines, Ravi et al. 
[ 105 ] found that their complete sequence of the  Morus  chlo-
roplast moved phylogenetically closer to  Cucumis  and  Lotus  if 
only coding regions were considered but closer to  Eucalyptus  
if noncoding regions were included in the analysis. Watts et al. 
[ 32 ] have suggested conserved primer pairs for chloroplast 
group II intron loops that are highly variable but less subject 
to the problems listed above (for the  rpl16 ,  petD ,  atpF ,  petB , 
and  ndhA  introns). Ochoterena [ 106 ] has reviewed methods 
of sequence alignment for noncoding DNA, which must take 
into consideration that different evolutionary constraints apply.   

   27.    Comparisons of gene sequences should also take into account 
RNA editing, which seems to be frequent at least in some plant 
species (e.g.,  Hevea brasiliensis , 51 RNA editing sites, [ 107 ]). 
In  Hevea , 48 of these sites are in gene coding sequences, but 
three additional ones are in introns. Schmitz- Linneweber et al. 
[ 108 ] report that  Atropa belladonna  and  Nicotiana tabacum , 
two members of the Solanaceae, show a high similarity of their 
chloroplast genomes’ coding regions, but sites subject to RNA 
editing differ remarkably. RNA editing is guided by factors 
imported from the nucleus. Therefore, nuclear genomic diver-
gence during speciation may drive chloroplast divergence at 
those sites.   

   28.    Concerning barcoding, it may be necessary to take a prag-
matic view and assess the limits to what the proposed general 
barcode can be used but on the other hand develop or sug-
gest other or additional regions for specifi c questions, i.e., for 
specifi c groups of taxa. For example, Schroeder et al. [ 109 ] 
have compared generally recommended barcoding primers 
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(23 published primer pairs) and newly designed primers 
 specifi c for the genus  Populus  for their discriminating power 
between  species in the genus. Their general conclusion was 
that while not all the new primers yielded amplifi cation prod-
ucts for all species, these more specifi c primers designed on 
the basis of the complete sequence of the  Populus trichocarpa  
chloroplast genome [ 95 ] were much more reliable, and some 
of the intergenic regions had high levels of polymorphism 
(e.g.  trnG- psbK  , or  psbK-psbI ).   

   29.    There are a variety of methods available for detection of PCR 
products on polyacrylamide gels. Radioactive detection 
involves the incorporation of radioactively labeled nucleotides 
or primers during PCR. Nonradioactive methods are preferred 
by many because of health and safety issues. Silver staining and 
fl uorescence dyes are the choices in this respect. Although 
many different protocols have been suggested, silver staining is 
known to be time-consuming because it involves many steps, 
and it requires some level of skill. Ethidium bromide (excita-
tion 310 and 526 nm, emission 605 nm) is a cheap fl uorescent 
dye routinely used for agarose gels, but the sensitivity of this 
method leaves a lot to be desired [ 110 ,  111 ]. More sensitive 
fl uorescence dyes have become available [ 19 ,  111 ]: SYBR 
Green I and II (excitation 497 nm, emission 520 nm) and 
SYBR Gold (excitation 310 and 495 nm, emission 537 nm)—
the latter one is recommended also for single- stranded DNA 
(ssDNA) analysis. They are reported to be less mutagenic 
(Amersham Biosciences, Fluorescence Imaging fact sheet).   

   30.    To investigate the effects of different fi lters on image quality, 
photos can also be taken through an SYBR Green/Gold gel 
stain photographic fi lter (Molecular Probes, Oregon, USA) 
and a UV-blocking fi lter (UV 390, O–Hase, Hama, Germany).   

   31.    Both silver staining and SYBR Gold treatment usually produce 
sharp and clearly visible products. Even differences in allele 
sizes about 1 or 2 bp can be distinguished with both staining 
methods. However, on silver stained gels, the intensity of 
bands seems to be higher especially for bands of higher molec-
ular weight, which appear stronger. 1 μL of standard PCR 
product is readily detectable on the gel after silver staining in 
our laboratory setup, whereas the optimum for SYBR Gold is 
between 2 and 4 μL. Silver staining is more sensitive for over-
loading and higher concentrations of loaded DNA, resulting in 
smears. A readable banding pattern of good quality is usually 
also obtained after subsequent treatment of an SYBR Gold 
stained gel with the silver staining procedure, which may com-
bine the advantages of both methods (but at least double the 
workload).   
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   32.    Taking photos through three different fi lters and their 
 combinations, we experienced that the use of appropriate fi l-
ters for documentation for the fl uorescent staining is impor-
tant. Fragments are usually clearly visible on a gel when 
photographed with 600 nm band pass fi lter or the specially 
designed SYBR Green/Gold gel stain photographic fi lter. The 
narrow window of transmittance for the 300 nm region in the 
SYBR Green/Gold fi lter causes that the tubes of the transillu-
minator become visible on the picture, making typing more 
inconvenient. Using the SYBR Green/Gold fi lter in combina-
tion with the standard photographic UV-blocking fi lter 
(390 nm) does not eliminate this effect. As can be expected, 
using the UV-blocking fi lter alone results in a poor image with 
very low band intensities.   

   33.    Comparison of required reagents and equipment, relative costs, 
handling, and waste disposal for both presented methods reveal 
that, at least in our experience, the SYBR Gold process offers 
much advantage over silver or let alone ethidium bromide stain-
ing. For detection of DNA stained with ethidium bromide and 
SYBR Gold fl uorescent dyes, the same visualization equipment 
can be used. Plastic fi lms for attaching gels instead of covering 
glass plates each time with bind and repeal silane would ease 
handling for silver staining. Such gels can also be permanently 
stored not only in the digital but also in the physical form. This 
is not possible with SYBR Gold staining because current fi lms 
produce additional background fl uorescence when illuminated 
with UV light boxes. Without such a plastic support, fresh cov-
ering of glasses especially with bind silane is necessary every 
four times with SYBR Gold, but more often with silver staining. 
SYBR waste disposal is quick and effi cient, while we fi nd han-
dling silver waste more laborious and costly. We fi nd that if 
chemicals can be bought in higher quantities, and with higher 
gel throughput, costs tend to decrease. From a single pack of 
SYBR Gold, we can stain 100 or more gels. The main cost com-
ponent for silver staining is silver nitrate. As a minimum amount 
of staining solution (1 L in our case) has to be prepared for 
immersing the gel, staining a single gel is much more expensive. 
These costs come down when the solution is used for several 
gels. However, silver staining solutions have a shorter life time 
(1 week in our laboratory).   

   34.    The enzyme cannot operate in completely detergent-free buffer.   
   35.    At this step, both PCR products (sample and standard) have to 

be at fairly equal concentrations. Adjust if necessary.   
   36.    This consists of known fragments, and the resulting dHPLC 

pattern at a non-denaturing temperature can be checked for 
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resolution of the fragments, which will give hints on column 
performance.   

   37.    To achieve optimal resolution during extended runs (e.g., a 96 
or 384 sample plate), fl ushing intervals become important. 
Flushing with buffer B alone, or with acetonitrile at 75 %, 
should be programmed every 20 samples to avoid peak “move-
ment” or shoulders within the peaks.   

   38.    For instance, only identify clear single peaks and doublets, trip-
lets, and so on in the fi rst round and concentrate on retention 
time delays or unclear peak splits in the second round.   

   39.    Precisely determining these small length differences is not easy, 
because they are often below 1 % of the total length of the 
PCR fragment. While within an experiment, this is not so 
much an issue, it becomes more problematic when repeating 
analyses on different automatic DNA sequencer models or in 
different years in the same laboratory.   

   40.    Single nucleotide sequencing as suggested by [ 112 ] may be 
particularly useful for this type of variation: In this method, 
just a single dideoxynucleotide triphosphate is introduced dur-
ing the sequencing reaction. This makes the interpretation of 
the resulting pattern much easier, if only the microsatellite 
tract is of interest.   

   41.    In an extension of our recent study [ 72 ], a repeat of approxi-
mately 15 bp was discovered in the  rpl16  intron of several 
 Populus  species. Polymorphisms among, but also within spe-
cies, were apparent.   

   42.    Vachon and Freeland [ 73 ] have compared large phylogeo-
graphic networks of haplotypes by either including or exclud-
ing tandem repeat (micro- and minisatellites) polymorphisms. 
Their conclusion is that such repeats should be excluded from 
large-scale studies, while they may provide valuable insight in 
more local (fi ne-scale) studies. Figure  2  shows one such exam-
ple of insertions/deletions of variable sizes in our recent work 
in  Gentianella —some of these insertions seem to be tandem 
repeats (Jahn and Heinze, unpublished). Indeed, studying 
chloroplast microsatellites is widespread for intraspecifi c phylo-
geographic work.

       43.    Complete chloroplast genome sequences often reveal a surpris-
ing picture on variation, as exemplifi ed by the recent examples 
of Korean pine ( Pinus koraiensis , [ 113 ]) and pepper ( Capsicum 
annuum , [ 114 ]). Several complete chloroplasts from the 
Solanaceae family were known before, but pepper was found to 
contain large indels, and tandem repeats were particularly fre-
quent in pepper.   
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   44.    Morris et al. [ 91 ] have produced random whole-genome shot-
gun sequences from 24 individuals of switchgrass ( Panicum 
virgatum ) at low coverage. As chloroplast DNA was abun-
dant in their DNA preparations, whole chloroplast DNA 
sequences could be reconstructed, and polymorphisms iden-
tifi ed. The individuals in their study were labeled by using 
“barcode” sequences in the next-generation sequencing run. 
We have recently pooled “leftover” chloroplast PCR prod-
ucts from a wide range of studies and subjected the pool to 
Illumina sequencing (Heinze and Jahn, unpublished). Simple 
bioinformatics analysis allowed us to identify the molecular 
causes of many of the PCR-RFLP and dHPLC pattern differ-
ences that we have observed previously from the same sam-
ples. Once these polymorphisms and others that could not be 
detected with the previous approaches are known, it is 
straightforward to design the best assay that allows the analy-
sis of these polymorphisms in large sets of samples with more 
traditional methods.         
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    Chapter 6   

 Mitochondrial Genome and Plant Taxonomy 

           Jérôme     Duminil    

    Abstract 

   The lability in size, structure, and sequence content of mitochondrial genome (mtDNA) across plant 
species has sharply limited its use in taxonomic studies. However, due to the new opportunities offered by 
the availability of complete mtDNA sequence in plant species and the subsequent development of universal 
primers, the number of mtDNA-based molecular studies has recently increased. Historically, universal 
primers have enabled to characterize mtDNA polymorphism mainly by the RFLP technique. This meth-
odology has been progressively replaced by Sanger DNA sequencing, which actually provides the full 
phylogenetic information content of a DNA fragment (single nucleotide, insertion/deletion, and single 
sequence repeat length polymorphism). This chapter presents a sequencing working protocol to be rou-
tinely used in mtDNA-based phylogenetic studies.  

  Key words     Cytoplasmic DNA  ,   Organelle DNA  ,   Botany  ,   Phylogeny  ,   Plants  ,   Sequences  ,   Genetic 
diversity  ,   Polymorphism  

1      Introduction 

 The mitochondrial genome (mtDNA) originated from a eubacterial 
ancestor. More specifi cally, it is now widely accepted that the mito-
chondria originated from a single endosymbiotic event which 
involved a α-proteobacteria-like organism and a common cellular 
ancestor of eukaryotes [ 1 ]. This symbiotic relationship between a 
primitive eukaryote nucleus and an aerobic bacteria—the future 
mitochondria—has enabled the eukaryote to evolve an aerobic life-
style. In relation with this new endosymbiotic habit, the “resident” 
mitochondrial genome has undergone a reductive evolution, char-
acterized among other things by a loss of coding capacity [ 2 ]. The 
gene content reduction of mitochondrial genomes has been pri-
marily attributable to either gene loss or mitochondria-to-nucleus 
gene transfers [ 3 ]. This process has been interpreted as a conse-
quence of deleterious accumulation in organelle genomes [ 2 ] and 
as a necessity for multicellular organisms to keep the function orig-
inally coded by organelle genomes. Gene transfer from the mito-
chondria to the nucleus has been demonstrated to be an ongoing 
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process in plants [ 4 ], which explains that the mitochondrial gene 
content is heterogeneous across species [ 5 ,  6 ] and the diffi culty to 
develop universal primers across species. 

 In sharp contrast to the relative small and homogeneous size of 
animal mtDNA (usually between 16 and 20 kb; [ 7 ]) and fungal 
mtDNA (between 19 and 100 kb; [ 8 ]), plant mtDNA is large and 
variable in size (between 104 kb, in the moss  Anomodon rugelii , 
and 11.3 Mb, in the angiosperm  Silene conica ; [ 9 ]). Importantly, 
the “genome size” of the angiosperm mitochondrion refers to the 
size of the “master cycle DNA”—“which is a presumptive circular 
molecule consisting of all the DNA sequences present at substan-
tial stoichiometry in the mitochondrion” [ 10 ]—the plasmid-like 
molecules, and the substoichiometric DNA molecules being 
excluded. Angiosperm mitochondrial genome size is not related to 
gene content [ 9 ]. MtDNA size variation among species is mainly 
related to differences in the size of intergenic regions (introns, 
intergenes, repeated sequences and alien sequences of chloroplast, 
and nuclear origin; [ 11 ]). Plastid-derived and nuclear-derived 
nucleotide sequences represent, respectively, from 1.6 to 8.8 % and 
from 0.1 to 13.4 % of the mtDNA [ 12 ]. However, a recent com-
parative study has demonstrated that genome size variation within 
the  Silene  genus (complete mtDNA sequences are now available 
for four species of the genus,  see  Table  1 ) might be related to 
changes in recombinational processes [ 9 ].

   Due to the presence of numerous repeated regions and to the 
coexistence of more than one type of mitochondrial genome in a 
cell (heteroplasmy), recombinations are frequent within the 
mtDNA and gene arrangement in higher plants varies enormously 
[ 13 ]. Besides the large size, recombination activity is the most dis-
tinctive feature of these genomes [ 14 ]. Gene arrangement of 
mtDNA in higher plants varies enormously due to the presence of 
repeated regions, source of recombination within and between 
mtDNA genomes [ 13 ]. Fortunately, mtDNA coding sequences 
are highly conserved, facilitating the identifi cation of conserved 
regions within which universal primers can be defi ned [ 15 ,  16 ]. 

 In opposition to animals, plant mtDNA evolves very slowly. 
Comparing coding sequence silent (synonymous) substitution 
rates among plant genomes (nrDNA, cpDNA, mtDNA), Wolfe 
et al. [ 17 ] have demonstrated that the mtDNA evolves three times 
slower (0.2–1.1 × 10 −9  substitutions per synonymous site per year) 
than the cpDNA (1.1–2.9 × 10 −9  substitutions per synonymous site 
per year), which in turn evolves two times slower than the nrDNA 
(up to 31.5 × 10 −9  substitutions per synonymous site per year). 
These results were further confi rmed by Gaut et al. [ 18 ] based on 
the comparison of genes from all three genomes between maize 
and rice. Interestingly, as outlined by Muse [ 19 ], the similarity 
obtained between Wolfe and Gaut studies, albeit different levels of 
evolutionary divergence were addressed, might indicate that plant 
nucleotide substitution features have been constant along higher 
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    Table 1  
  List of available Viridiplantae species mtDNA complete sequence   

 Species 
 Viridiplantae 
clade 

 Accession 
number a  

 Year of 
publication 

 Genome 
size (pb)  Protein  tRNA 

  Scenedesmus obliquus   Chlorophyta  NC_002254  1990  42781  20  33 

  Chlamydomonas 
reinhardtii  

 Chlorophyta  NC_001638  1994  15758  8  17 

  Prototheca wickerhamii   Chlorophyta  NC_001613  1994  55328  36  29 

  Chlamydomonas 
eugametos  

 Chlorophyta  NC_001872  1998  22897  14  13 

  Pedinomonas minor   Chlorophyta  NC_000892  1999  25137  11  12 

  Pseudendoclonium 
akinetum  

 Chlorophyta  NC_005926  2004  95880  72  27 

  Ostreococcus tauri   Chlorophyta  NC_008290  2005  44237  43  35 

  Nephroselmis olivacea   Chlorophyta  NC_008239  2006  45223  40  30 

  Oltmannsiellopsis viridis   Chlorophyta  NC_008256  2006  56761  36  27 

  Polytomella capuana   Chlorophyta  NC_010357  2008  12998  7  13 

  Dunaliella salina   Chlorophyta  NC_012930  2009  28331  9  12 

  Micromonas  sp.  Chlorophyta  NC_012643  2009  47425  39  40 

  Polytomella  sp.  Chlorophyta  NC_013472, 
NC_016918 

 2009  16083  7  13 

  Pycnococcus provasolii   Chlorophyta  NC_013935  2010  24321  18  18 

  Coccomyxa  sp.  Chlorophyta  NC_015316  2011  65497  31  29 

  Polytomella parva   Chlorophyta  NC_016916, 
NC_016917 

 2012  16153  7  13 

  Anomodon rugelii   Streptophyta  NC_016121  2011  104239  46  27 

  Arabidopsis thaliana   Streptophyta  NC_001284  1997  366924  117  24 

  Beta vulgaris   Streptophyta  NC_015099  2010  364950  150  29 

  Beta vulgaris   Streptophyta  NC_002511  2000  368801  140  31 

  Beta macrocarpa   Streptophyta  NC_015994  2011  385220  156  31 

  Boea hygrometrica   Streptophyta  NC_016741  2011  510519  32  31 

  Brassica rapa   Streptophyta  NC_016125  2011  219747  78  21 

  Brassica juncea   Streptophyta  NC_016123  2011  219766  78  21 

  Brassica napus   Streptophyta  NC_008285  2003  221853  79  20 

  Brassica carinata   Streptophyta  NC_016120  2011  232241  69  20 

(continued)
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 Species 
 Viridiplantae 
clade 

 Accession 
number a  

 Year of 
publication 

 Genome 
size (pb)  Protein  tRNA 

  Brassica oleracea   Streptophyta  NC_016118  2011  360271  77  21 

  Carica papaya   Streptophyta  NC_012116  2010  476890  39  22 

  Chaetosphaeridium 
globosum  

 Streptophyta  NC_004118  2002  56574  46  31 

  Chara vulgaris   Streptophyta  NC_005255  2003  67737  46  30 

  Chlorokybus atmophyticus   Streptophyta  NC_009630  2007  201763  58  31 

  Citrullus lanatus   Streptophyta  NC_014043  2010  379236  39  21 

  Cucumis sativus   Streptophyta  NC_016005, 
NC_016004, 
NC_016006 

 2011  1684592  37  26 

  Cucurbita pepo   Streptophyta  NC_014050  2010  982833  38  16 

  Cycas taitungensis   Streptophyta  NC_010303  2008  414903  39  29 

  Lotus japonicus   Streptophyta  NC_016743  2011  380861  34  23 

  Marchantia polymorpha   Streptophyta  NC_001660  1992  186609  76  32 

  Megaceros aenigmaticus   Streptophyta  NC_012651  2009  184908  48  21 

  Mesostigma viride   Streptophyta  NC_008240  2002  42424  41  29 

  Millettia pinnata   Streptophyta  NC_016742  2011  425718  37  27 

  Nicotiana tabacum   Streptophyta  NC_006581  2005  430597  156  27 

  Oryza sativa   Streptophyta  NC_011033  2002  490520  53  25 

  Oryza sativa   Streptophyta  NC_007886  2006  491515  54  39 

  Oryza rufi pogon   Streptophyta  NC_013816  2010  559045  41  18 

  Phaeoceros laevis   Streptophyta  NC_013765  2010  209482  38  23 

  Phoenix dactylifera   Streptophyta  NC_016740  2012  715001  43  21 

  Physcomitrella patens   Streptophyta  NC_007945  2007  105340  42  27 

  Pleurozia purpurea   Streptophyta  NC_013444  2009  168526  69  31 

  Ricinus communis   Streptophyta  NC_015141  2011  502773  37  23 

  Silene latifolia   Streptophyta  NC_014487  2010  253413  30  13 

  Silene vulgaris   Streptophyta  NC_016406, 
NC_016170, 
NC_016402, 
NC_016415 

 2012  427138  11   3 

  Silene noctifl ora   Streptophyta  NC_016393 b   2012  6727869  29  20 

(continued)

Table 1 
(continued)
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plant evolution. Though this low molecular evolutionary rate 
appeared to concern most of plant species, some exceptions were 
demonstrated (e.g., within  Pelargonium ,  Plantago ,  Silene ; [ 9 ,  20 ,  21 ]). 
Recently the generality of slow synonymous sequence evolution in 
mitochondrial genomes has been investigated across a large and 
taxonomically widely distributed set of seed plants [ 22 ]. According 
to this study, earlier fi ndings were confi rmed for roughly 80–90 % 
of the studied species, indicating that a surprising high number of 
taxa depart from this common pattern (presenting either an accel-
erated or a slower synonymous substitution rates). Moreover, 
Mower et al. [ 22 ] demonstrated that both patterns of faster and 
slower evolutionary rates can be found at different genes within 
the same species supporting the idea that all genes evolve indepen-
dently of the others. Albeit this observation might be related to 
different artifacts [ 22 ], independent evidences for mutation rate 
variation among genes were acquired [ 23 ]. Therefore, the general 
idea remains that mtDNA evolves at a slow rate and that 
mtDNA polymorphism is very low within one single species and 
even between closely related species. This partly explains the lim-
ited use of mtDNA in phylogeography and phylogeny, though the 
demonstration of molecular rate heterogeneity within some plant 

 Species 
 Viridiplantae 
clade 

 Accession 
number a  

 Year of 
publication 

 Genome 
size (pb)  Protein  tRNA 

  Silene conica   Streptophyta  NC_016249 b   2012  11318806  32  18 

  Sorghum bicolor   Streptophyta  NC_008360  2006  468628  32  21 

  Treubia lacunosa   Streptophyta  NC_016122  2011  151983  69  30 

  Tripsacum dactyloides   Streptophyta  NC_008362  2006  704100  33  21 

  Triticum aestivum   Streptophyta  NC_007579  2005  452528  39  34 

  Vigna radiata   Streptophyta  NC_015121  2011  401262  32  19 

  Vitis vinifera   Streptophyta  NC_012119  2009  773279  74  34 

  Zea luxurians   Streptophyta  NC_008333  2006  539368  32  20 

  Zea mays   Streptophyta  NC_007982  2004  569630  163  33 

  Zea perennis   Streptophyta  NC_008331  2006  570354  32  20 

  Zea mays   Streptophyta  NC_008332  2006  680603  42  19 

   a Using this accession number, you can access the complete mtDNA sequence at   http://www.ncbi.nlm.nih.gov/
nuccore     
  b This accession number correspond to the chromosome 1; other accession numbers corresponding to the other 
chromosomes are available at   http://www.ncbi.nlm.nih.gov/genomes/GenomesGroup.cgi?taxid=33090&opt
=organelle      

Table 1 
(continued)
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lineages [ 9 ,  22 ,  23 ] might support the idea that it is worth investi-
gating for mtDNA polymorphism within a given species. 

 Mitochondrial genomes are generally maternally inherited in 
angiosperms, though some species have been shown to present 
either a paternal inheritance or a biparental inheritance [ 24 ]. In 
conifers, paternal inheritance has been demonstrated. The unipa-
rental inheritance of organellar genomes (oDNA; either mitochon-
drial DNA or chloroplast DNA), together with slow molecular 
evolutionary rate, explains their success as molecular markers in 
phylogeography studies (reviewed in [ 25 ]). The mode of inheri-
tance has been shown theoretically and experimentally to have a 
major effect on the estimation of the among-population genetic 
differentiation. Maternally inherited genomes generally experience 
more subdivisions than paternally or biparentally inherited ones 
[ 26 ]. Thus, in conifers, genetic structure is almost always larger at 
mtDNA markers than at cpDNA markers, while in angiosperms 
genetic structure is nearly similar at both markers as they are gener-
ally maternally inherited [ 26 ]. 

 The fi rst land plant complete mtDNA sequence was obtained 
for the liverwort  Marchantia polymorpha  [ 27 ]. The number of 
Viridiplantae species for whom the complete mtDNA sequence is 
now available is 63 (16 Chlorophyta, 47 Viridiplantae—of whom 
33 Streptophyta—Table  1 ). Figure  1  represents a cladogram of the 
33 Streptophyta species for whom the complete mtDNA sequence 
is available. In comparison, 241 species of Viridiplantae were com-
pletely sequenced for their cpDNA (April 2012, according to 
  http://www.ncbi.nlm.nih.gov/genomes/GenomesHome.
cgi?taxid=2759&hopt=html    ). The number of plant species mtDNA 
and cpDNA complete sequences has recently dramatically increased 
(Fig.  2 ). Owing to the burst of high-throughput sequencing tech-
nologies, this trend might shortly accelerate at an amazing rate.

    With the exception of the conifers, mtDNA markers were 
rarely used in plant phylogeographic studies. This can be explained 
by the diffi culty to fi nd mtDNA genomic variations. The exact 
level of intraspecifi c mtDNA polymorphism across plant species is 
diffi cult to estimate. Indeed, few studies mentioned that they have 
screened for mtDNA polymorphism and did not fi nd anything 
[ 28 ]. Whereas the polymorphism content of different cpDNA 
markers has been accurately estimated across plant species provid-
ing some rules on the ideal candidate cpDNA loci to be used in 
phylogeography or phylogeny studies (e.g., [ 29 ]), such informa-
tion is clearly lacking for mtDNA. Thus, the current trend is to test 
as many mtDNA loci as possible using available universal primers 
[ 15 ,  16 ,  30 – 33 ]. Universal primers are based on the conserved 
nature of the exonic sequences of mtDNA across species, enabling 
the identifi cation of consensus regions within coding sequences. 
The comparison of full complete mtDNA sequences can unravel 
the presence of a conserved microsynteny in some mtDNA genomic 
regions, which can be used to defi ne primer pairs as universal as 
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  Fig. 2    Evolution of the number of plant species (Chlorophyta + Streptophyta) for which mtDNA and cpDNA 
complete sequences were obtained over time (1986–2011)       

  Fig. 1    Cladogram of the Streptophyta species for whom the complete mtDNA sequence is available (rooted on 
the Chlorophyta clade)       
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possible across plant species. The choice of the candidate loci 
depends on the taxonomic level that will be addressed by the phy-
logenetic study. At the lowest taxonomic level (intraspecies or 
inter-closely related species), the focus will be on mtDNA inter-
genic or intronic sequences. Instead, at higher taxonomic level 
(polymorphisms among a set of species in a phylogenetic frame-
work), the focus will be on mtDNA coding sequences. 

 Historically, the screening of mtDNA polymorphism was per-
formed using the PCR-RFLP [ 32 ,  34 – 39 ] or the RFLP-SSR tech-
nique [ 32 ,  35 ,  40 ]. MtDNA fragments were amplifi ed using 
universal primers, and only the polymorphism corresponding to 
mutations at restriction enzymes cleaving DNA site was studied. 
Alternatively many studies made use of the polymorphism observed 
at minisatellite loci (VNTR, variable number of tandem repeat) 
[ 41 – 47 ]. Few authors screened the polymorphism of mtDNA-SSR 
[ 48 ]. To date, mtDNA polymorphism is predominantly investi-
gated via Sanger sequencing approaches [ 33 ,  35 ,  49 – 55 ]. Awaiting 
the development of high-throughput sequencing in the fi eld, 
Sanger sequencing still remains the best approach in molecular 
phylogenetic studies. The present chapter provides a sequencing 
working protocol to be used in such studies. 

 Besides the advantage of using non-recombining molecular 
markers that originate from haplotype genome (oDNA), a second 
advantage is the absence of heterozygosity in contrast to nrDNA. 
This has a practical consequence in terms of DNA sequence acqui-
sition, as using mtDNA or cpDNA will not necessitate DNA phase 
reconstruction (reconstruction of the two haplotypes that corre-
spond to the two DNA copies of a given nrDNA marker) and/or 
DNA cloning. In other words, the exact sequence of a given oDNA 
marker can be recovered directly from a PCR product.  

2    Materials 

 All work has to be performed in sterile conditions. All work sur-
faces have to be preliminary washed using bleach and alcohol. 

      1.    Micropipette and micropipette tips for dispensing from very 
small volumes (<1 μL) to larger ones (up to 1,000 μL).   

   2.    Microtubes (1.5 and 0.5 mL).   
   3.    PCR plates.   
   4.    Sequencing plates.   
   5.    Thermocycler.   
   6.    Centrifuge.   
   7.    Plastic sealing tape.   
   8.    Aluminum sealing foil.   

2.1  Equipment
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   9.    Gel electrophoresis system.   
   10.    Microvolume spectrophotometer.   
   11.    Sequencer.   
   12.    Oven (facultative).   
   13.    PCR product cleanup kit (optional,  see  Subheading  3.2 ).   
   14.    Speed vacuum (optional,  see  Subheading  3.2.2 ).      

      1.    Pure and high-quality DNA from plant tissues.   
   2.    Taq polymerase (store at −20 °C and do not leave at room T°C 

for long time).   
   3.    Taq polymerase buffers (provided with the Taq polymerase).   
   4.    dNTPs (10 mM).   
   5.    MgCl 2  (25 mM) (optional, as MgCl 2  might be contained in 

the Taq polymerase buffer).   
   6.    Ultrapure water.   
   7.    PCR primers (10 μM).      

      1.    Agarose.   
   2.    Ultrapure water.   
   3.    10× TBE electrophoresis buffer: 108 g Tris base, 55 g boric 

acid, 5.8 g EDTA disodium; adjust the solution with ultrapure 
water to a fi nal volume of 1 L.   

   4.    Loading dye (e.g., bromophenol blue: 3 mL glycerol (30 %), 
25 mg bromophenol blue (0.25 %), dH 2 O to 10 mL).      

      1.    PCR product (template DNA) of known concentration (ng/μL).   
   2.    PCR primers (10 μM).   
   3.    Cycle sequencing polymerase.   
   4.    Cycle sequencing buffer.   
   5.    Ultrapure, RNAse-free water.      

   For the PCR product purifi cation (optional, see Subheading    3.2   ): 

    1.    Exonuclease I (20 U/μL).   
   2.    Shrimp Alkaline Phosphatase (1 U/μL).    

   For the sequence product purifi cation: 
    3.    EDTA.   
   4.    Sodium acetate.   
   5.    100 and 70 % ethanol.    

        1.    Formamide.       

2.2  PCR Reagents

2.3  Electrophoresis 
Reagents

2.4  Sequencing 
Reagents

2.5  Purifi cation 
Reagents

2.6  Sequencer 
Electrophoresis 
Reagents
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3    Methods 

 The sequencing of a DNA locus is done in fi ve steps: (a) PCR 
amplifi cation of the locus using specifi c DNA primers, (b) purifi ca-
tion of the PCR product, (c) sequencing reaction on the PCR 
product, (d) purifi cation of the sequencing product, and (e) elec-
trophoresis of the sequencing product and acquisition of the data. 

  If previously designed universal primers are used, readers are 
advised referring to the PCR protocols presented within the origi-
nal publications for primer melting temperatures and elongation 
times (e.g., in [ 15 ,  16 ,  30 – 33 ]). A standard PCR protocol can 
be used:

    1.    Work on ice.   
   2.    Add 1–2 μL of purifi ed DNA (10–100 ng) in the well of the 

PCR plate.   
   3.    Centrifuge the plate to ensure that all DNA templates reach 

the bottom of the wells.   
   4.    Prepare in a microtube the PCR mix containing ultrapure 

water, Taq polymerase buffer, dNTPs, MgCl 2 , Forward and 
Reverse primers (quantities depend on the fi nal volume of the 
reaction and on the Taq polymerase used, see user manual pro-
vided with the Taq polymerase).   

   5.    Mix gently.   
   6.    Spin down briefl y.   
   7.    Add the Taq polymerase (taken at the last moment from the 

freezer and put back to the freezer immediately after use) 
( see   Note 1 ).   

   8.    Mix by pipetting in order to homogenize.   
   9.    Distribute the mix in each well avoiding cross contaminations 

among wells.   
   10.    Centrifuge the plate to ensure all products reach the bottom of 

the wells.   
   11.    Transfer the plate to the thermocycler, and run a program pre-

viously settled up with the settings corresponding to the primer 
pairs (primer melting temperature, time of elongation, see 
original publications) and to the Taq polymerase that has been 
used (see the user manual provided with the Taq polymerase).   

   12.    When the thermocycler run is fi nished, store the PCR products 
at 4 °C (short-term storage, one or two days) or −20 °C (long-term 
storage, more than 2 days) until performing further analysis.    

  Given that the quality of the DNA amplifi cation step is cru-
cial for the sequencing of the PCR products, potential troubles, 

3.1  Amplifi cation of 
PCR Products Using 
Universal Primers
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as amplifi cation of nonspecifi c PCR products, are treated as a 
note ( see   Note 2 ). The following steps of the protocol rely on a 
“high- quality” PCR product that contains only one specifi c DNA 
fragment.  

     Two different protocols are proposed here. The fi rst one relies on 
the use of two restriction enzymes (ExoSap protocol), whereas the 
second one is based on a column purifi cation (column protocol) 
( see   Note 3 ). 

  This protocol of PCR product cleanup is based on the enzymatic 
activity of the Exonuclease I (ExoI) together with the Shrimp 
Alkaline Phosphatase (SAP). The ExoI degrades the single- 
stranded DNA fragments in a 5′ → 3′ direction releasing deoxyri-
bonucleoside 5′-monophosphates in a stepwise manner and leaving 
5′-terminal dinucleotides intact. This allows the removal from the 
PCR mixture of the leftover primers and single-stranded DNA 
containing a 3′-hydroxyl terminus. The SAP catalyzes the release 
of 5′- and 3′-phosphate groups from DNA (removal of the dNTPs 
from the PCR mixture).

    1.    Before the purifi cation, prepare a master mix containing the 
two enzymes in a 1.5 mL microtube with 100 μL of SAP 
(1 U/μL) and 5 μL of ExoI (20 U/μL).   

   2.    Add 1.1 μL of the ExoSap enzyme mix to each 25 μL PCR 
product ( see   Note 4 ) (directly in the well of the PCR plate).   

   3.    Incubate at 37 °C (working temperature for enzyme activities) 
for 1 h and at 85 °C for 15 min (inactivation of the enzymes). 
A thermocycler with the corresponding program can be used 
at this aim.   

   4.    Store the PCR products at 4 °C or −20 °C until performing 
further analysis.      

   Readers should follow the protocol provided with the PCR prod-
uct cleanup kit of their choice. Importantly, either a speed vacuum 
or a centrifuge is necessary for this protocol. Basically, these ready-
to- use kits are based on ultrafi ltration. PCR products are applied 
and retained on a fi ltration membrane, while primers, dNTPs, and 
salts are eliminated using specifi c buffers. Once washed, the desired 
PCR products are recovered from the membrane after the addition 
of water or low salt buffer. 

 Store the PCR products at 4 °C or −20 °C until performing 
further analysis.   

  DNA quantifi cation can be done either directly on the agarose gel 
after the electrophoresis of the PCR products or by absorbance 
measurements. 

3.2  PCR Product 
Purifi cation Before 
Sequencing

3.2.1  ExoSap

3.2.2  Column Protocol

3.3  DNA 
Quantifi cation
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  PCR products can be quantifi ed respectively to a standard DNA 
ladder (Fig.  1 ). To this end, PCR products as well as the DNA lad-
der have to be analyzed on a 1 % agarose gel electrophoresis 
system.

    1.    Prepare the agarose gel and wait until it has completely 
hardened.   

   2.    During this time, mix 3 μL of the PCR product with 1 μL of a 
loading dye using a micropipette.   

   3.    Load 3 μL of DNA ladder in the fi rst and last well of the aga-
rose gel with a micropipette. Most ladders have a standard 
band that corresponds to a standard amount of DNA per μL.   

   4.    Load carefully the mixture obtained in  step 3  into a well of the 
agarose gel.   

   5.    Load the following PCR products into each well, changing the 
tips of the micropipette each time to avoid contaminations.   

   6.    Roughly quantify visually the PCR product concentration 
according to the intensity of the standard.    

    Using a microvolume spectrophotometer, the PCR product con-
centration can be accurately quantifi ed. Spectrophotometer-based 
quantifi cations are more accurate than gel-based quantifi cation 
( see   Note 5 ).   

   The present protocol corresponds to a fl uorescence-based DNA 
cycle sequencing reaction. DNA cycle sequencing refers to DNA 
sequencing based on the Sanger method (dideoxy chain termina-
tion method). The sequencing relies on the incorporation of 
ddNTPs (dideoxy nucleoside triphosphates) and dNTPs by a Taq 
polymerase. ddNTPs lack an –OH on the 2′-C and 3′-C of the 
pentose sugar. As a consequence, ddNTPs cannot form a bond 
with next incoming dNTP. Once integrated by the Taq polymerase 
during DNA replication, ddNTPs stop chain growth. Due to this 
property, they are commonly named “terminators” in cycle 
sequencing kit. This protocol might slightly change from one cycle 
sequencing kit to another, and readers are advised to read carefully 
the user manual that corresponds to the kit of their choice. General 
guidelines are here provided in order to obtain a working sequenc-
ing reaction. 

 Importantly, the sequencing reaction requires either a Forward 
or a Reverse primer ( see   Note 6 ) and a cycle sequencing poly-
merase ( see   Note 7 ). Figure  3  provides indications on the main 
steps of the sequencing protocol.

   The respective quantities of these products for one cycle 
sequencing reaction depend on the cycle sequencing kit. Importantly 
the quantity of the PCR template depends on its concentration but 
also on its size (Fig.  3 ). Greater quantities of longer PCR templates 
are necessary in order to obtain good-quality sequences. 

3.3.1  Quantifi cation on 
Agarose Gel

3.3.2  Quantifi cation by 
Absorbance Measurements

3.4  DNA Sequencing
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 The concentrations of the PCR templates are generally 
heterogeneous. As a consequence, the quantity of each PCR template 
to be used for the sequencing reaction will also be heterogeneous. 
It is advisable to apply some rules in order to minimize the quantity 
to be used in the preparation of the sequencing reactions. Thus, for 

  Fig. 3    Example of sequencing protocol. ( a ) Eight individuals were amplifi ed using the two primers, Forward and 
Reverse (wells A1 to H1 in  black  on the PCR plate). The fi nal PCR product size is about 500 bp length. ( b ) All 
individuals are loaded on an agarose gel together with a DNA ladder. PCR products can be quantifi ed according 
to the 1,000 bp band of the DNA ladder. All individuals were successfully amplifi ed (note however that the 
individual corresponding to the well D1 was poorly amplifi ed). All these PCR products have to be purifi ed before 
next step, see Subheading  3.2 . On the picture of the agarose gel, below the bands the wells of origin of the 
PCR product from the PCR plate (A1 to H1) are indicated. Above the bands the quantity of PCR product that will 
be used for the sequencing reaction are reported. For example, 2 μL of the PCR product from the well A1 from 
the PCR plate ( see  ( a )) will be loaded in the well A1 of the sequencing plate ( see  ( c )) and 2 μL of the same PCR 
product will be loaded in the well A7 of the sequencing plate ( see  ( c )). ( d ) Once the respective quantities of all 
samples are loaded on the sequencing plate, RNAse-free water is added in order to complete the fi nal volume 
PCR product. If this fi nal volume is 7 μL, 5 μL of RNAse-free water will be added in wells A1-B1-C1-H1-A7-
B7-C7-H7, 6 μL in wells E1 and E7, and 4 μL in wells F1 and F7. Note that no water is added to wells D1 and 
D7 given that the fi nal volume has already been reached. ( e ) and ( f ) Prepare a mix containing the cycle 
sequencing polymerase, the cycle sequencing buffer, and either the Forward primer (in tube ( e )) or the Reverse 
primer (in tube ( f )). Mix gently by pipetting, and distribute the required volume of the mix from tube ( e ) in 
column 1 and from tube ( f ) in column 7. Put the sequencing plate in a thermocycler using the sequencing 
program indicated by the provider. ( g ) DNA electrogram of one PCR product sequenced using the Forward 
primer ( upper part  of the fi gure) and the Reverse primer ( lower part  of the fi gure). An alignment of the two 
sequences allows obtaining a high-quality consensus sequence       
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PCR templates of 500–1,000 bp, respectively, 1, 3, 5, and 7 μL will 
be used for highly (>200 ng/μL), moderately (60–100 ng/μL), 
low (30 ng/μL), and very low (10 ng/μL) concentrated products. 
Note that PCR templates at very low concentration do not gener-
ally provide good-quality sequences and trials have to be done only 
in “no-alternative” cases.

    1.    Work on ice.   
   2.    Use a PCR plate that can be used directly in your electropho-

resis system for acquisition of the data.   
   3.    First load the DNA template in the PCR plate ( see   Note 8 ).   
   4.    Once all DNA templates are loaded, centrifuge your plate to 

ensure that all PCR products are at the bottom of the wells.   
   5.    Add the ultrapure water in each well according to the quantity 

of PCR templates that was loaded ( see   Note 9 ).   
   6.    Centrifuge the plate.   
   7.    Prepare in different 1.5 mL microtubes (each for different 

DNA primers) a mix that contains the PCR primers, the cycle 
sequencing polymerase, and the cycle sequencing buffer.   

   8.    Homogenize the mix by pipetting.   
   9.    Distribute the mix in the wells ( see   Note 10 ).   
   10.    Run the plate on a thermocycler using the protocol indicated 

in the user manual.      

  Different protocols are available. The ethanol/EDTA/sodium 
acetate purifi cation works well:

    1.    Spin briefl y the PCR plate in order to ensure that PCR prod-
ucts reach the bottom of the wells.   

   2.    Add 1 μL of 125 mM EDTA to each well.   
   3.    Spin briefl y in order to ensure that the EDTA reaches the bot-

tom of the wells.   
   4.    Add 1 μL of 3 M sodium acetate to each well.   
   5.    Spin briefl y in order to ensure that the sodium acetate reaches 

the bottom of the wells.   
   6.    Add 50 μL of 100 % ethanol to each well.   
   7.    Seal the plate with aluminum foil and mix by inverting three 

times.   
   8.    Incubate at room temperature for 15 min.   
   9.    Spin the plate at 1,650 ×  g  for 45 min.   
   10.    Proceed to the next step immediately to avoid the pellet 

resuspension.   
   11.    Invert the plate, place it on an absorbent paper, and spin up to 

185 ×  g .   

3.5  Sequence 
Product Purifi cation
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   12.    Remove from the centrifuge.   
   13.    Add 100 μL of 70 % ethanol to each well.   
   14.    Spin at 1,650 ×  g  for 15 min.   
   15.    Invert the plate, place it on an absorbent paper, and spin up to 

185 ×  g  for 1 min.   
   16.    Remove from the centrifuge.   
   17.    Put the plate in an oven at 60 °C for 30 min in order to ensure 

that all the ethanol has been removed from the wells of the 
plates.   

   18.    Resuspend the samples in formamide.       

4    Notes 

     1.    High-fi delity Taq polymerase might be used for mtDNA frag-
ments that contain microsatellite-like motif (frequent repeti-
tions of the same mono- or dinucleotides).   

   2.     Duplicated copies . It is worth noting that even dealing with 
oDNA, obtaining a single-band (a unique “orthologous” 
locus) PCR product using universal primers is far from being a 
generality. However, obtaining orthologous fragments is criti-
cal as researchers might be interested in their comparison in 
parentage reconstruction methods as done within a species 
(haplotype network reconstruction) or among species (phylo-
genetic tree). The amplifi cation of a two-band PCR product 
results from the amplifi cation of two duplicated copies of the 
same fragment that are conserved in the region of DNA primer 
hybridization. Duplicated copies can correspond to the origi-
nal mtDNA copy and a nuclear copy that has been transferred 
more or less recently to the nuclear genome [ 4 – 6 ]. In other 
words, after the duplication, one of the two copies became 
inactive and evolved as a neutral DNA marker. This inactive 
fragment that tends to evolve faster than the second still active 
copy is commonly named a pseudogene (a gene that has lost its 
function). Pseudogenes have been demonstrated to be more 
affected by deletions than insertions, which have been inter-
preted as a mark of selection for genome compactness [ 56 ], 
resulting in a smaller number of copies than the corresponding 
gene. As a consequence, the copy of interest that is the original 
focus of the PCR amplifi cation is generally the one with the 
bigger size (nota bene: checking that this size corresponds to 
the expected amplifi cation size obtained in other organisms is 
a valuable proof to identify the target copy). The presence of 
duplicated copies can be directly demonstrated after electro-
phoresis as two bands will appear on the gel. 
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 The situation is more complex when dealing with noncoding 
fragments. These are generally considered neutral, albeit some 
models of indirect selection for genome size have been hypoth-
esized [ 57 ,  58 ]. Therefore, it is expected that these fragments 
evolve as pseudogenes, without any direct selective constraint. 
The duplication of noncoding sequences thus creates two cop-
ies that will evolve independently. 

 In any case, if the duplication event is recent, irrespectively 
of whether the copy is coding or noncoding, the duplication 
cannot be visible on the gel, as differential mutation load 
would not create a detectable size difference. If the two copies 
present a small difference in size, they can be hopefully sepa-
rated using a longer and more concentrated agarose gel. If the 
two copies have exactly the same size, there will not be any 
alternative but cloning the products and trying to defi ne new 
PCR primers specifi c to one of the two copies, which will be 
almost impossible for recently duplicated copies. A practical 
advice would be to concentrate on the other loci that can be 
of interest and do not present such challenging methodologi-
cal molecular issues. 

  Heterogeneity in the amplifi cation success among individuals . 
Some fragments might demonstrate problems of amplifi cation 
for some of the individuals under study. If these fragments are 
shown to be interesting (e.g., they reveal informative poly-
morphisms), one possibility for obtaining a complete data set 
would be to defi ne internal primers. Relying on the DNA 
alignment based on the sequences obtained for some of the 
data, it is actually possible to redefi ne primers trying to encom-
pass at best the polymorphism. If primers are designed in 
regions conserved over all taxa, they will allow to increase the 
amplifi cation success rate.   

   3.    The column protocol is normally more reliable than the 
ExoSap one but is more expensive. The crucial point concerns 
the quality of the PCR product. For good-quality product, the 
ExoSap protocol works fi ne.   

   4.       PCR products correspond to one single band on the agarose 
gel. If the concentrations are heterogeneous among the differ-
ent PCR products, this will be taken into account during the 
sequencing reaction steps ( see  Subheading  3.4 ).   

   5.    Always perform the electrophoresis of the PCR products in 
order to verify if the amplifi cation worked well (positive ampli-
fi cation and one single-band fragment). Based on the picture 
of the agarose gel, it is quite easy and fast to decide the amount 
of PCR product to be taken for the sequencing reaction 
(Fig.  3 ). Try fi rst this procedure, and if it does not work, use 
the more time-consuming procedure that relies on absorbance 
measurements via a spectrophotometer.   
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   6.    The sequencing reaction of a PCR product can be done using 
either the Forward or the Reverse primer (but only one of the 
two primers in this case, not both as for a PCR amplifi cation). 
If the Reverse primer is localized on the 5′-part of the PCR 
product and the Forward primer on the 3′-part, using the 
Reverse primer within the sequencing reaction, the sequence 
obtained will correspond to the 5′–3′ sequence (Fig.  3 ). Using 
the Reverse primer the 3′–5′ sequence will be obtained. 
According to the sequencer, the expected length sequence 
might generally fl uctuate between 400 and 600 bp. That 
means that both Reverse and Forward sequences have to be 
obtained for locus larger than 800–1,000 bp in order to get 
the full locus sequence. For smaller PCR products, in  principle, 
only the Reverse or the Forward sequence can be obtained. 
However, in order to get great confi dence in the quality of the 
sequence, it is advisable to sequence in both sides. Reverse and 
Forward sequences will have to be aligned in order to infer a 
consensus sequence that will further be used for analyses.   

   7.    Generally, the quantity of the cycle sequencing polymerase 
advised in user manuals are in large excess and can be reduced 
in order to lower the cost. It is worthwhile to perform some 
preliminary tests.   

   8.    If the sequence has to be obtained in 5′–3′ direction (using the 
Forward primer) and in 3′–5′ direction (using the Reverse 
primer), organize your plate accordingly. If you have 48 PCR 
products to be sequenced in both sides (5′–3′ and 3′–5′), load 
the fi rst PCR product on well A1 and on well A7, the second 
PCR product on wells B1 and B7, the third on wells C1 and 
C7, …, the 9th on wells A2 and A8, etc., until the 48th on 
wells H6 and H12 ( see  Fig.  3  for a simple example). The fi rst 
half of the plate (columns 1–6) will then be used with the 
Forward primer, and the second half of the plate (columns 
7–12), with the Reverse primer.   

   9.    For a fi nal volume of 10 μL of sequencing reaction, complete 
to 7 μl by adding  x  μL of water to the volume of PCR template 
(Fig.  3 ).   

   10.    Relying on the previous example (fi nal reaction volume: 10 μL, 
PCR template + water volume: 7 μL), add 3 μL of the mix that 
contains the Reverse or the Forward primer, the cycle sequenc-
ing polymerase, and buffer.         
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    Chapter 7   

 Nuclear Ribosomal RNA Genes: ITS Region 

           Pascale     Besse    

    Abstract 

   Despite possible drawbacks (intraspecifi c polymorphisms and possible fungal contamination), sequencing 
of the ribosomal RNA gene ITS region remains one of the most popular nuclear sequences used for plant 
taxonomy and phylogeny. A protocol for PCR amplifi cation and sequencing of this region using universal 
plant primers is provided.  

  Key words     Ribosomal DNA  ,   ITS  ,   Sequencing  ,   PCR  

1      Introduction 

 Since early reviews [ 1 ] and the general agreement around the 
necessity to use biparentally inherited nuclear markers together 
with monoparentally inherited ones such as chloroplast or mito-
chondrial DNA, nuclear ribosomal    RNA genes (nrDNA) have 
received increasing attention in plant taxonomy and phylogeny. 
One of the reasons is that such genes provide signifi cant informa-
tion in phylogenetic research because they are composed of differ-
ent regions (both coding and noncoding) that are conserved 
differently and thus provide information at different taxonomic 
levels [ 2 ] ( see  Chapter   2    ). In particular, spacer regions of nrDNA 
are useful for plant systematics from species to generic levels [ 3 ]. 
Another related reason for such popularity is that easy PCR ampli-
fi cation is provided by designing PCR primers in conserved coding 
regions surrounding a more variable spacer region. Ribosomal 
genes are arranged in tandem repeats and are subjected to con-
certed evolution, which results in the homogenization of the 
sequences at the tandem array, individual, population, and species 
levels through genomic mechanisms like gene conversion and 
unequal crossing-over [ 4 ,  5 ]. Homogeneous nrDNA sequences 
are therefore generally found within one genome [ 2 ]. This implies 
reduced levels of intraspecifi c variation (as compared to interspe-
cifi c) therefore allowing a reduced intraspecifi c sampling effort. 
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It also provides ease of analysis (because nrDNA is abundant and 
uniform) [ 2 ]. 

 In plants, nrDNA are generally arranged in two distinct sets of 
tandem repeats. The fi rst one is composed of nrDNA 5s and the 
second of nrDNA 18s-5,8s-26s (Chapter   2    ). The latter is the most 
frequently used for plant phylogeny and taxonomy. It is present at 
one or more loci (with hundred to thousands of tandem copies) 
[ 6 ], and when transcriptionally active, these regions are referred to 
as NORs (nucleolar organizer regions). It comprises different spacer 
regions. The intergenic spacer IGS, which separates adjacent 
nrDNA 18s-5,8s-26s units, contains many reiterated subrepeats 
within its sequence and is very variable both in sequence and in 
length [ 3 ]. This leads to diffi culties for correctly aligning IGS 
sequences. It therefore has not received as much attention as the 
internal transcribed spacers (ITS), which are fl anking the 5,8S RNA 
gene region (between the 18s and the 26s RNA genes) (Fig.  1 ). 
This entire ITS region (ITS1 + 5,8s + ITS2) can be easily amplifi ed 
using universal primers in the conserved coding regions [ 3 ] (Fig.  1 ), 
as the total size is up to 700 bp in angiosperms [ 1 ], although in 
some other seed plants such as gymnosperms, it can be much lon-
ger, up to 1,500–3,700 bp [ 7 ]. The ITS region has become highly 
popular in plant phylogeny [ 7 ], as witnessed by the constant increase 
of  Embryophyta  ITS sequences available in the NCBI database since 
2003 (189,026 ITS sequences as per 17th of June 2013) (Fig.  2 ). 
As a comparison, much fewer hits (4,275) are obtained for 5s 
nrDNA. This region provides different levels of informativeness: 
the central 5,8s RNA gene is highly conserved due to evolutionary 
constrains, whereas the surrounding ITS spacers are highly variable 
and more informative. This can be illustrated by an alignment of 
these regions made from Poaceae sequences (Fig.  3 ).

     Despite early warnings [ 8 ], attention has been focussed only 
recently on the possible drawbacks in using nrDNA (and therefore 
ITS) for phylogenetic studies [ 9 ]. Concerted evolution does not 
always act immediately after organismal processes (such as hybridiza-
tion or polyploidization) or after genomic changes (duplication, 
recombination) [ 3 ,  9 ]. Concerted evolution effi ciency may also vary 
across loci and taxa [ 9 ]. This may induce intraindividual nrDNA 
polymorphism [ 8 ]. If hybrids and allopolyploids are recent, they 

  Fig. 1    Structure of the ITS region of the nuclear ribosomal RNA genes and 
 schematic location of primers from Table  1        
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might retain paralogous copies of their nrDNA genes. On the other 
hand, in some hybrid species or polyploids, one of the parental nrD-
NAs can be more or less rapidly selectively eliminated [ 7 ,  10 ,  11 ]. 
Intermediate cases of partial additivity are also found [ 7 ]. The PCR 
product obtained may therefore represent a mixture of sequences (in 
various concentrations) sharing the same priming sites, but located 
at one or more locus on one or more chromosomes, and represent-
ing either paralogous or orthologous sequences [ 7 ,  8 ].    It is 

  Fig. 2    Number of nucleotide ITS sequences for land plants in NCBI (2003 and 2007 values are from ref. [ 9 ])       

  Fig. 3    Variable sites (highlighted) in the ITS1, 5.8s rRNA gene, ITS2 regions of various Poaceae species following 
alignment with Mega 5 [ 20 ]:  Bromus carinatus  (AY367948) , Bromus gunckelii  (AY367947),  Bromus berteroanus  
(AY367946),  Bromus striatus  (AY367945),  Bromus cebadilla  (AY367944),  Festuca matthewsii  (AY524836), 
 Festuca madida  (AY524833),  Festuca novae-zelandiae  (AY524832),  Agropyron cristatum  (L36480),  Thinopyrum 
bessarabicum  (L36506),  Lolium perenne  (L36517),  Poa alpina  (AY327793), and  Oryza sativa  (DQ996015)       
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important to be aware of the possibility of such intraspecifi c nrDNA 
heterogeneity, which may thus result not only from the presence of 
homeologous loci due to recent hybridization (with or without 
polyploidization), but also from [ 7 ,  11 ,  12 ]:

 –    Low concerted evolution rates: different sequences will coexist 
within a single locus.  

 –   Duplication.  
 –   Allelic variants (heterozygosity).  
 –   Amplifi cation of nonfunctional copies (pseudogenes) with dif-

ferent evolutionary constraints [ 13 ].  
 –   Possibilities of contamination by fungal DNA (as the same 

primers are used for plants) [ 7 ].    

 Paralogous copies resulting from hybridization or allopoly-
ploidization processes can effi ciently be utilized to study these pro-
cesses. Many examples are reviewed in [ 3 ,  9 ]. The problem is more 
when paralogous sequences are mistaken for orthologous 
sequences, which will lead to wrong inference in species relation-
ships [ 8 ,  14 ]. The occurrence of nrDNA intraspecifi c heterogene-
ity (not due to hybrids or allopolyploids) has been documented in 
a range of taxa as reviewed by [ 14 ]. Only a detailed study involving 
cloning and cytogenetics (FISH or GISH to reveal array number 
and chromosomal distribution) (Chapters   15     and   16    ) may help 
resolve the origin of this heterogeneity. Very thorough fl owchart 
diagrams were designed [ 12 ] to help unravel part of these prob-
lems. The least that should be done are: 

 (1) To check, after PCR amplifi cation (under stringent condi-
tions), that only one clear band is obtained. Otherwise subsequent 
cloning and analysis of each PCR product will be required. (2) After 
sequencing, always do a BLAST search to check for possible 
contamination (particularly from fungus). (3) It is also very impor-
tant to verify the congruence of the obtained ITS tree with other 
marker trees such as chloroplastic gene trees: if differences are 
detected, they could be due to the hybrid status of some species, 
but isolated polyphyly could indicate paralogous sequence. A more 
detailed procedure depicted in very thorough fl owchart diagrams 
is available [ 12 ] if necessary. 

 A strategy to distinguish between paralogous (pseudogene) 
and orthologous copies by using nucleotide diversifi cation patterns 
to determine if sequences are functionally constrained using tree- 
based approaches was also proposed [ 14 ]. A comparison of 5,8s 
and ITS trees is performed. Functional copies should have a slower 
rate of evolution of 5,8s compared to ITS, whereas pseudogenes 
should show equal evolutionary rates in 5,8s and ITS. 

 The ITS region was early proposed [ 15 ] as a powerful tool for 
plant DNA barcoding, following testing on a large plant sampling 
(99 species covering 80 genera from 53 different families) which 
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showed more divergence (2,81 %) than the most variable intergenic 
chloroplastic region  trn H– psb A (1,24 %). Nevertheless, two chloro-
plastic genes ( mat K and  rbc L) have been selected by CBOL in 2009 
as the universal plant barcode system [ 16 ] mainly because of the 
previously mentioned possible drawbacks in ITS analysis. Recently, 
the high success rate of the ITS2 region to identify species in dicot-
yledons (76.1 %), monocotyledons (74.2 %), gymnosperms 
(67.1 %), ferns (88.1 %), and mosses (77.4 %) was further demon-
strated [ 17 ]. In addition, the Chinese Barcoding of Life group [ 18 ] 
conducted a very thorough (6,286 samples from 1,757 angiosperm 
and gymnosperm species) comparative (with chloroplastic genes 
 rbc L and  mat K and intergene  trn H– psb A) research on ITS effi -
ciency/universality. Themselves and others [ 19 ] advocated for the 
incorporation of the ITS region as a supplementary barcode for 
land plants. Adding ITS to the plant barcode system ( rbc L +  mat K) 
indeed brings discrimination success from 49.7 to 77.4 %. 
Furthermore, [ 18 ] showed that contrary to what was feared [ 7 ], 
very low problems with fungal contamination (only in 2 % of the 
samples studied) and a very low occurrence of intraindividual mul-
tiple copies of nrDNA (only 7.4 % of the individuals) were detected. 

 ITS therefore remains a highly suitable and powerful region 
for resolving plant taxonomic and phylogenetic issues in most 
plant lineages, as long as one is aware of its possible (but hopefully 
rare) limits.  

2    Materials 

 All solutions must be made up using sterile deionized water (MilliQ 
water), and all chemicals must be analytical reagent grade. As in all 
molecular biology procedures, work surfaces should be cleaned 
and gloves should be worn for all procedures. 

      1.    PCR machine (thermocycler).   
   2.    PCR plates or PCR tubes.   
   3.    Taq polymerase: GoTaq ®  DNA polymerase (Promega) is well 

suited, 5 U/μL.   
   4.    Appropriate Taq polymerase buffer (e.g., green fl exi buffer for 

GoTaq ® DNA polymerase) (5×).   
   5.    MgCl 2  25 mM (if not present in buffer).   
   6.    dNTPmix (10 mM each) (add 10 μL of each dNTP solution at 

100 mM to 60 μL MilliQ water).   
   7.    Universal plant ITS primers (Table  1 ) (5 μM).
       8.    Plant DNA (10 ng/μL).   
   9.    Sterile MilliQ water.      

2.1  PCR
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      1.    Electrophoresis apparatus (gel tray, combs, power supply).   
   2.    Standard transilluminator (302 nm with 6 × 15 W tubes).   
   3.    High resolution agarose and standard agarose (molecular biol-

ogy grade) ( see   Note 1 ).   
   4.    10× TRIS (tris(hydroxymethyl)aminomethane)-borate (TBE) 

buffer: 10.8 g TRIS base, 5.5 g boric acid, 0.7 g ethylenedi-
aminetetraacetic acid (EDTA)-Na 2  in100 mL H 2 O. This TBE 
buffer is diluted to 1× in MilliQ water for use.   

   5.    Fluorescent nucleic acid gel stain: GelRed™ 1,000× in water, 
( see   Note 2 ) (ethidium bromide can also be used if preferred).       

3    Methods 

  For each PCR (25 μL) ( see   Note 3 ):

    1.    Deposit 2.5 μL template DNA in tube or well of the plate.   
   2.    Add 1.5 μL MgCl 2  25 mM.   
   3.    Add 0.5 μL dNTPmix 10 mM.   
   4.    Add 1.5 μL of each primer 5 μM (forward and reverse).   
   5.    Add 5 μL of PCR buffer 5×.   
   6.    Add 12.3 μL MilliQ sterile water.    
   7.    Add 0.2 μL (1 U) DNA polymerase.    

2.2  Electrophoresis

3.1  PCR

    Table 1  
  Universal plant primers for the ITS region (always use a combination of a 
forward and a reverse primer,  see  Fig.  1 )   

 Primer name  Sequence (5′->3′)  Reference 

 18S Forward primers 

 ITS1  TCCGTAGGTGAACCTGCGG  [ 21 ] 

 ITS5  GGAAGTAAAAGTCGTAACAAGG  [ 21 ] 

 17SE  ACGAATTCATGGTCCGGTGAAGTGTTC  [ 22 ] 

 26S Reverse primers 

 ITS4  TCCTCCGCTTATTGATATGC  [ 21 ] 

 26SE  TAGAATTCCCCGGTTCGCTCGCCGTTAC  [ 22 ] 

 5.8S Reverse primers 

 ITS2  GCTGCGTTCTTCATCGATGC  [ 21 ] 

 5.8S Forward primers 

 ITS3  GCATCGATGAAGAACGCAGC  [ 21 ] 
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        1.    Pre-denaturation at 95 °C for 3 min.   
   2.    35 cycles with: 95 °C for 45 s, 60 °C for 45 s, 72 °C for 1 min 30.   
   3.    Final elongation step at 72 °C for 7 min.   
   4.    Maintain at 4 °C.      

      1.    Prepare a 2 % mixture of agarose in TBE 1× (2 g agarose for 
100 mL).   

   2.    Bring to boil in a microwave oven.   
   3.    Add 5 μL RedGel™ for 50 μL 2 % agarose/TBE.   
   4.    Cool down, pour gel. Let gel cool down and prepare for 

migration.   
   5.    Add 10 μL of PCR solution and loading dye.   
   6.    Deposit in the well.   
   7.    Run migration for appropriate time and observe gel over trans-

illuminator ( see   Note 4 ).      

  A large number of private companies perform sequencing reaction 
directly from PCR products that can be sent by express mail (either 
sealed or vacuum dried in a SpeedVac). Generally the primers used 
have to be provided ( see   Note 5 ).   

4    Notes 

     1.    We use high resolution agarose gels rather than standard aga-
rose gels to check for the purity of the amplifi ed fragment and 
insure that only one band is amplifi ed. Further routine checks 
can be made on standard agarose gels, which can be re-thawed 
and reused 6 times.   

   2.    We prefer using GelRed™ than ethidium bromide (EB) as with 
standard Ames test, as measured in two bacterial strains, 
GelRed™ has been confi rmed to be substantially safer than EB. 
GelRed™ is not mutagenic at all dosages in the absence of the 
S9 fraction. With S9 metabolic activation, GelRed™ showed 
weak mutagenicity only at the highest dosage (50 μg/plate or 
18.5 μg/mL), well above the normal concentration used for 
gel staining. 

 We however use EB safety rules when handling GelRed™: 
solution pipetting is made under a fume hood, and wear gloves 
and a lab coat. Whether GelRed TM  waste solution can be 
directly poured into the drain may depend on local regulations 
despite its nonmutagenicity and noncytotoxicity.    Alternatively, 
GelRed TM  solution may be disposed by adding 25–50 mL 
bleach (regular household bleach) to each gallon (~4 L) of the 
waste staining solution and letting the mixture react for at least 
8 h before pouring the solution to a sink. (Practically, you may 

3.2  PCR Program

3.3  PCR Quality 
Verifi cation on 
Agarose Gel

3.4  Sequencing
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simply accumulate your GelRed TM  waste solution in a jar 
containing appropriate amount of bleach.) For precast gels, 
you can simply let the gels dry out fi rst and then let the dried 
waste go in regular trash bag (together with gloves and other 
wastes which are autoclaved prior to disposal).   

   3.    Generally a PCR mix ( steps 2 – 7 ) is prepared for the desired 
number of reactions (allow for 10 % variation) and then ali-
quoted in the wells of the PCR plates or in the PCR tubes 
containing the DNA samples. Work on ice.   

   4.    At this stage the amplifi cation should give a unique clear band. 
If more than one band is obtained, try to use more stringent 
PCR conditions (increase annealing temperature, lower MgCl 2  
concentration, use species-specifi c primers rather than univer-
sal ones). If the problem still appears, the different bands will 
have to be cloned and sequenced.   

   5.    Always ask for a double sequencing reaction, e.g., forward and 
reverse, which helps to check the quality of the sequence (con-
sistently poor reactions despite specifi c primers and stringent 
PCR conditions might be due to heterozygous state or hetero-
geneity in the sequences—paralogous copies).         
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    Chapter 8   

 New Technologies for Ultrahigh-Throughput Genotyping 
in Plant Taxonomy 

           David     Edwards     ,     Manuel     Zander    ,     Jessica     Dalton-Morgan    , 
and     Jacqueline     Batley   

    Abstract 

   Molecular genetic markers represent one of the most powerful tools for the analysis of variation between 
plant genomes. Molecular marker technology has developed rapidly over the last decade, with the introduc-
tion of new DNA sequencing methods and the development of high-throughput genotyping methods. 
Single nucleotide polymorphisms (SNPs) now dominate applications in modern plant genetic analysis. The 
reducing cost of DNA sequencing and increasing availability of large sequence data sets permit the mining 
of this data for large numbers of SNPs. These may then be used in applications such as genetic linkage analy-
sis and trait mapping, diversity analysis, association studies, and marker-assisted selection. Here we describe 
automated methods for the discovery of SNP molecular markers and new technologies for high- throughput, 
low-cost molecular marker genotyping. Examples include SNP discovery using autoSNPdb and wheatgen-
ome.info as well as SNP genotyping using Illumina’s GoldenGate™ and Infi nium™ methods.  

  Key words     autoSNP  ,   autoSNPdb  ,   Wheatgenome.info  ,   Infi nium™  ,   Single nucleotide polymorphism  , 
  SNP  ,   SNPlex™  

1      Introduction 

 The application of molecular markers in plant science is now well 
established. The bulk of variation at the nucleotide level is often 
not visible at the phenotypic level. This variation can be exploited 
in molecular genetic marker systems. DNA-based markers have 
many advantages over phenotypic markers in that they are highly 
heritable, are relatively easy to assay, and are not affected by the 
environment. Markers that are transferable between species enable 
studies of synteny and genome rearrangement across taxa. Modern 
agricultural breeding is dependent on molecular markers for the 
rapid and precise analysis of germplasm, trait mapping, and marker- 
assisted selection. Molecular markers are complementary tools to 
phenotypic analysis. They can increase our understanding of phe-
notypic characteristics, their genetic association, and distribution 
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across populations. Furthermore, molecular markers are invaluable 
as a tool for genome mapping in all systems, offering the potential 
for generating very high-density genetic maps that can be used to 
develop haplotypes for genes or regions of interest [ 1 ]. Insight 
into the organization of the plant genome can be obtained by cal-
culating a genetic linkage map using molecular markers. Genetic 
mapping places molecular genetic markers on linkage groups based 
on their co-segregation in a population. Single nucleotide poly-
morphisms (SNPs) are now the principal markers utilized in plant 
genetic analysis. 

 Molecular markers have many applications in plant taxonomy. 
However, to increase throughput and decrease costs, it is necessary 
to eliminate bottlenecks throughout the SNP discovery and geno-
typing process, as well as minimize sources of variability and human 
error to ensure data quality and reproducibility. These new tech-
nologies may provide the way forward for the discovery and appli-
cation of molecular markers in plant taxonomy and will enable the 
application of markers for a greater diversity of species than cur-
rently possible. 

  DNA sequence differences are the basic requirement for the study 
of molecular genetics. SNPs are the ultimate form of molecular 
genetic marker, as a nucleotide base is the smallest unit of inheri-
tance, and an SNP represents a single nucleotide difference between 
two individuals at a defi ned location. There are two different forms 
of SNPs: transitions (C/T or G/A) and transversions (C/G, A/T, 
C/A, or T/G) [ 2 ]. SNPs are direct markers as the sequence infor-
mation provides the exact nature of the allelic variants. Furthermore, 
this sequence variation can have a major impact on how the organ-
ism develops and responds to the environment. SNPs represent the 
most frequent type of genetic polymorphism and may therefore 
provide a high density of markers near a locus of interest [ 3 ]. 

 SNPs can differentiate between related sequences, both within 
an individual and between individuals within a population. The 
frequency and nature of SNPs in plants is beginning to receive 
considerable attention. Studies of sequence diversity have been 
performed for a range of plant species, and these have indicated 
that SNPs appear to be abundant in plant systems, with 1 SNP 
every 100–300 bp [ 4 ]. SNPs at any particular site could in princi-
ple involve four different nucleotide variants, but in practice they 
are generally biallelic. This disadvantage, when compared with 
multiallelic markers such as simple sequence repeats (SSRs), is 
compensated by the relative abundance of SNPs. SNPs are also 
evolutionarily stable, not changing signifi cantly from generation to 
generation. The low mutation rate of SNPs makes them excellent 
markers for studying complex genetic traits and as a tool for 
 understanding genome diversity and evolution [ 5 ]. 

1.1  What Are SNPs?

David Edwards et al.
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 The high density of SNPs makes them valuable for genome 
mapping, and in particular they allow the generation of ultrahigh- 
density genetic maps and haplotyping systems for genes or regions 
of interest and map-based positional cloning. SNPs are used rou-
tinely in crop breeding programs [ 6 ], for genetic diversity analysis, 
cultivar identifi cation, phylogenetic analysis, characterization of 
genetic resources, and association with agronomic traits [ 1 ]. The 
applications of SNPs have been extensively reviewed by Rafalski 
[ 1 ], Gupta et al. [ 6 ], Edwards and Batley [ 7 ], and Duran et al. [ 8 ]. 
These reviews highlight that for several years SNPs will coexist 
with other marker systems. However, with the development of 
new technologies to increase throughput and reduce the cost of 
SNP assays, along with further plant genome sequencing, the use 
of SNPs will become more widespread.  

  During the past two decades, several molecular marker technolo-
gies have been developed and applied for plant genome analysis, 
predominantly assessing the differences between individual plants 
within a species. These marker technologies have been applied to 
plant breeding to allow breeders to use the genetic composition or 
genotype of plants as a criterion for selection in the breeding prog-
ress. The recent application of association mapping via linkage dis-
equilibrium (LD) in plants demonstrates the requirement to be able 
to identify and screen large numbers of markers rapidly and at low 
cost [ 9 ]. The development of technologies that increase marker 
throughput with reducing cost will broaden the uptake of marker- 
assisted breeding to include more diverse crops and a greater variety 
of traits as well as the characterization of diverse wild germplasm.  

  Large quantities of sequence data are generated through transcrip-
tome or genome sequencing projects internationally, and these 
provide a valuable resource for the mining of molecular markers 
[ 10 ,  11 ]. This will be further accelerated with the application of 
new sequencing technology from Roche (454) and Illumina (Hi 
Seq) [ 12 – 14 ]. 

  The challenge of in silico SNP discovery is not the identifi cation of 
polymorphic bases, but the differentiation of true SNPs from the 
often more abundant sequence errors. High-throughput sequenc-
ing remains prone to inaccuracies as frequent as one error every 
100 base pairs. This incorrect base calling impedes the electronic 
fi ltering of sequence data to identify potentially biologically rele-
vant polymorphisms. There are several different sources of error 
which need to be taken into account when differentiating between 
sequence errors and true polymorphisms. 

 The frequency of occurrence of a polymorphism at a particular 
locus provides a measure of confi dence in the SNP representing 

1.2  Why Novel 
Marker Technologies 
Are Required

1.3  New Marker 
Discovery

1.3.1  In Silico SNP 
Discovery

New Marker Technologies
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a true polymorphism and is referred to as the SNP redundancy score. 
By examining SNPs that have a redundancy score equal than or 
greater than two (two or more of the aligned sequences represent 
the polymorphism), the vast majority of sequencing errors are 
removed. Although some true genetic variation is also ignored due 
to its presence only once within an alignment, the high degree of 
redundancy within the data permits the rapid identifi cation of large 
numbers of SNPs without the requirement for sequence quality 
scores. However, while redundancy-based methods for SNP dis-
covery are highly effi cient, the nonrandom nature of sequence 
error may lead to certain sequence errors being repeated between 
runs around locations of complex DNA structure. Therefore, 
errors at these loci would have a relatively high SNP redundancy 
score and appear as confi dent SNPs. In order to eliminate this 
source of error, an additional independent SNP confi dence mea-
sure is required. This can be determined by the co-segregation of 
SNPs to defi ne a haplotype. True SNPs that represent divergence 
between homologous genes co-segregate to defi ne a conserved 
haplotype, whereas sequence errors do not co-segregate with a 
haplotype. Thus, a co-segregation score, based on whether an SNP 
position contributes to defi ning a haplotype, is a further indepen-
dent measure of SNP confi dence. By using the SNP score and co- 
segregation score together, true SNPs may be identifi ed with 
reasonable confi dence. 

 Three tools currently apply the methods of redundancy and 
haplotype co-segregation: autoSNP [ 15 ,  16 ], SNPServer [ 17 ], 
and autoSNPdb [ 18 ,  19 ]. The recently developed autoSNPdb 
combines the SNP discovery pipeline of autoSNP with a relational 
database, hosting information on the polymorphisms, cultivars, 
and gene annotations, to enable effi cient mining and interroga-
tion of the data [ 20 ]. Users may search for SNPs within genes 
with specifi c annotation or for SNPs between defi ned cultivars. 
autoSNPdb can integrate both Sanger and Roche 454 pyrose-
quencing data enabling effi cient SNP discovery from next-gener-
ation sequencing technologies. 

 The short reads and large data volumes produced by Illumina 
DNA sequencing require a different approach to mine this data 
for SNP discovery [ 21 ,  22 ]. By mapping these high-throughput 
reads to a reference, it is possible to identify very large numbers 
of confi dent SNPs [ 23 ]. This approach is adopted in the 
SGSautoSNP pipeline with the output produced in GFF3 format 
suitable for display in genome viewers such as GBrowse [ 24 ] and 
Biomatters Geneious [ 25 ]. To date, this method has been used to 
identify more than 1.5 million SNPs across the B. napus canola 
genome and more than 800,000 SNPs across the group 7 chro-
mosomes in wheat.  

David Edwards et al.
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  autoSNPdb implements the autoSNP pipeline within a relational 
database to enable mining for SNP and indel polymorphisms [ 18 ]. 
A web interface enables searching and visualization of the data, 
including the display of sequence alignments and SNPs. All 
sequences are annotated by comparison with GenBank and 
UniRef90, as well as through comparison with reference genome 
sequences. The system allows researchers to query the results of 
SNP analysis to identify SNPs between specifi c groups of individu-
als or within genes of predicted function. 

 The discovery of very large numbers of SNPs across diverse 
germplasm requires the establishment of custom databases and 
tools to maintain, integrate, and interrogate this information. In 
the above examples, we present the application of tools to identify 
SNPs from next-generation gene expression and whole-genome 
shotgun data. With the continued growth of next-generation DNA 
sequencing, it is expected that the requirement for these tools will 
continue to increase.   

   Many new marker technologies involve improving the genotyping 
of SNPs, refl ecting the increasing popularity of these markers. SNPs 
can be identifi ed within a gene of interest or within close proximity 
to a candidate gene. Although the SNP may not be directly respon-
sible for the observed phenotype, it can be used for the positional 
cloning of the gene responsible and as a diagnostic marker. 
Furthermore, SNPs are useful to defi ne haplotypes in regions of 
interest. The success of the human HapMap project [ 26 ], where a 
very large number of SNPs were assayed over a range of individuals 
from different groups, demonstrates the value that can be gained 
from SNP studies. Reducing costs could enable similar studies to be 
undertaken to gain a greater understanding of plants.  

  The Illumina GoldenGate™ technology is a novel array technology 
that is capable of genotyping up to 1,536 polymorphic sites in 384 
individuals using custom SNP panels or oligo pool assays (OPAs). 
A level of redundancy is provided for each locus to increase confi -
dence in genotype calls. 

 The assay performs allelic discrimination directly on genomic 
DNA and then generates a synthetic allele-specifi c PCR template 
before performing PCR on this artifi cial template. This is a reversal 
of conventional SNP genotyping assays which usually use PCR to 
amplify a SNP of interest and carry out allelic discrimination on the 
PCR product. 

 The assay technology works on two allele-specifi c oligonucle-
otides (ASOs) and one locus-specifi c oligonucleotide (LSO) for 
each SNP. Each ASO consists of a 3′ portion that hybridizes to the 
DNA at the SNP locus, with the 3′ base complementary to one of 
the two SNP alleles, and a 5′ portion that incorporates a universal 

1.3.2  Identifi cation of 
SNPs Using autoSNPdb

1.4  New Genotyping 
Technologies
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PCR primer sequence (P1 or P2, each associated with a different 
allele). The LSOs consist of three parts: at the 5′ end is a SNP 
locus-specifi c sequence, the middle contains an address sequence 
complementary to one of the capture sequences on the array, and 
there is a universal PCR priming site (P3′) at the 3′ end. After 
PCR, the amplifi ed products are captured on beads carrying com-
plementary target sequences for the SNP-specifi c tag of the liga-
tion probe. Each SNP is assigned a different address sequence, 
which is contained within the LSO. Each of these addresses is com-
plementary to a unique capture sequence represented by one of 
the bead types in the array. Therefore, the products of the assays 
hybridize to different bead types in the array, allowing all geno-
types to be read simultaneously. The ratio of the two primer- specifi c 
fl uorescent signals identifi es the genotype as either of the two 
homozygotes or heterozygote. This universal address system, con-
sisting of artifi cial sequences that are not SNP specifi c, allows any 
set of SNPs to be read on a common, standard array, providing 
fl exibility and reducing array manufacturing costs. Custom assays 
are made on demand by building the address sequences into the 
SNP-specifi c assay oligonucleotides. 

 The introduction of the Infi nium assay allowed for larger-scale 
SNP panel analysis than the GoldenGate assay. Genome-wide 
genotyping for any species of interest where sequence is available, 
using custom SNP panels sized between 3,000 and one million, 
can be performed using the novel Infi nium ®  HD assays. In this 
assay a whole-genome amplifi cation step, rather than PCR, is used 
to increase the amount of DNA up to 1,000-fold. The DNA is 
fragmented and captured on a bead array by hybridization to 
immobilize SNP-specifi c primers, followed by extension with 
hapten- labelled nucleotides. The primers hybridize adjacent to the 
SNPs and are extended with a single nucleotide corresponding to 
the SNP allele. The incorporated hapten-modifi ed nucleotides are 
detected by adding fl uorescently labelled antibodies in several steps 
to amplify the signals. The size of the SNP panel determines sam-
ple capacity on the BeadChips with 4, 12, and 24 sample size chips 
genotyping a maximum of one million, 250,000, and 90,000 
SNPs, respectively, with a minimum of labor time. Use of these 
high-throughput multiplexed assays has been enabled by the 
advent of second-generation genome sequencing and in silico SNP 
discovery pipelines from the resultant data. Use of the Infi nium 
assay is expected to increase as greater numbers of reference 
genomes become available. A custom 50,000 SNP panel has been 
designed against  Brassica napus  and will be made available to the 
general research community, with a per-sample cost expected to be 
less than US$100 for this chip. 

 The biological applications of SNP technology for both evolu-
tionary and molecular geneticists as well as plant breeders and 
industry are far-reaching and will be invaluable to our understanding 
and advancement of the Brassica crop species.    

David Edwards et al.
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2    Materials 

  The autoSNPdb database currently hosts SNPs for wheat, 
Brassica, barley, and rice and is available at   http://autosnpdb.
appliedbioinformatics.com.au/    . The latest version of the wheat 
GBrowse database is available at   www.wheatgenome.info    .  

       1.    DNA samples and controls.   
   2.    10 mM Tris–HCl pH 8.0, 1 mM EDTA (TE).   
   3.    2-Propanol.   
   4.    Titanium  Taq  DNA polymerase.   
   5.    Uracil DNA Glycosylase (UDG, optional).   
   6.    0.1 N NaOH.   
   7.    100 % EtOH.      

      1.    MS1 reagent.   
   2.    PS1 reagent.   
   3.    RS1 reagent.   
   4.    OB1 reagent.   
   5.    OPA reagent.   
   6.    AM1 reagent.   
   7.    UB1 reagent.   
   8.    MEL reagent.   
   9.    MMP reagent.   
   10.    IP1 reagent.   
   11.    MPB reagent.   
   12.    UB2 reagent.   
   13.    MH1 reagent.   
   14.    CHB reagent.   
   15.    XC4 reagent.   
   16.    PB1 reagent.   
   17.    BeadChips.      

      1.    Qubit ®  Fluorometer (Invitrogen).   
   2.    Qubit ®  dsDNA BR assay kit (Invitrogen).   
   3.    GoldenGate Satellite Kit contents: shaker for microplates, hs, 

230v (1×),    fastener loop, adh, high temp (108×), fastener 
hook nylon (18×), Illumina hybridization oven (220v) (1×), 
Hybex 220v, w, microtube block (2×).   

   4.    96-well 0.2 mL skirted microtiter plate ×1 + 1 for balancing.   

2.1  In Silico SNP 
Discovery

2.2  Illumina 
GoldenGate 
Genotyping Assay

2.2.1  User-Supplied

2.2.2  Illumina-Supplied

2.2.3  Equipment

New Marker Technologies

http://autosnpdb.appliedbioinformatics.com.au/
http://autosnpdb.appliedbioinformatics.com.au/
http://www.wheatgenome.info/


158

   5.    0.45 μM clear styrene fi lter plate with lid.   
   6.    96-well V-bottom plate.   
   7.    Filter plate adapter.   
   8.    Multichannel pipettes.   
   9.    96-well cap mat 2× per plate.   
   10.    Large centrifuge capable of accommodating plates.   
   11.    Clear adhesive 96-well plate sealers.   
   12.    Heat sealer.   
   13.    Heat sealer, combi heat-sealing unit.   
   14.    Adapter plate, combi heat-sealing unit (96-Well PCR Plate 

Carrier).   
   15.    Heat-sealing foil sheets, Thermo-Seal.   
   16.    BeadChip Wash Rack and Glass Tray.   
   17.    Infi nium Hybridization Chamber and Gasket 1×.   
   18.    Wash dishes 2×.   
   19.    Wash rack.   
   20.    Multi-Sample BeadChip Alignment Fixture.   
   21.    Vacuum desiccator.   
   22.    Self-locking tweezers.   
   23.    Staining rack.   
   24.    HiScan machine.   
   25.    Raised-bar magnetic plate.   
   26.    Thermocycler/PCR machine.       

   Supplied in correct amounts for ordered assay:

    1.    ATM—Anti-Stain Two-Color Master Mix.   
   2.    FMS—Fragmentation solution.   
   3.    MA1—Multi-Sample Amplifi cation 1 Mix.   
   4.    MA2—Multi-Sample Amplifi cation 2 Mix.   
   5.    MSM—Multi-Sample Amplifi cation Master Mix.   
   6.    PB1—Reagent used to prepare BeadChips for hybridization.   
   7.    PB2—Humidifying buffer used during hybridization.   
   8.    PM1—Precipitation solution.   
   9.    RA1—Resuspension, hybridization, and wash solution.   
   10.    STM—Superior Two-Color Master Mix.   
   11.    TEM—Two-Color Extension Master Mix.   
   12.    XC1—Xstain BeadChip solution 1.   

2.3  Illumina Infi nium 
HD Assay

2.3.1  Illumina-Supplied 
Reagents
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   13.    XC2—Xstain BeadChip solution 2.   
   14.    XC3—Xstain BeadChip solution 3.   
   15.    XC4—Xstain BeadChip solution 4.      

      1.    0.1 N NaOH: Dissolve 4 g NaOH in 1 L water.   
   2.    100 % 2-propanol.   
   3.    100 % ethanol.   
   4.    95 % formamide/1 mM EDTA: Store at −20 °C.      

      1.    Qubit ®  Fluorometer (Invitrogen).   
   2.    Qubit ®  dsDNA BR assay kit (Invitrogen).   
   3.    GoldenGate Satellite Kit contents:    microplate shaker, hs, 230v 

(1×), fastener loop, adh, high temp (108×), fastener hook, 
nylon (18×), Illumina hybridization oven (220v) (1×),    Hybex 
220v, w, microtube block 2×.   

   4.    96-well 0.8 mL microtiter plate ×1 + 1 for balancing.   
   5.    Multichannel pipettes.   
   6.    Cap mat 2×.   
   7.    Large centrifuge capable of accommodating plates.   
   8.    Foil seal.   
   9.    Heat sealer.   
   10.    Heat sealer, combi heat-sealing unit.   
   11.    Adapter plate, combi heat-sealing unit (96-Well PCR Plate 

Carrier).   
   12.    Heat-sealing foil sheets, Thermo-Seal.   
   13.    BeadChip Wash Rack and Glass Tray.   
   14.    Infi nium Hybridization Chamber and Gasket 1×.   
   15.    Te-Flow Flow-Through Chambers—4 per plate.   
   16.    Wash dish 2×.   
   17.    Wash rack.   
   18.    Multi-Sample BeadChip Alignment Fixture.   
   19.    Water Circulator.   
   20.    Flow-Through Chamber with Illumina temperature probe.   
   21.    Vacuum desiccator.   
   22.    Self-locking tweezers.   
   23.    Staining rack.   
   24.    Wash dishes 2×.   
   25.    BeadChips 4×.   
   26.    HiScan machine.        

2.3.2  User-Supplied 
Reagents

2.3.3  Equipment
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3    Methods 

      1.    Navigate to   http://autosnpdb.appliedbioinformatics.com.au/     
and select “wheat” from the drop-down menu and click 
option 2 (a) to search the database using keywords ( see   Note 1 ) 
(Fig.  1 ).

       2.    Type the keyword “disease” into box 3 and click the GO icon 
( see   Note 2 ) (Fig.  2 ).

       3.    A total of 497 records were retrieved; to view an example 
record, select number 13. wheat_rep_c3572_a1_c1.   

   4.    Figure  3  displays an overview of the positions of the SNPs in 
the top graphic with the SNP redundancy score represented by 
line height on the Y axis and SNP co-segregation score repre-
sented by the color of the line. Clicking on the SNP centers the 
alignment in the lower graphic on the SNP position. The lower 
graphic displays the sequence alignment and nucleotide 
sequence at the SNP position. Clicking “view sequence” in the 
top frame displays the consensus sequence for the assembly, 
while the lower frames may be expanded to view the annota-
tion (Fig.  4 ).

3.1  Searching for 
SNPs in Wheat 
Disease- 
Associated Genes

  Fig. 1    Selection of species for autoSNPdb search       
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          Assemblies and syntenic builds for each of the bread group 7 
chromosome arms have been produced [ 27 ,  28 ] and are hosted in 
a GBrowse2 database at wheatgenome.info for public access prior 
to publication [ 29 ]. Each wheat chromosome arm has been anno-
tated with predicted genes, UniRef90 gene similarities, as well as 
intervarietal SNPs discovered through the re-sequencing of 
Australian bread wheat varieties [ 30 ]. As well as annotation key-
word searches, a BLAST portal enables sequence similarity searches 
of assembled wheat chromosome arm data. DNA or protein query 
sequence can be uploaded or pasted in the web-based form in 
FASTA format. The results are displayed in three sliding windows: 
the Overview window, Region window, and Details window. The 
reference view can be dragged and zoomed. Several tracks of anno-
tation are available, including UniRef90, Genes, Contigs, SNPs, 
and Exons. All of these features can be expanded by clicking the 

3.2  Identifi cation 
of SNPs Using 
Wheatgenome.info

  Fig. 2    Presentation of assemblies annotated with the term “disease” and which have predicted SNPs       
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associated plus button, and each feature provides a link to show the 
feature details (Fig.  1 ). In the absence of a fi nished wheat reference 
genome upon which to base crop improvement efforts, this data-
base represents the fi rst opportunity for wheat researchers to inter-
act with chromosome-scale gene-based sequence scaffolds in an 
intuitive and user-friendly manner. 

      1.    Using a standard web browser, navigate to   www.wheatgenome.
info     and select the link to the Wheat 7A GBrowse database.   

   2.    Type lrr (abbreviation for leucine-rich repeat) and click the 
“search” icon.   

   3.    A total of 78 regions are identifi ed and presented graphically 
(Fig.  5 ).

       4.    As an example, select UniRef90_Q6R2Q1 which is the second 
link down on the syntenic build. This takes you to the annota-
tion viewing window (Fig.  6 ). To expand the selection, select 
“show 20 kbp” from the drop-down window ( see   Note 3 ).

3.2.1  Searching for SNPs 
in Wheat Leucine-Rich 
Repeat Genes on 
Chromosome 7A Using 
Wheatgenome.info

  Fig. 3    Overview of record number 13. wheat_rep_c3572_a1_c1       
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       5.    The annotated UniRef gene is highlighted in yellow, and 
several SNPs can be observed in the viewer as red triangles. 
Additional SNPs can be seen by zooming out or scrolling to 
the left or right.   

   6.    Click on a selection of red triangles to view information about 
each SNP (Fig.  7 ). Click on the contig at the base of Fig.  6  to 
download the related sequence information (Fig.  8 ) for the 
design of sequence-based SNP assays.

           This method describes the GoldenGate Genotyping Assay for 96 
samples on three Illumina BeadChips. 

 The method describes the GoldenGate protocol for Single- 
Use DNA (SUD). 

3.3  Illumina 
GoldenGate 
Genotyping Assay

  Fig. 4    autoSNPdb showing the overview of the SNPs in this assembly and the aligned sequences with the 
SNPs highlighted       
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 Unless stated, all centrifugation and vortexing steps are for 1 min.

    1.    Quantitate samples using the Qubit dsDNA BR assay 
(Invitrogen). Normalize all samples in a 96-well format to 
50 ng/μL by adding Tris–HCl 10 mM, pH 8.5 ( see   Note 5 ).   

  Fig. 5    The GBrowse search identifi ed 78 regions which are displayed graphically as well as a list. Both graphic 
and list features link to further detailed information about the region       
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   2.    Dispense 5 μL MS1 reagent followed by 5 μL of normalized 
DNA sample into each well of the 0.2 mL plate.   

   3.    Apply microplate foil heat seal to the plate using the heat sealer 
(3 s) ensuring all wells are completely sealed.   

   4.    Pulse centrifuge plate to 250 ×  g  and vortex at 2,300 rpm    for 
20 s, then pulse centrifuge a second time to 250 ×  g  ( see   Note 6 ).   

   5.    Incubate the plate at 95 °C for exactly 30 min.   
   6.    Pulse centrifuge plate to 250 ×  g  and carefully remove heat seal.   
   7.    Dispense 5 μL PS1 reagent into each well and seal with a clear 

adhesive fi lm before pulse centrifuging the plate to 250 ×  g .   
   8.    Vortex at 2,300 rpm for 20 s or until solution is uniformly blue 

in color and then centrifuge the plate to 3,000 ×  g  for 20 min 
( see   Note 7 ).   

   9.    Remove the plate from the centrifuge and decant the liquid by 
inverting the plate and smacking it down onto an absorbent 

  Fig. 6    The GBrowse viewer graphically represents features in tracks across the screen in relation to their 
respective genomic position       
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  Fig. 7    Clicking on the red triangle displays information on each SNP in a new 
browser window, including the position in the reference and the genotype for 
each of the four varieties ( see   Note 4 )       

  Fig. 8    Clicking on the contig opens a new window displaying the sequence of the contig enabling the design 
of sequence-based SNP assays       
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pad and tap the inverted plate onto the pad to blot excess 
supernatant ( see   Note 8 ).   

   10.    Dry the plate by either centrifuging at 8 ×  g  for 1 min (with 
plate inverted) or allowing the plate to dry at room tempera-
ture for about 15 min.   

   11.    To resuspend DNA, dispense 10 μL of RS1 reagent into each 
well of the plate and seal the plate with a clear adhesive 
 microplate fi lm.   

   12.    Pulse centrifuge to 250 ×  g  and then vortex at 2,300 rpm for 
1 min or until the blue pellet is completely resuspended.   

   13.    Pulse centrifuge the plate to 250 ×  g .   
   14.    Dispense 10 μL of OPA reagent and 30 μL of OB1 reagent to 

each well of a new plate (called ASE plate).   
   15.    Carefully remove the heat seal from the fi rst plate (SUD plate), 

and transfer 10 μL of sample from each well into the corre-
sponding well of the ASE plate.   

   16.    Heat-seal the ASE plate using a microplate heat seal, ensuring 
all wells are completely sealed.   

   17.    Pulse centrifuge the ASE plate to 250 ×  g  and then vortex at 
1,600 rpm    for 1 min or until all beads are completely 
resuspended.   

   18.    Place the sealed plate on the 70 °C heat block and close the lid.   
   19.    Immediately reset the temperature to 30 °C and allow the 

plate to cool to 30 °C for about 2 h. The plate may remain on 
the heating block for up to 16 h ( see   Note 9 ).   

   20.    Remove the plate from the heating block and centrifuge to 
250 ×  g .   

   21.    Place the plate on the raised-bar magnetic plate for around 
2 min or until the beads are captured by the magnets to the 
side of the tube. Carefully remove the heat seal from the plate.   

   22.    Using an 8-channel pipette with new tips, remove and discard 
the liquid from all the wells, leaving the beads. Inspect the 
pipette tips after removing the solution to ensure that no beads 
have been removed. If this has happened, return the solution 
to the same wells and wait for the magnet to re- collect the 
beads, before once more removing the liquid.   

   23.    Dispense 50 μL of AM1 reagent into each well of the plate 
(still on raised-bar magnetic plate) before sealing the plate with 
microplate clear adhesive fi lm.   

   24.    Vortex the plate at 1,600 rpm for 20 s or until the beads are 
resuspended and place the plate on the magnetic plate for 
2 min or until the beads are completely captured by the 
magnets.   
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   25.    Remove the clear fi lm, taking care to avoid splashing from the 
wells. Remove the AM1 reagent from each well using an 
8-channel pipette.   

   26.    Repeat  steps 23 – 25  once.   
   27.    Remove the plate from the raised-bar magnetic plate and dis-

pense 50 μL of UB1 reagent to each well using an 8-channel 
pipette before placing the plate back on the magnetic plate 
until the beads are captured.   

   28.    Remove the UB1 reagent from each well, ensuring no beads 
are removed.   

   29.    Repeat  steps 27 – 28  once.   
   30.    Remove the plate from the magnetic plate and dispense 37 μL 

of MEL reagent to each well and then seal with clear adhesive 
fi lm and vortex the plate 1,600–1,700 rpm    for 1 min or until 
beads are resuspended.   

   31.    Incubate the plate on the preheated 45 °C heating block for 
exactly 15 min and leave at room temperature if continuing 
immediately or store at 4 °C for up to 1 h.   

   32.    While plate is preheating ( step 31 ), prepare the PCR plate 
( steps 33 – 35 ).   

   33.    Add 64 μL of DNA polymerase into the MMP reagent tube as 
well as the optional 50 μL Uracil DNA Glycosylase and mix 
contents by inverting the tube.   

   34.    Using an 8-channel pipette, add 30 μL of this mixture into 
each well of the PCR plate and seal with clear adhesive micro-
plate fi lm.   

   35.    Centrifuge to 250 ×  g  and place the PCR plate in a light- 
protected location (such as drawer/cupboard).   

   36.    Remove plate from heating block ( step 31 ) and place on the 
raised-bar magnetic plate until beads are captured and remove 
the clear adhesive fi lm from the plate.   

   37.    Remove the supernatant from all wells of the plate using an 
8-channel pipette, leaving the beads in the wells.   

   38.    Leaving the plate on the magnetic plate, add 50 μL of UB1 
reagent to each well. Wait for all beads to be recaptured before 
removing the supernatant from all the wells of the plate.   

   39.    Add 35 μL of IP1 to each well of the plate before sealing with 
clear adhesive fi lm and vortexing at 1,800 rpm    for 1 min or 
until beads are resuspended.   

   40.    Place the plate on the 95 °C heating block for 1 min, then 
place on the magnetic plate until beads are captured.   

   41.    Transfer 30 μL of supernatant from each well to the corre-
sponding well of the PCR plate (made at  steps 32 – 35 ) and 
discard plate with beads.   

David Edwards et al.



169

   42.    Seal the PCR plate with a PCR plate-sealing fi lm appropriate 
for your thermocycler, transfer the PCR plate to the thermocy-
cler, and run the following program (~2 h 45 min):
   (a)    37 °C for 10 min.   
  (b)    95 °C for 3 min.   
  (c)    3 cycles of: 

 95 °C for 35 s. 
 56 °C for 35 s. 
 72 °C for 2 min.   

  (d)    72 °C for 10 min.   
  (e)    Hold at 4 °C for 5 min.       

   43.    Pulse centrifuge PCR plate to 250 ×  g  before adding 20 μL 
resuspended MPB reagent into each well of the plate. Pipette 
solution in the PCR plate up and down several times to mix 
beads with PCR product.   

   44.    Transfer mixed solution from each well into the corresponding 
well of a fi lter plate (70 μL solution in each well) and discard 
PCR plate.   

   45.    Cover fi lter plate with its lid and store at room temperature, in 
a light-protected place, for 1 h.   

   46.    Place the fi lter plate adapter onto an new 96-well V-bottom 
plate (waste plate) and place the fi lter plate containing the PCR 
plate onto the fi lter plate adapter.   

   47.    Centrifuge to 1,000 ×  g  for 5 min at 25 °C, remove fi lter plate 
lid, and add 50 μL UB2 reagent to each well, replace lid, and 
centrifuge to 1,000 ×  g  for 5 min at 25 °C.   

   48.    Using a multichannel pipette, add 30 μL MH1 reagent to each 
well of a new plate (INT plate) and replace the waste plate with 
the INT plate. Orient the INT plate so that well A1 of the fi lter 
plate matches well A1 of the INT plate. Discard waste plate.   

   49.    Add 30 μL 0.1 N NaOH to each well of the fi lter plate, and 
centrifuge to 1,000 ×  g  for 5 min at 25 °C. At the end, no 
beads should be visible in the wells of the INT plate (bottom 
plate in fi lter assembly).   

   50.    Gently mix the contents of the INT plate by moving side to side 
without splashing and then seal the INT plate with 96-well cap 
mat and store in the dark until ready to dispense onto a BeadChip.   

   51.    Dispense 15 μL of each sample (from INT plate) onto the inlet 
ports along each side of the BeadChips, ensuring that each 
sample fl ows to cover the entire bead stripe.   

   52.    Position the BeadChips in the Hyb Chamber (containing CHB 
reagent as a humidifying buffer) and replace the lid. Correctly 
orientate the chamber in the oven and incubate for exactly 
30 min at 60 °C with the rocker at speed setting 5.   
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   53.    After 30 min, reset the temperature to 45 °C and incubate for 
16–18 h.   

   54.    Remove the BeadChips from the oven and cleanly remove the 
IntelliHyb seals from the BeadChips, one at a time, before slid-
ing into the prepared wash rack submerged in the dish contain-
ing PB1 reagent.   

   55.    Wash the chips by gentle agitation of the wash rack for 1 min 
before transferring to a second wash dish containing PB1. 
Repeat the 1 min agitation wash step.   

   56.    Transfer to a third dish containing XC4 reagent and slowly move 
the wash rack up and down ten times. Let it soak for 5 min.   

   57.    Remove the wash rack to a tube rack in one smooth, rapid 
motion and use self-locking tweezers to slide each BeadChip 
from the wash rack to the tube rack.   

   58.    Place the entire tube rack in a vacuum desiccator and start the 
vacuum, using at least 508 mmHg. Dry under vacuum for 
50–55 min.   

   59.    Image BeadChips on HiScan system.   
   60.    Import data to GenomeStudio software.   
   61.    Analyze results.      

  While this protocol is written from the perspective of assaying 96 
samples using Infi nium chips which hold 24 samples each, other 
combinations are possible and can be easily accommodated into 
the protocol. 

 Unless stated, all centrifugation and vortexing steps are for 1 min.

    1.    Quantitate samples    using the Qubit dsDNA BR assay 
(Invitrogen). Normalize all samples in a 96-well PCR plate to 
50 ng/μL by adding Tris–HCl 10 mM, pH 8.5 ( see   Note 5 ).   

   2.    Dispense 20 μL MA1 followed by 4 μL DNA sample into each 
well of the 0.8 mL plate and seal with a cap mat.   

   3.    Vortex at 1,600 rpm, centrifuge at 280 ×  g , then incubate at 
room temperature for 10 min.   

   4.    Dispense 34 μL MA2 and 38 μL MSM into each well before 
resealing for vortexing and centrifuging as in  step 3 .   

   5.    Incubate resealed plate in a 37 °C oven for 20–24 h.   
   6.    Before opening the plate, centrifuge at 50 ×  g .   
   7.    Add 25 μL FMS to each well, reseal, and vortex as before. 

Centrifuge again at 50 ×  g .   
   8.    Incubate on a heating block at 37 °C for 1 h.   
   9.    Add 50 μL PM1 to each well, seal, and vortex as before.   
   10.    Incubate for a further 5 min on the 37 °C heating block. 

Centrifuge at 50 ×  g .   

3.4  Illumina Infi nium 
HD Assay
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   11.    Add 155 μL 2-propanol to each well then seal plate with the 
second, fresh cap mat.   

   12.    Mix by inverting the plate at least ten times then incubate at 
4 °C for 30 min.   

   13.    Prepare a balance plate before centrifuging at 2,000 ×  g  and 
4 °C for 20 min. This should produce pale blue pellets in the 
bottom of the wells ( see   Note 10 ).   

   14.    Immediately decant supernatant by smoothly and rapidly 
inverting the plate onto an absorbent pad prepared on the 
bench. Remove all liquid by tapping the plate fi rmly for 1 min 
on the pad. Ensure the pellets are completely dry by leaving 
the plate inverted at room temperature for 1 h.   

   15.    Resuspend pellets in 23 μL RA1 then seal with a foil seal using 
a heat sealer.   

   16.    Incubate in a 48 °C oven for 1 h.   
   17.    Vortex plate at 1,800 rpm then centrifuge at 280 ×  g .   
   18.    Prepare and assemble Hyb Chamber as recommended by 

Infi nium user manual, including adding 400 μL PB2 to each of 
the 8 reservoirs.   

   19.    Denature samples by incubating on a 95 °C heating block for 
20 min. Incubation for a further 30 min at room temperature 
is then followed by centrifuging at 280 ×  g .   

   20.    Prepare 4 BeadChips by unpackaging and placing in Hyb 
Chamber inserts.   

   21.    Dispense 12 μL of each sample onto the inlet ports along each 
side of the BeadChips, ensuring that each sample fl ows to 
cover the entire bead stripe.   

   22.    Position the BeadChips in the Hyb Chamber and replace the 
lid. Correctly orientate the chamber in the oven and incubate 
for 16–24 h at 48 °C with the rocker at setting 5.   

   23.    Prepare XC4 reagent for the following day by adding 330 mL 
100 % ethanol and shaking vigorously to mix. Leave at room 
temperature until needed.   

   24.    Before opening the chamber, allow to cool on the bench for 
25 min.   

   25.    Cleanly remove the IntelliHyb seals from the BeadChips, one 
at a time, before sliding into the prepared wash rack submerged 
in the dish containing PB1. It is important that the chips 
should not be allowed to dry out before the Flow- Through 
Chamber is assembled.   

   26.    Wash the chips by gentle agitation of the wash rack for 1 min 
before transferring to a second wash dish containing PB1. 
Repeat the 1 min agitation wash step.   

New Marker Technologies



172

   27.    Prepare Multi-Sample BeadChip Alignment Fixture containing 
PB1. Transfer the BeadChips to the Alignment Fixture and 
assemble Flow-Through Chamber comprising the clear spac-
ers, glass back plates, and metal clamps, using the Alignment 
Bar to correctly align components. Trim excess spacer.   

   28.    Prepare Chamber Rack connected to the Water Circulator so 
that the temperature is 44 °C, calibrated with an Illumina ®  
Te-Flow Thermometer Assembly. Place Flow-Through 
Chamber assemblies into Chamber Rack once the desired tem-
perature is reached.   

   29.    Perform the Single-Base Extension section of the protocol 
without interruption by dispensing the following reagents into 
the reservoir of each Chamber assembly ( steps 30 – 38 ).   

   30.    Add150 μL RA1. Incubate for 30 s. Repeat 5 times.   
   31.    Add 450 μL XC1. Incubate for 10 min.   
   32.    Add 450 μL XC2. Incubate for 10 min.   
   33.    Add 200 μL TEM. Incubate for 15 min.   
   34.    Add 450 μL 95 % formamide/1 mM EDTA. Incubate for 

1 min. Repeat once.   
   35.    Incubate 5 min.   
   36.    Begin ramping the Chamber Rack temperature to the 

 temperature indicated on the STM tube or to 37 °C if none is 
shown.   

   37.    Add 450 μL XC3. Incubate for 1 min. Repeat once.   
   38.    Wait for the Chamber Rack to reach the desired temperature 

before continuing.   
   39.    Once the second temperature has been reached, continue with 

the staining section of the protocol by dispensing the follow-
ing reagents into the reservoir of each Chamber assembly 
( steps 40 – 50 ).   

   40.    Add 250 μL STM and incubate for 10 min.   
   41.    Add 450 μL XC3 and incubate for 1 min. Repeat once, and 

then wait 5 min.   
   42.    Add 250 μL ATM and incubate for 10 min.   
   43.    Add 450 μL XC3 and incubate for 1 min. Repeat once, and 

then wait 5 min.   
   44.    Add 250 μL STM and incubate for 10 min.   
   45.    Add 450 μL XC3 and incubate for 1 min. Repeat once, and 

then wait 5 min.   
   46.    Add 250 μL ATM and incubate for 10 min.   
   47.    Add 450 μL XC3 and incubate for 1 min. Repeat once, and 

then wait 5 min.   
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   48.    Add 250 μL STM and incubate for 10 min.   
   49.    Add 450 μL XC3 and incubate for 1 min. Repeat once, and 

then wait 5 min.   
   50.    Move the Chamber assemblies to the lab bench and place 

horizontally.   
   51.    Carefully disassemble the Chamber assemblies, one at a time, 

and place the BeadChips in the prepared staining rack sub-
merged in the wash dish containing PB1. Perform staining by 
moving the rack up and down ten times then leave to incubate 
for a further 5 min.   

   52.    Transfer to a second wash dish containing freshly poured XC4. 
Repeat the staining process.   

   53.    Remove the staining rack to a tube rack in one smooth, rapid 
motion and use self-locking tweezers to slide each BeadChip 
from the staining rack to the tube rack.   

   54.    Place the entire tube rack in a vacuum desiccator and start the 
vacuum, using at least 508 mmHg. Dry under vacuum for 
50–55 min.   

   55.    Image BeadChips on HiScan system.   
   56.    Import data to GenomeStudio software.   
   57.    Analyze results.       

4    Notes 

     1.    In addition to searching the database using keywords, it is pos-
sible to search for SNPs which differentiate between two culti-
vars, search for genes with similarity to regions of a reference 
genome, or search using a nucleotide sequence using BLAST.   

   2.    By selecting the appropriate option in drop-down menu 1, it is 
also possible to search annotations for all sequences, not only 
those which contain SNPs, as well as limit the search to gene 
ontologies, sequence accession, or contig ID.   

   3.    If all the tracks are not visible, click on “Select Tracks” at the 
top of the page and tick the boxes to view the relevant tracks.   

   4.    At the time of writing, the database holds SNP information for 
four wheat varieties. Data for a further 12 varieties is being 
processed and is expected to go online by the end of 2012.   

   5.    While 50 ng/μL is the ideal concentration, concentrations in 
the range of 10–100 ng/μL can be accommodated. The more 
important property is the quality of the DNA. It is recom-
mended to run the samples on a 1 % agarose gel before use in 
this assay to ascertain any levels of degradation or 
contamination.   
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   6.    When using the vortex, ensure that the plate is fi rmly strapped 
to the vortex platform to prevent the plate from moving. You 
may place a hand on the plate during vortexing to ensure this.   

   7.    If there is any delay before continuing on to  step 9 , repeat 
this step.   

   8.    This step must be done fi rmly enough to decant all the super-
natant from the wells. It may not work if done lightly and 
cross-contamination may occur.   

   9.    This allows for the user to leave the plate overnight and 
continue the protocol the following day.   

   10.    If there is any delay before continuing on to  step 14 , repeat 
this step.         
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    Chapter 9   

 Development of Microsatellite-Enriched Libraries 

           Hélène     Vignes      and     Ronan     Rivallan   

    Abstract 

   Among the molecular markers used for plant genetic studies, microsatellite markers are easy to implement 
and can provide suitable codominant markers for molecular taxonomy. Here we describe a method to 
obtain enriched libraries in microsatellite loci from genomic DNA, using capture method with synthetic 
oligonucleotide probes.  

  Key words     Microsatellite  ,   Genomic-enriched libraries  

1      Introduction 

 Microsatellites, also called simple sequence repeats (SSRs) [ 1 ], are 
small repeats of one, two, three, or four tandemly arranged nucleo-
tides that are ubiquitous components of eukaryotic genomes. They 
have a high level of polymorphism due to mutation affecting the 
number of repeat units. Their variable length polymorphism can be 
revealed by polymerase chain reaction (PCR) [ 2 ] with unique fl ank-
ing primers [ 3 ] that generate codominant markers. Microsatellites 
have a Mendelian heritability [ 4 ] and have a potential advantage 
of reliability, reproducibility, discrimination, standardization, and 
cost-effectiveness [ 5 ]. All these characteristics make them a suit-
able tool for genetic analysis, diversity analysis, population struc-
ture studies, genetic mapping, and quantitative traits analysis. 

 Since the early 1990s, microsatellite loci have been obtained 
by screening plant genomic libraries. Genomic libraries contain 
only 0.5–8 % of microsatellite inserts, as reported by previous 
authors [ 6 ,  7 ], this low rate means that it is necessary to check an 
important number of clones for their discovery. The use of enriched 
library has been proposed, and different methods are available to 
construct a microsatellite-enriched library, all based on the hybrid-
ization of a synthetic oligonucleotide microsatellite sequence onto 
genomic DNA. These libraries increase the level of positive clones 
from at least 20–90 % [ 8 – 10 ]. Here we expose a common protocol 
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to produce genomic libraries enriched in microsatellites loci; this 
protocol was fi rst used and published for tropical crops [ 11 ] and 
has since been used to obtain microsatellites markers on more than 
200 plant genomes. We choose to use the two more simplifi ed 
dinucleotide microsatellite motifs GA and GT with no self- 
hybridization capability. The main idea is to restrict the DNA with 
a four base pair recognition site endonuclease, hybridize with two 
GA and GT synthetic biotinylated oligoprobes for microsatellite 
capture and to clone the enriched DNA fragments.  

2    Materials 

 All steps need to use ultrapure water prepared to obtain a sensitiv-
ity of 18 MΩ cm at 25 °C. Solutions resulting of the different 
protocol steps must be stored at −20 °C. 

        1.     Rsa I restriction endonuclease and reaction buffer: 10 mM Bis-
Tris- Propane-HCl, 10 mM MgCl 2 , 1 mM Dithiothreitol pH 7.0.   

   2.    TAE buffer 1×: 0.04 M Tris-acetate and 0.001 M EDTA pH 
8.0.   

   3.    Agarose gel 1.2 %, weigh 0.6 g biomolecular grade agarose, 
transfer to a 200 mL erlen, add 50 mL 1× TAE, and dissolve in 
a microwave oven. Carefully poor the gel when the tempera-
ture is below 60 °C.   

   4.    40 mM spermidine.   
   5.    Ethidium bromide 0.5 μg/L bath ( see   Note 1 ). The ethidium 

bromide bath must be prepared by adding 500 μL of a com-
mercial 10 mg/L solution to 1 L of ultrapure water.      

        1.    Synthetic oligonucleotide primers proposed by Edwards et al. 
[ 10 ] ( see   Note 2 ) used for the ligation of a blunt self- 
complementary    adaptor.   

   2.    Rsa21 primer 10 μM 5′-CTCTTGCTTACGCGTGGACTA-3′.   
   3.    Rsa25 primer 10 μM 5′-pTAGTCCACGCGTAAGCAAGA

GCACA-3′.   
   4.    T4 DNA ligase and 5× reaction buffer: 250 mM Tris–HCl, pH 

7.6, 50 mM MgCl 2 , 5 mM ATP, 25 % polyethylene 
glycol-8000.   

   5.     Taq  DNA polymerase 5 unit/μL (Sigma).   
   6.    10× dNTP 2 mM.   
   7.    10× reaction buffer: 100 mM Tris–HCl pH 8.3, 500 mM KCl, 

15 mM MgCl 2 .   
   8.    Use elements 2, 3, and 4 from Subheading  2.1 .      

2.1  DNA Restriction

2.2  Adaptor Ligation 
and PCR 
Preamplifi cation

Hélène Vignes and Ronan Rivallan
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      1.    QIAquick PCR Purifi cation Kit (Qiagen, Hilden, Germany).   
   2.    1.5 or 2 mL microcentrifuge tubes.   
   3.    3 M sodium acetate, pH 5.0.   
   4.    Before use, add ethanol (96–100 %) to the provided PE buffer.      

      1.    Streptavidin MagneSphere Paramagnetic Particles (Promega, 
Madison, USA) ( see   Note 3 ).   

   2.    Separation Stand (12-position) 1.5 mL (Promega).   
   3.    Microsatellite 5′biotin-labelled oligo probes: biotin I 5 (GA) 8  

and biotin I 5 (GT) 8  ( see   Note 4 ).   
   4.    Heating block.   
   5.    Magnet Separation Stand (12-position) 1.5 mL (Promega).   
   6.    20× SSC (150 mM NaCl, 15 mM sodium citrate). To prepare 

1 L, dissolve 175.3 g of NaCl and 88.2 g of sodium citrate in 
800 mL water. Adjust the pH to 7.0 with a few drops of 14 N 
solution of HCl. Adjust the volume to 1 L with ultrapure 
water. Dispense into aliquots. Sterilize by autoclaving.   

   7.    0.5× SCC and 0.1× SSC.      

      1.    Rsa21 primer 10 μM.   
   2.    Elements 3, 4, and 5 from Subheading  2.2 .   
   3.    Elements 2, 3, and 4 from Subheading  2.1  are also needed.      

  Use pGEM ® -T Vector System I Promega containing:

    1.    pGEM ® -T Vector (50 ng/μL).   
   2.    12 μL Control Insert DNA (4 ng/μL).   
   3.    100 units T4 DNA ligase.   
   4.    200 μL 2× rapid ligation buffer: 60 mM Tris–HCl pH 7.8, 

20 mM MgCl 2 , 20 mM DTT, 2 mM ATP, 10 % polyethylene 
glycol-8000.    

        1.    LB agar plates: mix 10.0 g tryptone, 5 g yeast extract, 10.0 g 
NaCl, and 20 g of agar in approximately 700 mL of water. 
Bring the fi nal volume to 1 L. Adjust pH to 7.0 with 5 N 
NaOH. Pour this into a 2 L fl ask and autoclave 20 min. 
    Let LB agar cool to ~55 °C and add ampicillin to a fi nal 
 concentration of 100 mg/L,  5-bromo-4-chloro-3-inodlyl-β-
D - galactopyranoside (X-gal) to a fi nal concentration of 80 μg/
mL (prepared in dimethylformamide (DMF)), and isopropyl-
1- thio-β- D -galactopyranoside (IPTG) to a fi nal concentration 
of 20 mM (prepared in sterile dH 2 O).   

   2.    SOB medium: mix 20.0 g of tryptone, 5.0 g of yeast extract, and 
0.5 g of NaCl in deionized H 2 O to a fi nal volume of 1 L. Pour this 
into a 2 L fl ask and autoclave 20 min. Add 10 mL of  fi lter-sterilized 

2.3  Purifi cation 
of the Preamplifi cation 
Product Using 
QIAquick PCR 
Purifi cation Kit

2.4  Selection of DNA 
Fragments Containing 
Microsatellites

2.5  PCR 
Amplifi cation of the 
Selected Fragments

2.6  Cloning 
in pGEM-T

2.7  Transformation 
in Bacteria

Microsatellite Enriched Libraries



180

1 M MgCl 2  and 10 mL of fi lter-sterilized 1 M MgSO 4  prior to the 
preparation of the SOC medium (per 100 mL).   

   3.    SOC medium: prepare fresh immediately before use. Add 
1 mL of fi lter-sterilized 2 M glucose in previously prepared 
SOB medium.   

   4.    BD Falcon polypropylene round-bottom tubes.   
   5.    XL1-Blue competent cells (Stratagene) containing bacteria, 

pUC18 control plasmid (0.1 ng/μL in TE buffer), and 
β-Mercaptoethanol solution (1.42 M).      

      1.    Synthetic oligonucleotide primers: four primers are needed for 
positive clones screening, two from the fl anking regions of the 
cloning site and two for the microsatellite motif hybridization. 
 AGE1 5′-AAACAGCTATGACCATGATTAC-3′ 100 μM. 
 AGE2 5′-TTGTAAAACGACGGCCAGTG-3′ 100 μM. 
 (GA) 12  100 μM. 
 (GT) 12  100 μM.   

   2.    Elements 3, 4, and 5 from Subheading  2.2 .   
   3.    Use elements 2, 3 (but prepare a 1 % agarose gel), and 4 from 

section.   
   4.    Laminar fl ux cabinet.   
   5.    PCR 96 well plate.   
   6.    Autoclaved toothpick.   
   7.    96 Tips replicator.       

3    Methods 

 The enrichment technique is illustrated in Fig.  1 .

        1.    Aliquot 40 μL (250 ng/μL) of total genomic DNA solution 
into an Eppendorf tube. Mix 100 units of RsaI endonuclease 
(10 unit/μg of DNA), 10 μL of reaction buffer, 10 μL of 
40 mM spermidine, and ultrapure water to 100 μL. Incubate 
overnight at 37 °C.   

   2.    Control the restriction by agarose gel electrophoresis. Add 
1 μL of loading dye to 10 μL of the restriction and load on a 
50 mL 1.2 % agarose gel, running at 60 V, stop the migration 
after 20 min, reveal by coloration using ethidium bromide 
( see   Note 1 ), and take a picture. A regular smear must be 
obtained without band Fig.  2 .

             1.    Mix 10 μL of restricted DNA, 2 μL of oligo RSA21 (10 μM), 
2 μL of oligo RSA25 (10 μM), 20 μL of reaction buffer, 4 units 
of T4 DNA ligase, and ultrapure water to 100 μL. Incubate 
2 h at 20 °C.   

2.8  Positive Clone 
Screening for 
Microsatellite Motif 
and Preparation for 
Sequencing

3.1  DNA Restriction

3.2  Adaptor Ligation 
and Preamplifi cation

Hélène Vignes and Ronan Rivallan
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   2.    Mix 2 μL of the ligated DNA solution, 2 μL of dNTP, 2.5 μL 
of reaction buffer, 1 unit of  Taq  DNA polymerase, and ultra-
pure water to 25 μL.   

  Fig. 1    Diagram of the genomic library enrichment technique in microsatellite loci       

 

Microsatellite Enriched Libraries
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   3.    Run the PCR program: 1 cycle at 95 °C 4 min followed by 20 
cycles with 94 °C 30 s, 60 °C 1 min, 72 °C 2 min, and a fi nal 
step at 72 °C for 8 min.   

   4.    Mix 10 μL of the amplifi cation product with 1 μL of loading 
dye and load in a 50 mL 1.2 % agarose gel, run at 60 V for 
45 min. 

 The gel must reveal a smear between 100 and 1,500 bp like 
on Fig.  3 .

         All the centrifugation must be performed at 10,000 ×  g .

    1.    Add 5 volumes of Buffer PB to 1 volume of the PCR sample 
and mix. For example, add 500 μL of Buffer PB to 100 μL 
PCR product.   

   2.    Check that the color of the mixture is yellow. If the color of the 
mixture is orange or violet, add 10 μL of 3 M sodium acetate, 
pH 5.0, and mix. The color of the mixture will turn to yellow.   

   3.    Place a QIAquick spin column in a provided 2 mL collection 
tube.   

3.3  Purifi cation of 
the Preamplifi cation 
Product Using 
QIAquick PCR 
Purifi cation Kit

  Fig. 2    Migration on a 1.2 % agarose gel of the restricted genomic DNA       
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   4.    To bind DNA, apply the sample to the QIAquick column and 
centrifuge for 30–60 s.   

   5.    Discard fl ow-through. Place the QIAquick column back into 
the same tube. Collection tubes are reused to reduce plastic 
waste.   

   6.    To wash, add 0.75 mL Buffer PE to the QIAquick column and 
centrifuge for 30–60 s.   

   7.    Discard fl ow-through and place the QIAquick column back in 
the same tube. Centrifuge the column for an additional 1 min.   

   8.    Place QIAquick column in a clean 1.5 mL microcentrifuge 
tube.   

   9.    To elute DNA, add 50 μL of water to the center of the 
QIAquick membrane ( see   Note 5 ) and centrifuge the column 
for 1 min; repeat the elution with 50 μL of water.    

        1.    Mix 600 μL of MagneSphere (one tube of Promega kit, 
Streptavidin MagneSphere Paramagnetic Particles), place the 
tube on the magnetic support, wait 30 s, and discard carefully 

3.4  Microsatellites 
Fragments Selection

  Fig. 3    Migration on a 1.2 % agarose gel of the preamplifi cation of ligated DNA fragments       

 

Microsatellite Enriched Libraries



184

the supernatant. Resuspend in 300 μL of 0.5× SSC. Repeat 
these two steps three times. Resuspend in 100 μL of 0.5× SSC.   

   2.    Add 400 μL of ultrapure water to 100 μL purifi ed DNA from 
step 3.3.9    and incubate at 95 °C for 15 min.   

   3.    Add 3 μL of each I 5 (GA) 8  and I 5 (GT) 8  biotinylated microsatel-
lite oligo (50 μM) and 13 μL of 20× SSC.   

   4.    Wait at room temperature for 20 min and mix slowly by invert-
ing the tube every 2 min.   

   5.    Mix the 100 μL prewashed MagneSphere beads from  step 1  
with the 516 μL hybridization mix.   

   6.    Incubate 10 min at room temperature and shake slowly con-
tinuously. Place the tube on the magnetic support, wait for 
30 s, and discard carefully the supernatant. Resuspend in 
300 μL of 0.1× SSC. Repeat three times.   

   7.    Resuspend the magnetic bead in 100 μL of water, place the 
tube on the magnetic support, wait for 30 s, and take the super-
natant. Resuspend the magnetic bead another time in 150 μL 
of water, place the tube on the magnetic support, wait for 30 s, 
and take the supernatant of water. Combine the two superna-
tants and freeze at –20 °C this selected fragments solution.      

      1.    Mix 10 μL of selected fragments solution, 4 μL oligo Rsa21 
(10 μM), 10 μL 10× PCR buffer, 8 μL dNTP (2.5 mM), 
2.5 units of  Taq  DNA polymerase, and ultrapure water to 
100 μL. 
 Run the PCR program: cycle: 95 °C 1 min, followed by 20 
times 94 °C 40 s, 60 °C 1 min, 72 °C 2 min, and fi nal step 
72 °C 5 min.   

   2.    Mix 10 μL of the amplifi cation product with 1 μL of loading 
dye and load in a 1.2 % agarose gel; run at 60 V for 45 min 
( see   Note 6 ).      

      1.    Mix a 2 μL aliquot of the amplifi cation product ( see   Note 7 ), 
1 μL of pGEM-T plasmid, 10 μL of 2× buffer, 1 μL of ligase, 
and 6 μL of ultrapure water.   

   2.    Mix the reaction by pipetting. Incubate 1 h at room temperature.   
   3.    Centrifuge the tubes containing the ligation reaction to collect 

contents at the bottom of the tube.      

      1.    Prepare 10 LB + ampicillin + X-gal + IPTG plates (130 mm 
diameter) for platting the transformation product and add two 
other small plates (90 mm diameter) for determining transfor-
mation effi ciency ( see   Note 8 ).   

3.5  Selected 
Fragments 
Amplifi cation

3.6  Cloning 
in pGEM-T

3.7  Transformation 
in XL1-Blue 
Competent Cells
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   2.    Equilibrate the plates at room temperature prior to plating.   
   3.    1 h before the manipulation, transfer one tube of XL1-Blue 

bacteria suspension from −80 °C freezer to a –20 °C freezer.   
   4.    Prepare a water bath at 42 °C.   
   5.    5 min before the manipulation, transfer XL1-Blue bacteria sus-

pension to ice.   
   6.    In two 15 mL BD Falcon tubes (ref. 2059)    ( see   Note 9 ), place 

40 μL of XL1-Blue suspension and add 0.7 μL of the provided 
mercaptoethanol solution to each tube.   

   7.    Wait for 10 min in ice while swirling gently every 2 min.   
   8.    In the fi rst tube, add 2 μL of ligation product ( see   Note 10 ), 

and in the second tube add 1 μL of the provided solution 
uncut pUC18 control plasmid for determination of the trans-
formation effi ciency of the competent cells; mix slowly the two 
tubes.   

   9.    Incubate the tubes in ice for 30 min, without mixing.   
   10.    Heat pulse, by incubating both tubes in a water bath at 42 °C 

for 45 s (very precise and do not shake) ( see   Note 11 ).   
   11.    Incubate the tubes in ice for 2 min.   
   12.    Add 450 μL of preheated at 37 °C SOC medium.   
   13.    Incubate the tubes at 37 °C for 1 h with shaking at 200/225 rpm.   
   14.    Plate 50 μL of the transformation mix on each 130 mm LB 

ampicillin + X-gal + IPTG agar plate. For the transformation 
control, a 1:10 dilution with SOC medium is recommended 
for plating.   

   15.    Incubate the plates overnight at 37 °C. If performing blue-
white color screening, incubate the plates at 37 °C for at 
least 17 h to allow color development ( see   Notes 12  
and  13 ).      

       1.    Under laminar fl ux cabinet, prepare PCR 96 well plate, with 
20 μL fi ltered (0.25 μ)    ultrapure water in each well.   

   2.    With a toothpick take a white clone and put in water. Proceed 
line by line of the well plate and discard each toothpick. When 
the PCR plate is full, transfer a half volume to a second (repli-
cate) PCR plate.   

   3.    Using 96 tips replicator, make a subculturing on a new 
LB + ampicillin + X-gal + IPTG plate. Incubate the plates over-
night at 37 °C.   

   4.    Perform two PCR with the two different primers AGE1 and 
AGE2 ( see   Note 14 )

3.8  Positive Clone 
Screening Using PCR 
Between Plasmid 
Sequence and 
Microsatellite Motif

Microsatellite Enriched Libraries
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 PCR mix for 4 plates: 10× buffer  1,025 μL 

 dNTP 2.5 mM  820 μL 

 Oligo AGE1 or AGE2 (100 μM)  25 μL 

 Oligo (GA) 12  (100 μM)  25 μL 

 Oligo (GT) 12  (100 μM)  25 μL 

 Ultrapure water  4,050 μL 

  Taq  polymerase 5 unit/μL  80 μL 

   Add a 15 μL aliquot in each well, add one drop of mineral oil, and 
cover plate with an adhesive plastic. 

 PCR cycle: 95 °C 4 min, following by 30 times 94 °C 30 s, 
60 °C 45 s, 72 °C 1 min 30 s, and 72 °C 8 min.   

   5.    Loading 15 μL of the amplifi cation product in a 300 mL 1.0 % 
agarose gel, run at 80 V for 1 h 30 min ( see   Note 13 ). Reveal 
by coloration using ethidium bromide ( see   Note 1 ) and take a 
picture. When a microsatellite motif is present in the probe, 
the fragment is amplifi ed between microsatellite motif GA or 
GT and the plasmid oligo (AGE 1 or AGE2) and the gel must 
reveal fragments.      

      1.    To determine the size of cloned fragment fragments, perform 
a PCR using both AGE1 and AGE2 primers on positive clones 
obtained in Subheading  3.8 ,  step 5 

 PCR mix for 1 plate: 10× buffer  660 μL 

 dNTP 2.5 mM  300 μL 

 Oligo AGE1 (100 μM)  25 μL 

 Oligo AGE2 (100 μM)  25 μL 

 Ultrapure water  3,778 μL 

  Taq  polymerase 5 unit/μL  50 μL 

   Add a 45 μL aliquot in each well containing 5 μL of bacterial 
 culture, add one drop of mineral oil, and cover plate with an 
adhesive plastic. 

 PCR cycle: 95 °C 4 min, following by 30 times 94 °C 30s, 
60 °C 1 min, 72 °C 2 min, and 72 °C 8 min.   

   2.    Loading 10 μL of the amplifi cation product in a 300 mL 1.0 % 
agarose gel, run at 80 V for 1 h 30 min ( see   Note 15 ). Reveal 
by coloration using ethidium bromide ( see   Note 1 ) and take a 
picture.   

   3.    A fi rst choice of amplifi ed fragments is based on size between 500 
and 1,200 bp. Before sequencing, the selected fragments must be 
purifi ed using a QIAquick PCR Purifi cation Kit like in step 3.3.      

3.9  Positive Clone 
Size Determination 
and Fragment 
Selection for 
Sequencing

Hélène Vignes and Ronan Rivallan
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      1.    Send selected clones for sequencing to a commercial provider 
using the Sanger method [ 12 ].   

   2.    Plasmidic and adaptor fl anking sequences are eliminated, and 
the presence of SSRs is detected using SAT, a microsatellite 
analysis tool [ 13 ]. It is used to collect sequence information 
and facilitate the design of PCR primers and their fl anking 
sequences. The following criteria must be considered for 
sequence selection: uniqueness, adequate fl anking sequence 
size, and non- repetitive fl anking regions. Finally, primer pairs 
are designed using Primer 3 software [ 14 ].       

4    Notes 

     1.    Ethidium bromide is an   intercalating     agent of double-stranded 
DNA; it is a potent mutagen product. Handle only with gloves 
and precaution.   

   2.    All the PCR primers used in the present protocol are prepared 
with lyophilized oligonucleotides and dissolved in ultrapure 
water to a fi nal concentration of 100 μM and stored at −20 °C. 
Rsa21 and Rsa25 are diluted to 10 μM with ultrapure water 
before use.   

   3.    Store the Streptavidin MagneSphere ®  Paramagnetic Particles at 
4 °C. Do not freeze the Streptavidin MagneSphere ®  Paramagnetic 
Particles, as this will reduce their performance.   

   4.    Biotinylated oligonucleotide must be aliquoted by 10 μL frac-
tions and stored at −20 °C; they must be thawed 15 min 
before use.   

   5.    Ensure that the elution buffer is dispensed directly onto the 
QIAquick membrane for complete elution of bound DNA.   

   6.    The gel must reveal a similar or lesser size than the preamplifi -
cation smear.   

   7.    The pGEM ® -T Vector Systems have been optimized using a 
1:1 molar ratio of the Control Insert DNA to the Vectors. If 
initial experiments with your PCR product are suboptimal, 
ratio optimization may be necessary. Ratios from 3:1 to 1:3 
provide good initial parameters. The concentration of PCR 
product should be estimated by comparison to DNA mass 
standards on a gel.   

   8.    Blue-white color screening for recombinant plasmids is avail-
able when the host strain contains the  lacI q Z D M15  gene on 
the F´ episome with a plasmid that provides α-complementation. 
When lacZ expression is induced by IPTG in the presence of 
the chromogenic substrate X-gal, colonies containing plasmids 
with inserts will be white, while colonies containing plasmids 
without inserts will be blue.   

3.10  Sequencing 
and Primer Design

Microsatellite Enriched Libraries
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    2.    Mullis K, Faloona S, Scharf R, Saiki R, Horn 
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reaction. Cold Spring Harbor Symp Quant 
Biol 51:263–273  

    3.    Beckman JS, Soller M (1990) Toward a uni-
fi ed approach to genetic mapping of eukary-
otes based on sequence tagged microsatellite 
sites. Biotechnology 8:930–932  

    4.    Weissenbach J, Gyapay G, Dib C, Vignal A, 
Morissette J, Millaseau P, Vaysseix G, Lathrop 
M (1992) A second generation map of the 
human genome. Nature 359:794–801  

    5.    Smith JSC, Chin ECL, Shu H, Smith OS, Wall 
SJ, Senior ML, Mitchell SE, Kresovich S, 

Ziegle J (1997) An evaluation of the utility 
of SSR loci as molecular markers in maize 
( Zea mays  L.), comparisons with data from 
RFLPs and pedigree. Theor Appl Genet 
95:163–173  

    6.    Akagi H, Yokozeki Y, Inagaki A, Fujimura T 
(1996) Microsatellite DNA markers for 
rice chromosome. Theor Appl Genet 93:
1071–1077  

    7.    Panaud O, Chen X, McCouch SR (1997) 
Development of microsatellite markers and 
characterization of simple sequence length 
polymorphism (SSLP) in rice ( Oryza sativa  
L.). Mol Gen Genet 252:597–607  

    8.    Karagyozov L, Kalcheva ID, Chapman VM 
(1993) Construction of random small insert 
genomic libraries highly enriched for simple 
sequence repeats. Nucleic Acids Res 21(16):
3911–3912  

   9.    Use of 14-mL BD Falcon polypropylene round-bottom tubes: 
it is important that 14-mL BD Falcon polypropylene round- 
bottom tubes (BD Biosciences Catalog #352059) are used for 
the transformation protocol, since other tubes may be degraded 
by β-mercaptoethanol. In addition, the duration of the heat 
pulse has been optimized using these tubes.   

   10.    Centrifuge the tubes containing the ligation reactions to col-
lect contents at the bottom of the tube.   

   11.    Optimal transformation effi ciency is observed when cells are 
heat-pulsed at 42 °C for 45–50 s. Effi ciency decreases sharply 
when cells are heat-pulsed for <45 s or for >60 s. Do not 
exceed 42 °C.   

   12.    For the pUC18 control, expect 50 colonies (≥1 × 108 cfu/μg 
pUC18 DNA). For the experimental DNA, the number of 
colonies will vary according to the size and form of the trans-
forming DNA, with larger and non-supercoiled DNA produc-
ing fewer colonies.   

   13.    To facilitate blue-white screening, color can be enhanced by 
subsequent incubation of the plates for 3 h at 4 °C.   

   14.    To test the microsatellite motif capture 2 PCRs were per-
formed using one of the motif used for the capture and the two 
primers located on either side of the cloning site on the 
plasmid.   

   15.    The loading design of the deposit on the gel should be as read-
able as possible, it is best to place two or three lines of PCR 
plate by row of the gel wells (depends of the number of well 
and the gel size).         
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    Chapter 10   

 Randomly Amplifi ed Polymorphic DNA 
(RAPD) and Derived Techniques 

           Kantipudi     Nirmal Babu     ,     Muliyar     Krishna     Rajesh    , 
    Kukkumgai     Samsudeen    ,     Divakaran     Minoo    ,     Erinjery     Jose     Suraby    , 
    Kallayan     Anupama    , and     Paul     Ritto   

    Abstract 

   Understanding biology and genetics at molecular level has become very important for dissection and manip-
ulation of genome architecture for addressing evolutionary and taxonomic questions. Knowledge of genetic 
variation and genetic relationship among genotypes is an important consideration for classifi cation, utiliza-
tion of germplasm resources, and breeding. Molecular markers have contributed signifi cantly in this respect 
and have been widely used in plant science in a number of ways, including genetic fi ngerprinting, diagnostics, 
identifi cation of duplicates and selecting core collections, determination of genetic distances, genome analy-
sis, developing molecular maps, and identifi cation of markers associated with desirable breeding traits. The 
application of molecular markers largely depends on the type of markers employed, distribution of markers 
in the genome, type of loci they amplify, level of polymorphism, and reproducibility of products. Among 
many DNA markers available, random amplifi ed polymorphic DNA (RAPD) is the simplest and cost-effec-
tive and can be performed in a moderate laboratory for most of its applications. In addition RAPDs can touch 
much of the genome and has the advantage that no prior knowledge of the genome under research is neces-
sary. The recent improvements in the RAPD technique like AP-PCR, SCAR, DAF, SRAP, CAPS, RAMPO, 
and RAHM can complement the shortcomings of RAPDs and have enhanced the utility of this simple tech-
nique for specifi c applications. Simple protocols for these techniques are presented.  

  Key words     RAPD  ,   AP-PCR  ,   SCAR  ,   DAF  ,   SRAP  ,   CAPS  ,   RAMPO  ,   RAHM  ,   DNA fi ngerprinting  , 
  Genetic diversity  ,   Population and evolutionary genetics  

1      Introduction 

    The advent of polymerase chain reaction (PCR) and subsequent 
emergence of DNA-based markers have provided plant taxonomists 
easy and reliable techniques to study the extent and distribution of 
variation in species gene pools and to answer typical evolutionary 
and taxonomic questions which were not previously possible with 
only phenotypic methods. Properties desirable for ideal DNA mark-
ers include highly polymorphic nature, codominant inheritance, 
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and frequent occurrence in the genome, easy access, easy and fast 
assay, and high reproducibility. DNA marker systems based on PCR 
include random amplifi ed polymorphic DNAs (RAPDs) [ 1 ], ampli-
fi ed fragment length polymorphism (AFLPs) [ 2 ] ( see  Chapter   11    ), 
microsatellites/simple sequence repeats (SSRs) [ 3 ] ( see  Chapter   9    ), 
and single-nucleotide polymorphisms (SNPs) [ 4 ] ( see  Chapter   9    ). 
Although the sequencing-based molecular techniques provide bet-
ter resolution at intra-genus and above level [ 5 ], it is expensive and 
laborious. Frequency data from markers such as random amplifi ed 
polymorphic DNA (RAPD), amplifi ed fragment length polymor-
phism (AFLP), and microsatellites provide the means to classify 
individuals into nominal genotypic categories and are mostly suit-
able for intraspecies genotypic variation study. Compared to other 
PCR-based techniques, which vary in detecting genetic differences 
and applicability to particular taxonomic levels, RAPD is a cost-
effective tool for taxonomic studies. 

 RAPDs is an adaptation of the PCR which relies on the ratio-
nale that at low stringency, a given synthetic oligonucleotide primer 
is likely to fi nd a number of sequences in the template DNA to 
which it can anneal when these sites are close to each other and lie 
in opposite orientations, and the DNA sequence between the sites 
will be amplifi ed to produce a DNA fragments characteristic of that 
genome. Multiple bands of different sizes produced from the same 
genomic DNA constitute a “fi ngerprint” of that genome [ 1 ]. 
Patterns from different individuals and species will vary as a func-
tion of how similar the genomic DNA sequences are between sam-
ples. RAPD polymorphisms result from either chromosomal 
changes in the amplifi ed regions or base changes that alter primer 
binding. This assay has the advantage of being readily employed, 
requiring very small amounts of genomic DNA, and eliminating 
the need for blotting and radioactive detection. As RAPD require 
initial genome information, it provides markers in regions of the 
genome previously inaccessible to analysis. RAPD-derived esti-
mates of genetic relationships are in good agreement with pedi-
gree, RFLP, and isozyme data [ 6 ,  7 ]. 

 DNA fi ngerprinting for cultivar or varietal identifi cation has 
become an important tool for estimating genetic diversity for plant 
breeding, germplasm management, utilization [ 8 ], monitoring 
genetic erosion, and removing duplicates from germplasm collec-
tions [ 9 ]. As RAPD markers could gain information about genetic 
similarities or differences that are not expressed in phenotypic 
information, RAPD analysis becomes an inexpensive tool to char-
acterize germplasm collections [ 10 ], to understand the pattern of 
evolution from wild progenitors, and to classify them into appro-
priate groups. 

 RAPDs have been successfully applied in estimation of varietal 
distinctiveness and relatedness of commercially important crops, 
registration activities like cultivar identifi cation [ 11 ], or control of 
seed purity of hybrid varieties [ 12 ]. The potential of RAPD for 
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varietal identifi cation has been used varietal to know about the 
variety being exported or sold under various trade names, to set-
tling a lawsuit involving unauthorized commercialization of a pat-
ented varieties [ 13 ], to identify the cases of adulteration, and even 
the level of adulteration [ 14 ]. 

 As RAPDs make use of arbitrary primers, some of them amplify 
DNA at highly conserved region, leading to generate polymor-
phisms at high levels of classifi cation, whereas some will amplify at 
highly variable region, useful for classifi cation and analyses at and 
below the species level. This property of RAPD is taxonomically 
useful at subgeneric level [ 15 ], species level [ 16 ], and for the analy-
sis of geographic variation. Another application of RAPD is for 
evaluation of the genetic integrity of somatic embryo derived 
plants [ 17 ]. 

 RAPDs have signifi cant use in ecology in studying mating sys-
tems and assigning paternity. In plants, insect pollination might be 
studied by fi ngerprinting all the potential pollen sources by RAPDs 
and comparing the dominant RAPD bands seen in the resulting 
seeds [ 18 ]. RAPDs are useful in hybridization studies to document 
intergeneric hybridization [ 19 ] to identify species-specifi c bands as 
well as interspecifi c hybridization and detection of introgression in 
both natural and cultivated plant populations [ 20 ]. RAPDs may 
provide insights into organismal evolutions that are overlooked by 
single-gene comparisons [ 21 ]. 

 The RAPD technique has received a great deal of attention 
from population geneticists [ 22 ] because of its simplicity and 
rapidity in revealing DNA-level genetic variation. The assumption 
of homology between bands of apparently the same molecular 
weight from the same primer is potentially another problem for 
RAPD surveys. Homology between co-migrating bands in differ-
ent individuals is a good assumption when individuals are from the 
same population. This may not be true when individuals belong to 
different species or widely divergent populations [ 23 ]. Because the 
chance of co-migrating bands being homologous becomes less as 
populations diverge, it was suggested [ 1 ,  23 ] that RAPD analysis 
gives more accurate estimates between closely related populations 
and less accurate estimates for distantly related populations. 

 A disadvantage of RAPD markers is the fact that they are dom-
inant markers and provides no information on heterozygosity. 
RAPD markers can be converted into codominant markers called 
SCAR markers (sequence characterized amplifi ed regions) [ 24 ]. 
RAPDs also have shortcomings of reproducibility of data. 

    The reproducibility of different molecular markers, RAPD, AFLP, 
and SSR, tested in plants by a network of European laboratories [ 25 ] 
in which an optimal system (genetic screening package) was present 
was distributed to each of the laboratories. Different experiences were 
gained in this exchange experiment with the  different techniques. 
RAPDs were found to be easy to perform by all groups, 
but  reproducibility was not achieved to a satisfactory level. 

RAPD and Derived Techniques
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For AFLPs, a single-band difference was observed in one track, 
while SSR alleles were amplifi ed by all laboratories, but small dif-
ferences in their sizing were obtained. Hence, RAPD marker 
identity might be established by fi ngerprinting a set of standard 
genotypes by RAPD to facilitate communication and the repro-
ducibility among laboratories, which may be infl uenced by the 
independence of RAPD polymorphisms relative to each other 
and the distribution of polymorphism across genotypes [ 26 ]. 

 The RAPD protocol is refi ned to techniques like SCAR, 
AP-PCR, DAF, SRAP, CAPS, RAMPO, and RAHM so that some 
of the current problems such as lack of reproducibility and codom-
inant nature of inheritance will be overcome. Using several strate-
gies, various modifi cations have been developed in conjunction 
with RAPD to enhance the ability to detect polymorphism either 
by using more than one arbitrary primer [ 27 ] or by using a degen-
erate primer in the amplifi cation reaction [ 28 ]. 

 Sequence characterized amplifi ed region (SCAR) markers are 
generated by sequencing RAPD marker termini and designing lon-
ger primers (22–24 nucleotide bases long) for specifi c amplifi ca-
tion of particular locus [ 29 ,  30 ]. SCARs are usually dominant 
markers; however, some of them can be converted into codomi-
nant markers by digesting them with tetra-cutting restriction 
enzymes, and polymorphism can be deduced by either denaturing 
gel electrophoresis or SSCP [ 31 ]. Besides higher specifi city it is 
based on the presence/absence of a single specifi c amplicon, con-
siderably simplifying the interpretation of the results, especially 
when a large number of samples are checked. SCARs also allow 
comparative mapping or homology studies among related species, 
thus making it an extremely adaptable concept in the near future. 

 Arbitrary primed polymerase chain reaction (AP-PCR) is a spe-
cial case of RAPD, wherein discrete amplifi cation patterns are gen-
erated by employing single primers of 10–50 bases in length in 
PCR of genomic DNA. Unlike RAPDs, the oligonucleotide length 
and primer concentrations are tenfold higher [ 32 ], and two cycles 
of low-stringency annealing conditions to allow mismatches fol-
lowed by PCR at high stringency and the newly synthesized frag-
ments are radiolabeled using dCTP. AP-PCR-generated fragments 
are analyzed as plus/minus DNA amplifi cation-based polymor-
phism [ 33 ] due to either sequence divergence at one of the prim-
ing sites or insertion/deletion within the amplifi cation region. 

 DNA amplifi cation fi ngerprinting (DAF) uses single arbitrary 
primers as short as 5 bases to amplify DNA using polymerase chain 
reaction with high multiplex ratio [ 34 ]. This marker shares those 
features common to AP-PCR and RAPDs; namely, it results in 
plus/minus heritable amplifi cation polymorphism, a  preponderance 
of dominant marker loci, and unknown allelism between fragments 
of equivalent molecular weight. DAF bands contain many more 
bands than AP-PCR and RAPD patterns, and the likelihood 
is increased for observing polymorphism between samples. 
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DNA amplifi cation fi ngerprinting (DAF) has found to be promising 
in many plants for cultivar identifi cation and sex determination [ 35 ] 
and for determination of genetic origin and diversity analysis [ 36 ]. 

 The sequence-related amplifi ed polymorphism technique 
(SRAP), a variation of RAPD, also uses arbitrary primers of 17–21 
nucleotides to generate a specifi c banding pattern aimed to amplify 
coding sequences (ORFs) in the genome [ 37 ] and results in a mod-
erate number of codominant markers. SRAP polymorphism results 
from two events: fragment size changes due to insertions and dele-
tions, which could lead to codominant markers, and nucleotide 
changes leading to dominant markers. It has several advantages over 
other systems: simplicity, reasonable throughput rate, allows easy 
isolation of bands for sequencing, discloses numerous codominant 
markers, and allows screening thousands of loci shortly to pinpoint 
the genetic position underlying the trait of interest. The primers and 
primer concentration vary for each of the RAPD-derived techniques 
which increases its utility in various applications ( see   Note 1 ). 

 To derive greater information from RAPD patterns, the strat-
egy of hybridizing SSR repeat primers to RAPD amplifi cation pat-
terns has been described. The method has been called either 
random amplifi ed hybridization microsatellites (RAHM) [ 38 ] or 
random amplifi ed microsatellite polymorphism (RAMPO) [ 39 ]. In 
RAHM, RAPD amplifi cation and oligonucleotide screening are 
combined for detection of microsatellites to provide more infor-
mation from RAPD gels and also help to reveal microsatellite 
genomic clones without the time-consuming screening of genomic 
libraries [ 38 ] ( see  Chapter   9    ). RAMPO combines arbitrarily or 
semi-specifi cally primed PCR with microsatellite hybridization to 
produce several independent and polymorphic genetic fi ngerprints 
per electrophoretic gel. In this approach, the amplifi ed products 
resolve length polymorphism that may be present either at the SSR 
target site itself or at the associated sequence between the binding 
sites of the primers [ 39 ]. The RAPD binding site actually serves as 
an arbitrary end point for the SSR-based amplifi cation product, 
and therefore the products obtained are not as restricted by the 
relative genomic positions of a specifi c SSR. 

 Another strategy is referred as cleaved amplifi ed polymorphic 
sequences (CAPs), in which sequence information from cloned 
RAPD bands can be used for analyzing nucleotide polymorphisms. 
CAPS markers rely on differences in restriction enzyme digestion 
patterns of PCR fragments caused by nucleotide polymorphism 
between ecotypes. Sequence information available in data bank of 
genomic DNA or cDNA sequences or cloned RAPD bands can be 
used for designing PCR primers for this process.    Cleaved amplifi ed 
polymorphic sequences (CAPS) are PCR- RFLP markers per-
formed by  digesting locus specifi c PCR amplicons with one or 
more restriction enzymes followed by separation of the digested 
DNA on agarose or polyacrylamide gels [ 40 ,  41 ]. The sizes of the 
cleaved and uncleaved amplifi cation products can be adjusted 
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arbitrarily by the appropriate placement of the PCR primers. 
Critical steps in the CAPS marker approach include DNA extrac-
tion, PCR conditions, and the number or distribution of polymor-
phic sites.  

2    Materials 

             1.    2× extraction buffer: (2 % cetyltrimethylammonium bromide 
(CTAB), 100 mM Tris–HCl, pH 8, 20 mM ethylenediamine-
tetraacetic acid (EDTA), pH 8, 1.4 M NaCl, 1 % polyvinylpo-
lypyrrolidone (PVPP)).   

   2.    Chloroform: isoamyl alcohol (24:1).   
   3.    100 % ethanol or isopropanol.   
   4.    70 % alcohol.   
   5.    TE buffer (10 mM Tris, 0.1 mM EDTA, pH 8).   
   6.    RNAse A (10 mg/mL).   
   7.    50×    Tris-Acetate-EDTA (TAE) buffer (pH 8).   
   8.    Agarose.   
   9.    Ethidium bromide (10 mg/mL).   
   10.    6× loading dye (30 % glycerol, 5 mM EDTA, 0.15 % bromo-

phenol blue, 0.15 % xylene cyanol).   
   11.    MassRuler 1,000 bp DNA ladder.      

            1.    Taq DNA polymerase with 10× buffer.   
   2.    10 mM dNTPs: 10 mM each of dATP, dCTP, dGTP, and 

dTTP.   
   3.    25 mM MgCl 2 .   
   4.    10 μM Primers (operon primers are the most commonly used 

RAPD primers) ( see   Notes 2  and  3 ).   
   5.    Milli-Q water.      

           1.    QIAquick gel extraction kit, Qiagen, Germany.      

2.1  Genomic DNA 
Isolation and 
Quantifi cation

2.2  Reagents Used 
for RAPD PCR

2.3  Sequence 
Characterized 
Amplifi ed 
Region (SCAR)

2.3.1  Genomic DNA 
Isolation and Quantifi cation 
( See  Subheading  2.1 )

2.3.2  Reagents for PCR 
( See  Subheading  2.2 )

2.3.3  Gel Extraction

K. Nirmal Babu et al.
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      1.    PCR amplifi ed and purifi ed product.   
   2.    PCR cloning vector.   
   3.    T4 DNA ligase.   
   4.    5× ligation buffer.   
   5.    Sterile deionized water.   
   6.    Overnight culture of E coli DH5∝.   
   7.    CaCl 2  (100 mM).   
   8.    MgCl 2  (25 mM).   
   9.    LB medium.   
   10.    Sterile micro centrifuge tubes and tips.   
   11.    Sterile glycerol (80 %).   
   12.    LB agar with ampicillin (100 μg/mL), X gal (20 μg/mL), and 

IPTG (40 μg/mL).       

         1.    Taq polymerase.   
   2.    10× PCR buffer.   
   3.    25 mM MgCl 2 .   
   4.    10 mM each of dNTPs.   
   5.    50 μCi α-[ 32 P] dCTP.   
   6.    10 μM of each primer.      

      1.    40 % Acrylamide bis-acrylamide.   
   2.    7.5 M Urea.   
   3.    10× Tris-Borate-EDTA(TBE) buffer, pH 8.       

             1.    40 % Acrylamide bis-acrylamide.   
   2.    7.5 M Urea.   
   3.    10× Tris-Borate-EDTA(TBE) buffer, pH 8. 

 Cover the bottle with aluminum foil and store at 4 °C and use 
before 1 month.   

   4.    10 bp MassRuler.   
   5.    100 bp MassRuler.      

        1.    Acetic acid, glacial.   
   2.    Silver nitrate crystal, AR (ACS) (AgNO 3 ).   
   3.    Formaldehyde solution, AR (ACS) (HCHO).   
   4.    Sodium thiosulfate (Na 2 S 2 O).   
   5.    Sodium carbonate powder, ACS reagent (Na 2 CO 3 ).   

2.3.4  Cloning of PCR 
Amplifi ed Gene

2.4  Arbitrary Primed 
Polymerase Chain 
Reaction (AP-PCR)

2.4.1  Genomic DNA 
Isolation and Quantifi cation 
( See  Subheading  2.1 )

2.4.2  Reagents for PCR

2.4.3  Electrophoresis

2.5  DNA Amplifi cation 
Fingerprinting (DAF)

2.5.1  Genomic DNA 
Isolation and Quantifi cation 
( See  Subheading  2.1 )

2.5.2  Reagents for PCR 
( See  Subheading  2.2 )

2.5.3  PAGE Reagents

2.5.4  Silver Staining 
Reagents

RAPD and Derived Techniques
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   6.    Ethanol.   
   7.    Silver staining solution (250 mg silver nitrate and 375 μL 

formaldehyde and 50 μL sodium thiosulfate).   
   8.    Ice-cold developer solution (10 °C) (7.5 g sodium carbonate, 

375 μL formaldehyde, and 50 μL sodium thiosulfate (10 mg in 
1 mL water) in 250 mL water).   

   9.    Formamide loading dye (80 % formamide, 10 mM EDTA pH 
8.0, 1 mg/mL Xylene cyanol 1 mg/mL, bromophenol 
blue—50 mg).       

      Primers . The arbitrary primers consists of the following elements: 
core sequences, which are 13–14 bases long, where the fi rst 10 or 
11 bases start at the 5′end, are sequences of no specifi c constitu-
tion (“fi ller” sequences), followed by the sequence CCGG in the 
forward primer and AATT in the reverse primer. The purpose for 
using the “CCGG” sequence in the core of the fi rst set of SRAP 
primers was to target exons to open reading frame (ORF) regions 
( see   Note 4 ).     

              1.    Nylon membrane (Hybond, Amersham).   
   2.     32 P-labeled microsatellite-complementary oligonucleotide 

probes.       

2.6  The Sequence- 
Related Amplifi ed 
Polymorphism 
Technique (SRAP)

2.6.1  Genomic DNA 
Isolation and Quantifi cation 
( See  Subheading  2.1 )

2.6.2  Reagents for PCR 
( See  Subheading  2.2 )

2.6.3  PAGE 
Electrophoresis 
( See  Subheadings  2.5.3  
and  2.5.4 )

2.7  Randomly 
Amplifi ed 
Microsatellite 
Polymorphism 
(RAMPO)

2.7.1  Genomic DNA 
Isolation and Quantifi cation 
( See  Subheading  2.1 )

2.7.2  Reagents Used for 
RAPD and Microsatellite- 
Primed PCR (MP-PCR) 
( See  Subheading  2.2 )

2.7.3  Hybridization with 
Microsatellite- 
Complementary Probes

2.7.4  Autoradiography
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      1.    10- mer primers (Operon Technologies, Alameda, CA, USA)   
   2.    Hybond-N+ fi lters (Amersham Inc.)   
   3.    Oligonucleotide probes carrying simple sequence repeats 

(SSR) labeled with Digoxigenin-ddUTP (DIG Oligonucleotide 
3’-End Labeling Kit, Boehringer Mannheim)   

   4.    Gel purifi cation - ‘Double Geneclean’ (BIO 101 Inc., USA)              

           1.    Restriction enzymes: Mse I, Alu I, Mbo I, and Hae III.   
   2.    Buffer 2 (NEB)—supplied at 10× concentration.   
   3.    50 mM NaCl.   
   4.    10 mM Tris–HCl.   
   5.    10 mM MgCl2.   
   6.    1 mM DTT pH 7.9 at 25 °C.   
   7.    100× BSA (10 mg/mL)—use at 1×.      

 
  

3       Methods 

         1.    Grind 2 g of clean young leaf tissue to fi ne powder with a 
pestle and mortar after freezing in liquid nitrogen, transfer it to 
10 mL CTAB extraction buffer, and incubate at 60 °C for 1 h.   

   2.    Extract with chloroform: isoamyl (24:1) and centrifuge at 
12,378 ×  g  for 10 min at room temperature.   

   3.    Precipitate the DNA with 100 % ethanol or isopropanol and 
centrifuge at 19,341 ×  g  for 10 min at 4 °C.   

2.8  Random 
Amplifi ed Hybridization 
Microsatellites (RAHM)

2.8.1  Genomic DNA 
Isolation and Quantifi cation 
( See  Subheading  2.1 )

2.8.2  Reagents Used for 
RAPD PCR ( See  
Subheading  2.2 )

2.8.3  Hybridization with 
Microsatellite- 
Complementary Probes 
( See  Subheading  2.7.3 )

2.8.4  Autoradiography

2.9  Cleaved 
Amplifi ed Polymorphic 
Sequences (CAPS)

2.9.1  Genomic DNA 
Isolation and Quantifi cation 
( See  Subheading  2.1 )

2.9.2  Reagents for PCR 
Conditions ( See  
Subheading  2.2 )

2.9.3  Restriction Enzyme 
Digestion

2.9.4  PAGE Reagents 
( See  Subheading  2.5.3 )

2.9.5  Silver Staining 
Reagents ( See  
Subheading  2.5.4 )

3.1  Isolation 
of Genomic DNA 
(Modifi ed Doyle 
and Doyle [ 42 ])

RAPD and Derived Techniques
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   4.    Wash the DNA with 70 % ethanol and centrifuge at 19,341 ×  g  
for 5 min at 4 °C.   

   5.    Dry the pellet and dissolve the DNA in 1× TE buffer.   
   6.    Treat the DNA in solution with RNAse (10 μg/mL) at 37 °C 

for 30 min.   
   7.    Wash with chloroform: isoamyl alcohol (24:1) and centrifuge 

at 12,378 ×  g  for 10 min at room temperature.   
   8.    Precipitate with 100 % ethanol and dissolve in 1× TE buffer. 

Store frozen at −20 °C.      

     It is an essential step in many procedures where it is necessary to 
know the amount of DNA that is present when performing tech-
niques such as PCR and RAPDs ( see   Note 5 ). 

  The comparison of an aliquot of the extracted sample with stan-
dard DNAs of known concentration (lambda  Hin  III) can be done 
using gel electrophoresis.

    1.    5 μL of the DNA is mixed with 1 μL of 6× loading dye and 
loaded onto a 0.8–1 % agarose gel along with 500 ng of lambda 
 Hin  III digest marker and electrophoresed at 90 V for 30 min.   

   2.    The quantity of extracted DNA is estimated based on the 
intensity of lambda  Hin  III digest marker bands as the top 
bands accounts half amount (250 ng) of total loaded amount.   

   3.    The quality of genomic DNA is confi rmed for its integrity.    

        1.    Take 1 mL of TE buffer in a cuvette and calibrate the spectro-
photometer at 260 and 280 nm wavelength.   

   2.    Add 2–5 μL of DNA mix properly and record the optical den-
sity at both 260 and 280 nm.   

   3.    Estimate the DNA concentration employing the following 
formula: 
 Amount of DNA (μg/μL) = (OD) 260 *50* dilution 
factor/1,000.   

   4.    Judge the quality of DNA from the ratio of OD values recorded 
at 260 and 280 nm. Pure DNA has values close to 1.8.   

   5.    Dilute the DNA sample to get 20 ng/μL.       

         1.    Amplify 20–50 ng of genomic DNA in a reaction mix contain-
ing 1.0 U  Taq  DNA polymerase, 1 μM primer, 1.5–2.0 mM 
MgCl 2 , and 0.125 mM each of dNTPs and 1×  Taq  DNA poly-
merase buffer ( see   Note 6 ).   

   2.    The amplifi cation profi le consists of an initial denaturation of 
3 min at 94 °C followed by 35–40 cycles of denaturation for 
1 min at 94 °C, annealing for 37 °C for 1 min, and exten-
sion at 72 °C for 2 min and fi nal extension for 6 min at 
72 °C ( see   Note 7 ).      

3.2  DNA 
Quantifi cation

3.2.1  By Gel 
Electrophoresis

3.2.2  Using UV 
Spectrophotometer

3.3  RAPD

3.3.1  PCR Amplifi cation 
of Genomic DNA with 
Primers ( See   Notes 2, 3, 6,  
and  7 )
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       1.    Amplifi ed RAPD products are separated by horizontal electro-
phoresis in 1.5 % (w/v) agarose gel, with 1× TAE buffer, 
stained with ethidium bromide (0.5 μg/mL), and analyzed 
under ultraviolet (UV) light. The length of the DNA frag-
ments is estimated by comparison with DNA ladder.      

   Variability is then scored as the presence or absence of a specifi c 
amplifi cation product. 

 Polymorphism usually results from mutations or rearrange-
ments either at or between the primer binding sites due to appear-
ance of a new primer site, mismatches at the primer site, and 
difference in the length of the amplifi ed region between the primer 
sites due to deletions or insertions in the DNA. 

 Each gel is analyzed by scoring the present (1) or absent (0) 
polymorphic bands in individual lanes. The scoring procedure is 
based on the banding profi les which are clear, transparent, and 
repeatable ( see   Notes 8 – 10 ) (Fig.  1 ).

     1.    The RAPD profi les are compared between the genotypes to 
estimate the similarity index. Studies are initiated to assess the 
similarity/differences between the genotypes using RAPD 
polymorphism as estimated by paired affi nity indices (PAI). 
 PAI was calculated by the formula PAI = No. of similar bands/
Total no. of bands. 
 The PAIs expressed as percentage indicated the similarity (%) 
between any two genotypes.   

   2.    The binary matrix is transformed into similarity matrix using 
Dice similarity (NTSYS-PC 2.01; Numerical Taxonomy System 
of Multivariate Programs) [ 43 ] as the Dice coeffi cient/Jaccard 
coeffi cient assigns weights to matches rather than to mis-
matches and does take shared absences of bands into account.   

3.3.2  Gel Electrophoresis

3.3.3  Scoring and 
Interpretation of RAPD 
Banding Patterns

  Fig. 1    RAPD polymorphism expressed by “operon primers” OPC-09 in wild and related species of black pepper 
( Piper nigrum ) (1) 1 kb ladder, (2)  P. longum , (3)     P. hapnium , (4)  P. mullesua , (5)  P. attenuatum , (6)  P. argyrophyl-
lum , (7)  P. hymenophyllum , (8)  P. bababudani , (9)  P. trichostachyon , (10)  P. galeatum , (11)  P. sugandhi , (12)  P. 
psuedonigrum , (13)  P. nigrum , (14)  P. schimdti , (15)  P. wightii , (16)  P. silentvalyensis , (17)  P. barberi , (18)  P. betel , 
(19) Cultivated black pepper cv. Karimunda, (20)  P. chaba-1 , (21)  P. chaba-2 , (22)  P. colubrinum-1 , (23)  P. colu-
brinum-2 , (24)  P. arboreum , and (25)  P. ornatum        
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   3.    The similarity matrix is subjected to a clustering analysis using 
the unweighted pair group method with arithmetic means 
(UPGMA; NTSYS-PC 2.0) [ 43 ] ( see   Notes 11  and  12 ).   

   4.    The RAPDs matrix can be analyzed using the neighbor-joining 
(N-J) method and evaluated statistical support for the clusters 
recovered both in the UPGMA and N-J trees by generating 
1,000 bootstrap pseudoreplicates.   

   5.    Dendrograms are then constructed according to the UPGMA, 
using NTSYS-PC 2.01 [ 43 ] (Fig.  2 ).

               1.    Genomic DNA is isolated, quantifi ed, and diluted ( see  
Subheading  3.1 ).   

   2.    20–50 ng of genomic DNA is amplifi ed using random primers 
( see  Subheading  3.2 ).   

   3.    Aliquots (5.0 μL) of RAPD products are separated by horizon-
tal electrophoresis in 1.5 % (w:v) agarose gel, with 1× TAE buf-
fer, stained with ethidium bromide (0.5 μg/mL), and analyzed 
under ultraviolet (UV) light. The length of the DNA fragments 
is estimated by comparison with DNA ladder.      

3.4  Sequence 
Characterized 
Amplifi ed 
Region (SCAR)

3.4.1  Amplifi cation

  Fig. 2    Dendrogram of interrelationships among wild and related species of black pepper ( Piper nigrum ) (1) 
 P. longum , (2)  P. hapnium , (3)  P. mullesua , (4)  P. attenuatum  (5)  P. argyrophyllum , (6)  P. hymenophyllum , (7)  P. baba-
budani , (8)  P. trichostachyon , (9)  P. galeatum , (10)  P. sugandhi , (11)  P. psuedonigrum , (12)  P. nigrum , (13)  P. schimdti , 
(14)  P. wightii , (15)  P. silentvalyensis , (16)  P. barberi , (17)  P. betel , (18) Cultivated black pepper cv. Karimunda, (19) 
 P. chaba-1 , (20)  P. chaba-2 , (21)  P. colubrinum-1 , (22)  P. colubrinum-2 , (23)  P. arboreum , and (24)  P. ornatum        
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      1.    From obtained RAPD fi ngerprints, the polymorphic RAPD 
marker bands are selected.   

   2.    These bands are cut, eluted, and purifi ed using QIAquick gel 
extraction kit, cloned, and sequenced.   

   3.    PCR amplifi cation: For the verifi cation of primers ability to 
amplify predicted fragment length, primers are tested with iso-
lated DNA.   

   4.    Primer design: New longer and specifi c primers of 15–30 bp 
are designed for the DNA sequence, which is called the SCAR 
( see   Note 13 ).       

       1.    Amplify 20 ng genomic DNA in a PCR mix containing 
0.025 U Taq polymerase and 1× buffer (Stratagene) adjusted 
to 4 mM with MgCl 2 , 0.2 mM of each dNTP, and 10 μM 
primer.   

   2.    Amplifi cation profi le consists of an initial denaturation of 
94 °C for 5 min followed by 40 °C for 5 min for low-strin-
gency annealing of primer and 72 °C for 5 min for extension 
for two cycles. This temperature profi le is followed by ten high 
stringency cycles: 94 °C for 1 min, 60 °C for 1 min, and 72 °C 
for 2 min for 10 cycles.   

   3.    At the end of this reaction, add 90 μL of a solution containing 
2.25 U Taq polymerase in 1× buffer, 0.2 mM dNTPs, and 
50 μCi α-[ 32 P] dCTP, and the high stringency cycles are con-
tinued for an additional 20 or 30 rounds.      

        1.    Prepare the 40 % stock 19:1 acrylamide bis-acrylamide solu-
tion store it in dark bottles at 4 °C.   

   2.    Prepare 5 % working solution containing 7.5 M urea, 40 % 
acrylamide bis-acrylamide, TBE buffer, and 10× TBE buffer. 
Assemble electrophoresis unit by adding 0.5× TBE buffer to 
upper tank and lower tank.   

   3.    Add 4 μL of the loading buffer to 8 μL of the fi nal amplifi ed 
reaction mix.   

   4.    Load this sample into the gel and conduct electrophoresis at 
18 W for 55 min.   

   5.    The AP-PCR generated fragments are size separated on poly-
acrylamide and visualized via radiography.       

       1.    Amplify 20 ng of genomic DNA in a 10 μL PCR mix contain-
ing 0.5 U of Taq polymerase, 200 μM each dNTPs, 0.5 μM 
primer, and 1× PCR buffer with 2 mM MgCl 2  overlaid with a 
drop of mineral oil.   

   2.    The amplifi cation profi le consists of an initial denaturation at 
5 min of 94 °C followed by 40 cycles of denaturation for 5 s at 
94 °C, annealing at either 35 °C or 45 °C and 30 s at 72 °C.   

3.4.2  RAPD Fragments 
Selection and Cloning

3.5  Arbitrary Primed 
Polymerase Chain 
Reaction (AP-PCR)

3.5.1  Amplifi cation

3.5.2  Electrophoresis

3.6  DNA 
Amplifi cation 
Fingerprinting (DAF)

3.6.1  Amplifi cation
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   3.    The amplifi cation products are separated in a vertical 
electrophoresis system using 5 % non-denaturing polyacryl-
amide gel of 0.5 mm thickness to separate DNA fragments 
according to their molecular weight.   

   4.    Gel preparation ( see  Subheading  3.5.2 ).      

       1.    Gently place the gel in 10 % (v/v) glacial acetic acid for 30 min 
at room temperature.   

   2.    Rinse the gel in deionized water twice for about 2 min each.   
   3.    Immerse the gel in silver staining solution for 20 min.   
   4.    Pour out the silver stain solution and wash the gel quickly with 

deionized water within 10 s.   
   5.    Immerse the gel in an ice-cold developer solution (10 °C) until 

optimal image intensity is obtained. Stop the developing pro-
cess by immersing the gel in 7.5 % ice-cold glacial acetic acid.   

   6.    Transfer gel onto the Whatman paper.   
   7.    Air-dry the gel or dry using gel drier at 70 °C for 30 min.      

  Scoring can be done by presence or absence of band. Bands are 
sized and matched directly on gels, autoradiographic or photo-
graphic fi lms, or photocopies on transparency overlays.   

       1.    Amplify 20 ng of genomic DNA in a PCR mix containing 1 U 
of Taq polymerase, 200 μM each dNTPs, 0.1 mM each forward 
and reverse primer, and 1× PCR buffer with 1.5 mM MgCl 2 .   

   2.       The amplifi cation profi le consists of an initial denaturation at 
2 min of 94 °C followed by 5 cycles of denaturation for 1 min 
at 94 °C, annealing at 35 °C for 1 min and 72 °C for 1 min; 
followed by 35 cycles of 94 °C for 1 min, 50 °C for 1 min, and 
72 °C for 1 min; and followed by 7 min at 72 °C.   

   3.    Polyacrylamide gel electrophoresis ( see  Subheading  3.5.2 ).   
   4.    Marker analysis: Each polymorphic band can be scored as a 

single dominant marker.      

      1.    After electrophoresis, the gel is exposed overnight to a high- 
sensitivity fi lm, (Kodak BioMax).   

   2.    Using the exposed fi lm as a blueprint, the gel pieces containing 
the polymorphic bands are cut and introduced into a dialysis tube.   

   3.    The dialysis tube is placed into the buffer tank of a sequencing 
gel apparatus, and the DNA was electroeluted in 1× TBE buf-
fer. The application of 2,000 V, which is the same voltage used 
for running sequencing gels, resulted in the complete electro-
elution of DNA into buffer from the gel fragment.   

   4.    After ethanol precipitation and TE buffer suspension, the 
DNA can be used for direct sequencing.       

3.6.2  Silver Staining 
for DNA Visualization

3.6.3  Gel Interpretation

3.7  Sequence- 
Related Amplifi ed 
Polymorphism (SRAP)

3.7.1  Amplifi cation

3.7.2  Sequencing of 
SRAP Marker Bands
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         1.    The DNA is fi rst amplifi ed with a single arbitrary 
( see  Subheading  3.3.1 ) or microsatellite-complementary PCR 
primer (MP-PCR) ( see   Note 14 ).   

   2.    The products are separated by on 1.4 % agarose gels, stained 
with ethidium bromide, and photographed.   

  3.    Before hybridization to a new probe, membranes are stripped 
by washing in 5 mM EDTA at 60 °C (2× 30 min).      

      1.    The gel is either dried or blotted onto a nylon membrane.   
   2.    Hybridize to a [ 32 P]-labeled, microsatellite-complementary 

oligonucleotide probe.   
   3.    Hybridization is done overnight at 42 °C containing 20–40 ng/

mL of the probe.   
   4.    Filters are washed twice for 5 min at room temperature in 2× 

SSC; 0.1I SDS followed by two fi nal washing steps (2 × 15 min) 
at different stringency.   

   5.    The stringency can be varied through temperature (50–65 °C) 
and salt concentration (1× SSC; 0.1 % SDS to 0.1× SSC; 0.1 % 
SDS).   

   6.    Positive signals are detected by either chemiluminescence sys-
tem and documented by exposure to X-ray fi lm for 1–2 h.       

      1.    The DNA is amplifi ed using RAPD primers ( see  Subheading  3.3.1 ).   
   2.    The amplifi ed products are separated by gel electrophoresis 

( see  Subheading  3.3.2 ).   
   3.    The polymorphisms on the agarose gel are identifi ed and 

scored ( see  Subheading  3.3.3 ).   
   4.    The amplifi ed DNA is then transferred onto Hybond-N+ fi l-

ters using Southern blot procedures.   
   5.    The fi lters are then hybridized with radiolabeled oligonucle-

otide probes carrying simple sequence repeats (SSR).   
   6.    The luminescent signals produced are detected by autoradiog-

raphy. Hybridizing bands are named random amplifi ed hybrid-
ization microsatellites (RAHM).      

      1.    Genomic DNA is isolated ( see  Subheadings  3.1  and  3.2 ).   
   2.    Amplifying the different CAPS marker locus by PCR.   
   3.    Analyzing the PCR by gel electrophoresis to confi rm amplifi -

cation of DNA and the yield.   

3.8  Randomly 
Amplifi ed 
Microsatellite 
Polymorphisms 
(RAMPO)

3.8.1  Genomic DNA Is 
Isolated ( See  Subheadings 
 3.1  and  3.2 )

3.8.2  Amplifi cation of 
Genomic DNA with RAPD 
Primers/Microsatellite 
Primers

3.8.3  Hybridization with 
Microsatellite- 
Complementary Probes

3.9  Random 
Amplifi ed Hybridization 
Microsatellites (RAHM)

3.10  Cleaved 
Amplifi ed Polymorphic 
Sequences (CAPs)
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   4.    Mix 5 μL PCR and 10 μL digest mix, incubate at 37 °C for 
5 h, and then heat to 65 °C for 5 min.   

   5.    Mix equal parts of digest mix and formamide loading dye. 
Denature sample by heating at 94 °C for 5 min and then 
 placing tube on ice.   

   6.    Resolve restriction fragments using 1× TBE, 8.25 % polyacryl-
amide gel.   

   7.    Load 2.5 μL of the denatured sample per lane.   
   8.    Denature by heating at 94 °C for 5 min and then placing tube 

on ice.   
   9.    Load 3.5 μL of the denatured ladder per lane, equivalent to 

117 ng DNA.   
   10.    Run gel at 80 W for approximately 80 min or until the bromo-

phenol blue dye front has reached the bottom of the gel.   
   11.    Follow usual silver staining protocol to stain gel ( see  

Subheading  3.6.2 ).       

4    Notes 

     1.    Randomly amplifi ed polymorphic DNA (RAPD) and arbitrarily 
primed PCR (AP-PCR) use relatively low concentrations (e.g., 
0.2 μmol/L) of single short oligonucleotide primers in the 
PCR with annealing temperatures ranging from 37 to 40 °C, 
and up to 20 markers can be simultaneously amplifi ed and 
detected. DNA amplifi cation fi ngerprinting (DAF) also imple-
ments a single short oligonucleotide primer but at a higher con-
centration (5 μmol/L), and higher annealing temperatures 
(53–57 °C) using DNA polymerase Stoffel Fragment in PCR.   

   2.    Although the sequences of RAPD primers are arbitrarily cho-
sen, two basic criteria must be met: a minimum of 40 % GC 
content (50–80 % GC content is generally used) and the 
absence of palindromic sequence (a base sequence that reads 
exactly the same from right to left as from left to right). Because 
G–C bond consists of three hydrogen bridges and the A–T 
bond of only two, a primer-DNA hybrid with less than 50 % 
GC will probably not withstand the 72 °C temperature at 
which DNA elongation takes place by DNA polymerase [ 1 ].   

   3.    Data from at least 10 primers with a total of 100 RAPD bands 
are needed to produce a stable classifi cation [ 44 ].   

   4.    The rationale behind primer designing in SRAP is based on the 
fact that exons are normally in GC-rich regions. The core is 
followed by three selective nucleotides at the 3′end. The fi ller 
sequences of the forward and reverse primers must be different 
from each other and can be 10 or 11 bases long.   

K. Nirmal Babu et al.



207

   5.    The most important factor for reproducibility of the RAPD 
profi le has been found to be the result of inadequately pre-
pared template DNA which could be overcome through choice 
of an appropriate DNA extraction protocol to remove any con-
taminants [ 45 ]. Differences between the template DNA con-
centrations of two DNA samples will result in the loss or gain 
of some bands.   

   6.    RAPD reaction is far more sensitive than conventional PCR 
because of the length of a single and arbitrary primer used to 
amplify anonymous regions of a given genome. Optimization 
of reaction conditions should precede the actual RAPD analy-
sis to get consistent and reproducible results. Following opti-
mizations are essential: template DNA concentration and 
quality,  Taq  DNA polymerase concentration, Mg 2+  ion con-
centration, primer concentration and annealing temperature, 
and primers suitable for detection of polymorphic loci in the 
taxa to be analyzed [ 46 ].   

   7.    Too many RAPD cycles can increase the amount and complex-
ity of nonspecifi c background products, while too few cycles 
give low product yield. The optimum number of cycles will 
depend mainly upon the starting concentration of target DNA 
when other parameters are optimized.   

   8.    The probability of a scored RAPD band being scored in repli-
cate data is strongly dependent on the uniformity of amplifi ca-
tion conditions between experiments, as well as relative 
amplifi cation strength of the RAPD band [ 26 ].   

   9.    Deleting inconsistent or faint bands or using only those bands 
that are reproducible introduces false negatives and simply 
ignoring RAPD artifacts, and using all bands introduces false 
positive into RAPD data [ 47 ].   

   10.    The criteria for selecting scoring bands include reproducibil-
ity and consistency—the experiments need to be repeated 
to achieve reproducible results, thickness, and size of the 
bands.   

   11.    If estimates of the percent of false-positive and false-negative 
bands in the RAPD data are available (such as when replicate 
runs have been made   ), equations described earlier [ 48 ] can be 
used to determine the actual bias by subtracting the true value 
from the estimated value. Once the bias is known, it can be 
used to determine whether the RAPD protocol has been opti-
mized suffi ciently to provide accurate enough estimates of the 
similarities.   

   12.    Other softwares like PAUP, PHYLIP, CLINCH, MaClade, 
PopGene, and Arlequin can also be used to accomplish the 
cluster algorithms and for phylogenetic analysis.   
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    Chapter 11   

 Multilocus Profi ling with AFLP, ISSR, and SAMPL 

           Luis     F.     Goulao      and     Cristina     M.     Oliveira   

    Abstract 

   Molecular markers which sample multiple loci simultaneously, like amplifi ed fragment length polymorphism 
(AFLP), inter-simple sequence repeats (ISSR), and selective amplifi cation of microsatellite polymorphic loci 
(SAMPL), produce highly informative fi ngerprints due to their high effective multiplex ratio and expected 
heterozygosity. Moreover, these markers can be generated for DNA of any organism without initial invest-
ment in primer/probe development or in sequence analyses. The fragments produced can be visualized 
either by agarose or polyacrylamide gel electrophoresis followed by autoradiography or silver staining or via 
separation and detection on automatic DNA sequencers. Here, we describe detailed protocols based on the 
original methods aimed to obtain these markers optimized to be resolved on polyacrylamide gel electropho-
resis and detected by silver staining which provides a fast, sensitive, and cost-effective method.  

  Key words     Amplifi ed fragment length polymorphism  ,   DNA markers  ,   Inter-simple sequence repeats  , 
  Polyacrylamide gel electrophoresis  ,   Polymerase chain reaction  ,   Selective amplifi cation of microsatel-
lite polymorphic loci  

1      Introduction 

 Multilocus profi ling is advantageous to taxonomic and genetic 
diversity studies due to the increased number of polymorphic loci 
that can be assayed without compromising the level of polymor-
phisms observed at the loci. A high multiplex ratio is an advantage 
in applications aimed at typing individuals or measuring genetic 
diversity, whereas high information content is required for herita-
bility tests and mapping. A number of such multilocus markers are 
available to detect polymorphisms in nuclear DNA, of which AFLP, 
ISSR, and SAMPL are the most popular, with large prominence on 
the former two. Their high resolving power, coupled with the pos-
sibility of producing perfectly usable markers from genomes for 
which no previous sequence knowledge exists and their technical 
simplicity, makes these markers a very attractive choice both in basic 
(e.g., phylogenetic analysis, diversity studies, identifi cation of taxa, 
population structure, and search for useful genes in individuals 
or populations) and applied research (e.g., genetic mapping, 
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marker-assisted selection for crop improvement and breeding 
 programs, paternity testing, and food traceability), which remain 
important issues in the modern scenario. 

 Amplifi ed fragment length polymorphism (AFLP) combines 
sequential DNA restriction digestion with polymerase chain reaction 
(PCR) amplifi cation [ 1 ]. A genomic DNA sample is fi rst simultane-
ously digested with one rare- and one frequent-cut restriction 
enzyme, and the resulting fragments are amplifi ed using primers par-
tially complementary to adapters ligated to the over- hanged ends. 
Arbitrary selective nucleotides included at the 3′ end of the primers 
to reduce the number of amplifi ed fragments generated, making 
them resolvable in standard sequencing gels. In a single reaction, 
about 50–100 loci can be analyzed depending on the genome size, 
the frequency of cut obtained using a given enzyme combination, the 
number of selective nucleotides, and the resolution of the electro-
phoresis system. A virtually unlimited number of polymorphisms can 
be obtained using combinations of different restriction enzymes and 
selective nucleotides in the primers employed. 

 Inter-simple sequence repeats (ISSR) is a microsatellite-based 
method that relies on the ubiquity and hypervariable nature of 
these regions in eukaryotic genomes. The ISSR method was fi rst 
reported in 1994 [ 2 ,  3 ] with a rationale nearly identical to the 
RAPD technique (see previous chapter), except that a single primer 
is used, composed of a microsatellite sequence anchored at the 3′ 
or 5′ end of the repeat adjacent regions by one to four selective, 
often degenerate nucleotides. DNA is amplifi ed between two 
opposed microsatellites of the same type and allelic polymorphisms 
occur whenever one genome is missing the sequence repeated or 
has a deletion or insertion that modifi es the distance between 
repeats. For 5′-anchored primers, polymorphisms also occur due 
to differences in the length of the microsatellite. The sequences of 
repeats and anchored nucleotides are arbitrarily selected. Since 
 longer primers can be devised, PCR can be set using annealing 
temperatures higher than those used to obtain RAPD markers, 
minimizing the reproducibility problems associated with RAPDs. 
Hence, ISSR markers are DNA fragments of about 100–3,000 bp 
located between adjacent, oppositely oriented microsatellite 
regions. About 10–60 scorable fragments, which are usually below 
1,500 bp, from multiple loci are generated simultaneously. Other 
techniques closely related to ISSR analysis were developed, namely, 
single primer amplifi cation reaction (SPAR) [ 3 ] and directed 
amplifi cation of minisatellite-region DNA (DAMD) [ 4 ], that use a 
single primer containing only the core motif of a micro- or a minis-
atellite, respectively. It should be noted that while di- and trinucle-
otide simple repeats are considered to have a random distribution 
[ 5 ], four-nucleotide repeats seems to be distributed in preferential 
locations on the chromosomes [ 6 ] and thus are less suitable for 
diversity studies. 
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 Selective amplifi cation of microsatellite polymorphic loci 
(SAMPL) was developed by [ 7 ,  8 ] to provide a high multiplex ratio 
marker system that combines the advantages of microsatellites and 
AFLP markers. The same pre-selective amplifi cation products pro-
duced for AFLP analysis (see method below) are used as templates for 
amplifi cation in the SAMPL protocol. SAMPL differs from AFLP in 
the primers used for subsequent selective amplifi cation. While in ISSR 
technique, oligonucleotides primers correspond to known, repeated 
sequences in various combinations in PCR reactions, to obtain 
SAMPL markers, the selective amplifi cation is attained using one stan-
dard AFLP primer and a primer complementary to microsatellite 
sequences. The design of SAMPL primers used in the original proce-
dure is based only on compound SSR sequences consisting of two 
different adjacent dinucleotide repeats [ 9 ], but in our lab, we also 
obtained successful results with the following primer combinations: 
 Mse I or  Eco RI adapter-based primers coupled with ISSR primers and 
 Mse I or  Eco RI adapter- based primers coupled with primers fl anking 
SSR [ 10 ]. These primer strategies allow the amplifi cation of any type 
of repeat structure (not only compound microsatellites) and can be 
extended to different types of tri-, tetra-, and penta-nucleotide repeats. 

 The main drawback of multilocus markers comes from the fact 
that these methods reveal polymorphisms resulting both from 
length variation between conserved repeat sites (codominant loci) 
and from individual repeat sites whose presence or absence differs 
(dominant loci) between genomes. Hence, the dominant inheritance 
of AFLP, ISSR, and SAMPL markers, preventing a heterozygous 
individual to be distinguished from a dominant homozygous, must 
be taken into account in the selection of backcrosses and statistical 
analysis routines in mapping programs and should be considered 
while planning some applications, like mapping. Moreover, same 
size products on the gels do not necessarily have the same sequence, 
which limits its use in estimation of diversity at the interspecifi c 
level. Nevertheless, despite these disadvantages, the high effective 
multiplex ratio provided by these markers makes them very power-
ful tools for most of the current genome analyses. Although some 
works report that the use of different marker  systems results in dif-
ferences in phenetic similarities between a set of genotypes, in our 
hands, the results obtained with AFLP, ISSR, RAPD, and SSR 
markers were signifi cantly comparable [ 11 ,  12 ].  

2    Materials 

 All solutions must be made up using sterile double-distilled or 
deionized water (MilliQ water for enzymatic reactions), and all 
chemicals must be analytical reagent grade. As in all molecular 
biology procedures, work surfaces should be cleaned and gloves 
should be worn for all procedures. Sterile, disposable plasticware 
should be used wherever possible. 

Multilocus Profi ling with AFLP, ISSR, and SAMPL
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       1.    Template genomic DNA to be assayed ( see   Note 2 ): For 
genomes smaller or larger than 500 Mb, use 50 or 100 ng 
DNA for template preparations, respectively. Determine DNA 
concentrations by measuring OD 260  in a spectrophotometer or 
NanoDrop ®  and confi rm the measurement and the integrity 
of DNA by electrophoresing the sample together with a series 
of phage λ DNA dilutions ranging from 50 to 500 ng in stan-
dard 1 % agarose in 1× TAE gels ( see   Note 3 ).   

   2.    Distilled and MilliQ water.   
   3.    Two restriction enzymes: One rare (6 bp) and one frequent 

(4 bp) cutter and appropriate reaction buffer (available from 
several suppliers) ( see   Note 4 ).   

   4.    Adaptor/ligation solution: 0.4 mM ATP, 10 mM Tris–HCl, 
pH 7.5, 10 mM Mg-acetate, 50 mM K-acetate. Prepare 10 mL 
by weighting 2.2 mg ATP (adenosine 5′-triphosphate diso-
dium salt hydrate), 47.07 mg potassium acetate and dissolve 
them in 90 mL water. Mix by stirring and, when dissolved, 
add 100 μL of 1 M Tris–HCl and 100 μL of 1 M magnesium 
acetate solution. Complete to 10 mL with water.   

   5.    Matching adaptors:  Eco RI/ Mse I adaptors at 5 and 50 pmol/
μL concentration, respectively. To make a 500 μM solution of 
adaptor pairs (for  Eco RI and  Mse I;  see   Note 4 ), combine 40 μL 
1 mM F adaptor (5′-CTCGTAGACTGCGTACC-3′for  Eco RI 
and 5′-GACGATGAGTCCTGAG-3′ for  Mse I) with 40 μL 
1 mM R adaptor (5′-AATTGGTACGCAGTCTAC-3′ for 
 Eco RI and 5′-TACTCAGGACTCAT-3′ for  Mse I), incubate at 
94 °C for 5 min, and let slowly cool to room temperature ( see  
 Note 5 ). Spin briefl y (10 s) to collect the reaction at the bot-
tom of the tube. Dilute the  Eco RI adaptor to 5 μM by mixing 
2 μL of the 500 μM solution with 198 μL of adaptor/ligation 
solution and the  Mse I adaptor to 50 μM by mixing 20 μL of 
the 500 μM solution with 180 μL of adaptor/ligation solution 
( see   Note 6 ).   

   6.    dNTP mix (10 mM each): Add 10 μL of each 100 mM dNTP 
solution to 60 μL water.   

   7.    T4 DNA ligase (1 U/μL) (available from several commercial 
suppliers with applicable reaction buffer).   

   8.    AFLP selective pre-amplifi cation primer mixture ( Eco RI + 1 
primer, 5′- GACTGCGTACC  AATT C A -3′;  Mse I + 1 primer, 
5′- GATGAGTCCTGAG  TAA  C -3′; underlined, core region; 
italic, enzyme-specifi c region; bold, selective nucleotide): 
Dilute each primer in water or TE buffer to a 50 ng/μL 
concentration.   

   9.    AFLP selective amplifi cation primer mixture ( Eco RI + 3 primer, 
5′- GACTGCGTACC  AATT C ANN -3′;  Mse I + 3 primer, 

2.1  Amplifi ed 
Fragment Length 
Polymorphism 
( See   Note 1 )
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5′- GATGAGTCCTGAG  TAA  CNN -3′; underlined, core region; 
italic, enzyme-specifi c region; bold, selective nucleotide): Dilute 
each primer in water or TE buffer to a 30 ng/μL concentration.   

   10.     Taq  DNA polymerase (5 U/μL) and appropriate reaction buf-
fer (available from many commercial suppliers) ( see   Note 7 ).   

   11.    1 M Tris–HCl (hydroxymethyl) aminomethane: Dissolve 
60.57 g Tris–HCl powder in 450 mL water using a magnetic 
stirring bar. Adjust pH to 7.5 using HCl and complete the 
volume to 500 mL with water.   

   12.    500 mM EDTA (pH 8.0) diaminoethane-tetraacetic acid: 
Dissolve 18.6 g in 80 mL water, stir vigorously using a mag-
netic stirrer, and adjust the pH to 8.0 using 1 N NaOH (about 
2 g of NaOH pellets). Complete volume to 100 mL with 
water ( see   Note 8 ).   

   13.    TAE buffer: Prepare a 50× stock solution of TAE by weighing 
242 g Tris base and dissolving by stirring in approximately 
750 mL deionized water. Carefully add 57.1 mL glacial acetic 
acid and 100 mL of 0.5 M EDTA pH 8.0 or 18.6 g EDTA 
powder. Adjust the solution to a fi nal volume of 1 L. The pH 
should be ca. 8.5 and doesn’t need adjustment. The working 
solution of 1× TAE buffer is prepared by diluting the stock 
solution by 50× in deionized water.   

   14.    TE buffer: 10 mM Tris–HCl, pH 7.5, 1 mM EDTA. To make 
100 mL of TE buffer, add 1 mL 1 M Tris–HCl pH 7.5 and 
200 μL 500 mM EDTA pH 8.0 to 98.8 mL water, mix, and 
autoclave before use.   

   15.    TE 0.1  buffer: 1 mM Tris–HCl, pH 7.5, 100 μM EDTA. Mix 
100 μL of TE buffer with 900 μL of water.   

   16.    Bench microcentrifuge.   
   17.    Programmable dry incubators or water baths.   
   18.    Programmable thermal cycler.   
   19.    Microwave oven.   
   20.    Standard horizontal agarose gel electrophoresis apparatus.   
   21.    Power supply.      

       1.    Genomic DNA.   
   2.    MilliQ water.   
   3.    dNTP mix (10 mM each): Add 10 μL of each 100 mM dNTP 

solution to 60 μL water.   
   4.     Taq  DNA polymerase (5 U/μL) and appropriate reaction 

 buffer (available from many commercial suppliers).   
   5.    ISSR primer: Dilute in water or TE buffer to a 20 μM 

 concentration ( see   Note 9 ).   

2.2  Inter-simple 
Sequence Repeats
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   6.    Bench microcentrifuge.   
   7.    Programmable thermal cycler.      

      1.    Template (AFLP pre-selective amplifi cation products, after 
1:10 dilution): Obtained as described for the AFLP protocol 
(Subheading  3.1.5 ,  step 2 ).   

   2.    MilliQ water.   
   3.    dNTP mix (10 mM each): Add 10 μL of each 100 mM dNTP 

solution to 60 μL water.   
   4.     Taq  DNA polymerase (5 U/μL) and appropriate reaction buf-

fer (available from many commercial suppliers).   
   5.    Primer 1—AFLP primer at 30 ng/μL ( see  Subheading  2.1 , 

 item 9 ).   
   6.    Primer 2—ISSR primer at 10 μM ( see  Subheading  2.2 ,  item 5 , 

 diluted 1:1 ).   
   7.    Bench microcentrifuge.   
   8.    Programmable thermal cycler.      

      1.    Absolute ethanol.   
   2.    70 % ethanol: Add 350 mL absolute ethanol to 150 mL water 

( see   Note 10 ).   
   3.    Binding solution: Always make fresh binding solution in a 

fume hood. Prepare two 1.5 mL Eppendorf tubes with bind-
ing solution by adding, in each tube, 5 μL Bind-Silane ®  
(γ-methacryloxypropyl trimethoxysilane) to 50 μL glacial ace-
tic acid in 945 μL absolute ethanol.   

   4.    Repel solution (dimethyldichlorosilane): Available commer-
cially as Repel Silane ® . Use directly from the bottle.   

   5.    2 M NaOH: In a glass beaker, weigh 80 g NaOH and stir, a 
little at a time (to keep the heat down), into a large volume of 
water. Then, dilute the solution to make a fi nal volume of 1 L.   

   6.    Short (390 × 330 × 6 mm) and long (420 × 330 × 6 mm) glass 
plates.      

      1.    Acrylamide Long Ranger ®  Gel 50 % solution: Available from 
many scientifi c supply companies.   

   2.    Running buffer: 10× TBE (Tris–Borate–EDTA): dissolve 
108 g Tris base [tris(hydroxymethyl) aminomethane], 55 g of 
boric acid, 7.5 g of EDTA, disodium salt in 800 mL of deion-
ized water. Dilute the buffer to 1 L. Use at 1× strength for 
running buffer and gel matrix ( see   Note 11 ).   

   3.    Urea 9.6 M: Dissolve 290 g urea in 350 mL of dH 2 O. 
Complete volume to 500 mL with water ( see   Note 12 ).   

2.3  Selective 
Amplifi cation 
of Microsatellite 
Polymorphic Loci

2.4  Preparation 
of the Glass Plates 
for Polyacrylamide 
Gels

2.5  Preparation 
and Casting 
of Polyacrylamide Gels
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   4.    Ammonium persulfate (APS): In an Eppendorf tube, prepare 
10 % (w/v) ammonium persulfate by dissolving 100 mg 
in1 mL of dH 2 O ( see   Note 13 ).   

   5.     N , N , N ′, N ′-Tetramethyl-ethylenediamine (TEMED): (CH 3 ) 2 
NCH 2 CH 2 N(CH 3 ) 2 .   

   6.    2× denaturant loading dye: 98 % formamide, 10 mM EDTA, 
0.25 % xylene cyanol. To prepare 10 mL, add 200 μL of 0.5 M 
EDTA pH 8.0 and ca. 2 mg of xylene cyanol ( see   Note 14 ) to 
9.8 mL of deionized formamide 99 %. Mix by gentle inverting 
the tube 5–10 times and store at 4 °C.   

   7.    2× loading dye for non-denaturing polyacrylamide gels (0.01–
0.05 % xylene cyanol; 6 M urea; 0.01 % sucrose): For 10 mL, 
add ca. 2 mg of xylene cyanol ( see   Note 14 ) and 1 mg sucrose 
to 6.25 mL of urea 9.6 M solution. Fill up with water to com-
plete a volume of 10 mL. Mix by gentle inverting the tube 
5–10 times and store at 4 °C.   

   8.    10 bp ladder marker (1 μg/μL; available from several suppliers).   
   9.    100 bp ladder marker (1 μg/μL; available from several 

suppliers).   
   10.    A pair of 0.4 or 0.35 mm vinyl or Mylar spacers with foam 

block.   
   11.    A pair of 0.4 or 0.35 mm vinyl or Mylar sharkstooth combs.   
   12.    Sequencing gel rig (e.g., Model S2 Sequencing Gel 

Electrophoresis Apparatus, Biometra).   
   13.    Three pairs of clamps or a casting holder (optional).   
   14.    High voltage power supply.      

  Use analytical grade chemicals ( see   Note 15 ). Silver nitrate is very 
hazardous in case of skin and eye contact, ingestion, and inhala-
tion. Formaldehyde and formamide are suspected carcinogen and 
teratogen.    They are both toxic and irritating through contact, 
inhalation, and ingestion, so all steps should be performed and 
should be used in a ventilated fume hood. These substances should 
be stored in the dark, at room temperature to prevent oxidation. 
Dispose these solutions in accordance with federal, state, and local 
environmental control regulations.

    1.    Fixing/stopper solution: 10 % glacial acetic acid. Add 1.7 L 
of water to a 2 L graduated cylinder; add 200 mL 100 % 
glacial acetic acid and make up to a volume of 2 L with water 
( see   Note 16 ).   

   2.    10 mg/mL sodium thiosulfate solution: Weigh 100 mg of 
Na 2 SO 3 .5H 2 O and add water to a volume of 10 mL ( see   Note 17 ).   

   3.    Impregnation silver solution: 10 % silver nitrate, 0.4 % formal-
dehyde: Weigh 2 g AgNO 3  and dissolve in 1.7 mL of water, in 

2.6  Silver Staining 
of Gels
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a glass beaker, with stirring. When dissolved, add 3 mL 37 % 
formaldehyde (HCOH) and keep stirring for additional 
10–15 min ( see   Note 18 ). Add water to a volume of 2 L.   

   4.    2× developer solution: 3 % Na 2 CO 3 , 0.4 % formaldehyde, 
0.0005 % Na 2 SO 3  ( see   Note 19 ). Weigh 60 g Na 2 CO 3  and dis-
solve in 850 mL of water with stirring ( see   Note 20 ). Add 
1.5 mL 37 % HCOH and 500 μL of the 10 mg/L sodium 
thiosulfate solution. Complete to a volume of 1 L with water 
and mix by stirring or swirling the fl ask. Add 1 L cold water to 
make 1× developer solution.   

   5.    Staining tray (stainless steel, glass, or plastic containers—with 
a dimension to accommodate 33.2 × 41.6 cm glass plates). 
The tray must be perfectly clean ( see   Note 21 ).   

   6.    Vertical waving shaker.   
   7.    Ventilated fume hood.    

3       Methods 

 It is imperative that all solutions are thawed completely and all buf-
fers are mixed before use. Keep everything on ice as much as pos-
sible, to keep the enzymes from working before you want them 
and to minimize evaporation. Enzymes should be removed from 
the freezer immediately before use, placed on ice, and immediately 
returned to the freezer after use. Prepare master mixes (on ice) 
whenever possible, incorporating a correction factor to overcome 
mix losses (outside the tip and small pipetting errors). The easiest 
way is to multiply the volume of each reagent to 1.03 to obtain 
103 % of the needed mixture volume. It is important to amplify 
each set of samples and a particular primer twice, giving two ampli-
fi cation replicates. A few (maximum 3 %) bands not reproducible 
are expected in the AFLP analysis. 

  Adapted from Vos et al. [ 1 ] with modifi cations to cope with non-
radioactive labeling and detection:

    1.    Isolate and purify genomic DNA ( see   Note 2 ).    

       1.    For each sample, pipette 250 ng of DNA (in a volume up 
to18 μL of MilliQ water) into a 1.5 mL Eppendorf tube.   

   2.    Add appropriate restriction buffer to the working concentra-
tion (5 or 2.5 μL of 5× or 10× buffer, respectively).   

   3.    Add 2.5 U of each  Mse I and  Eco RI ( see   Note 4 ).   
   4.    Complete with water to a volume of 25 μL.   
   5.    Mix by gently tapping the tube and centrifuge briefl y (10 s) to 

collect the content in the bottom of the tube.   

3.1  Amplifi ed 
Fragment Length 
Polymorphism

3.1.1  Restriction 
Endonuclease Digestion 
of Genomic DNA
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   6.    Incubate for 4 h at 37 °C ( see   Note 22 ).   
   7.    Inactivate the restriction endonucleases incubating the mixture 

for 15 min at 70 °C and immediately placing the tube on ice.   
   8.    Collect contents by a brief centrifuge spin (10 s).      

      1.    To each tube containing the digested DNA, add 24 μL of the 
ligation/adaptor solution ( see   Note 23 ).   

   2.    Pipette 1 U of T4 DNA ligase to the solution.   
   3.    Complete volume to 50 μL with water if necessary ( see   Note 24 ).   
   4.    Mix gently and centrifuge for 10 s to collect the mixture in the 

bottom of the tube.   
   5.    Incubate for 4 h—overnight at room temperature (20–24 °C).   
   6.    Perform a 1:10 dilution of the ligation mixture by diluting 10 μL 

of the reaction mixture with 90 μL of TE buffer ( see   Note 25 ).      

      1.    Transfer 5 μL of diluted template DNA from the previous step 
to a 0.2 or 0.5 mL thin-walled PCR microtube.   

   2.    Add appropriate PCR buffer to the corresponding working 
concentration (typically 5 μL of 10× PCR buffer in a 50 μL 
total volume).   

   3.    Add 2.5 μL of the each pre-selective amplifi cation primer 
( Eco RI + 1 +  Mse I + 1 primer).   

   4.    Add 1 μL of 10 mM dNTPs mix.   
   5.    Add 5 μL of 1.5 mM MgCl 2  ( see   Note 26 ).   
   6.    Add 0.5 μL  Taq  DNA polymerase (1 U).   
   7.    Mix gently by tapping the tube and centrifuge briefl y (10 s) to 

collect the reaction at the bottom of the tube.   
   8.    Add MilliQ water to complete a 50 μL total volume ( see   Note 27 ).   
   9.    Put the tubes in a thermal cycler and perform 30 cycles as 

follows ( see   Note 28 ): 94 °C denaturation for 30 s, 56 °C 
annealing for 60 s, and 72 °C extension for 60 s ( see   Note 29 ). 
Soak temperature is 12 °C ( see   Note 30 ). Keep the samples in 
the fridge until electrophoresed.      

      1.    Prepare 50 mL 1 % agarose gel in 1× TAE buffer, containing 
1.25 μL of GreenSafe dye ( see   Note 3 ).   

   2.    Prepare sample in small tube or on top of a Parafi lm ®  cover: 
mix 8 μL pre-selective amplifi cation sample with 2 μL loading 
dye ( see   Note 3 ).   

   3.    Load 500 ng of molecular weight standard (100 bp ladder) in 
one well and 10 μL of each sample in the other wells of the 
agarose gel.   

3.1.2  Ligation 
of Adaptors

3.1.3  Selective 
Pre-amplifi cation

3.1.4  Verifying 
Successful Amplifi cation 
of Target Sequences
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   4.    Run for 10–20 min at 5 V/cm (until the bromophenol blue 
reaches the bottom of the gel).   

   5.    Visualize under ultraviolet light, in a transilluminator 
( see   Note 31 ).      

        1.    To prepare the template for selective AFLP amplifi cation, 
combine, for each reaction product, 3 μL of the pre-selective 
amplifi cation reaction product with 147 μL TE 0.1  buffer.   

   2.    Mix by gently tapping the tube and spin for 10 s.   
   3.    Store at 2–6 °C until use ( see   Note 32 ).   
   4.    For each reaction, add 5 μL of the diluted pre-selective PCR 

products template to a 0.5 or 0.2 mL PCR microtube.   
   5.    Add 2 μL of 10× PCR buffer.   
   6.    Add 1 μL of each selective primer ( Mse I + 3 +  Eco RI + 3 primer).   
   7.    Add 0.4 μL10 mM dNTPs mix.   
   8.    Add 2 μL 1.5 mM MgCl 2  ( see   Note 26 ).   
   9.    Add 0.2 μL (1 U)  Taq  DNA polymerase.   
   10.    Mix gently and centrifuge briefl y to collect reactions at the 

bottom of the tube.   
   11.    Complete to 20 μL with water ( see   Note 27 ).   
   12.    Amplify by means of a touch-down PCR as follows: one cycle 

of 94 °C denaturation for 30 s, 65 °C annealing for 30 s, and 
72 °C extension for 60 s, followed by 12 cycles with the 
annealing temperature lowered by 0.7 °C per cycle. Complete 
with 23 further cycles of 94 °C for 30 s, 58 °C for 30 s, and 
72 °C for 60 s ( see   Notes 29  and  33 ). Set soak temperature to 
12 °C ( see   Note 30 ). Keep the samples at the fridge until 
electrophoresed.       

  Adapted from Zietkiewicz et al. [ 2 ]:

    1.    For a standard reaction (20 μL volume), add 2 μL of 10× PCR 
buffer to a 0.5 or 0.2 mL PCR microtube.   

   2.    Add 1 μL of each primer ( see   Note 34 ).   
   3.    Add 0.4 μL 10 mM dNTPs mix.   
   4.    Add 2 μL 1.5 mM MgCl 2  ( see   Notes 26  and  35 ).   
   5.    Add 0.2 μL (1 U)  Taq  DNA polymerase ( see   Note 35 ).   
   6.    Complete to 18 μL with water.   
   7.    Mix by gently tapping the tube and spin briefl y to collect the 

mix in the bottom of the tube.   
   8.    Aliquot 18 μL to each tube and add 2 μL of respective DNA 

sample (diluted at 10–20 ng/μL) ( see   Note 27 ).   

3.1.5  Selective PCR 
Amplifi cation

3.2  Inter-simple 
Sequence Repeats
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   9.    Transfer the tubes to a thermal cycler programmed as follows: 
an initial denaturation at 94 °C for 90 s, 30 cycles of denatur-
ing at 94 °C for 30 s, annealing at 48 °C for 45 s, extension 
at 72 °C for 90 s, and a fi nal extension of 7 min at 72 °C 
( see   Notes 29  and  36 ). Store at 4–12 °C (short term) or 
at−20 °C (long term).   

   10.    Keep the samples at the fridge or proceed to electrophoresis.    

    Adapted from Morgante and Vogel [ 7 ]:

    1.    For each reaction add 5 μL of the diluted pre-amplifi cation 
template PCR products (from Subheading  3.1.5 ,  step 2 ) to a 
0.5 or 0.2 mL PCR microtube.   

   2.    Add 2 μL of 10× PCR buffer.   
   3.    Add 1 μL of each primer.   
   4.    Add 0.4 μL 10 mM dNTPs mix.   
   5.    Add 2 μL 1.5 mM MgCl 2  ( see   Notes 26  and  35 ).   
   6.    Add 0.2 μL (1 U)  Taq  DNA polymerase ( see   Note 35 ).   
   7.    Mix gently and centrifuge briefl y to collect reactions at the 

bottom of the tube.   
   8.    Complete to 20 μL with water ( see   Note 27 ).   
   9.    Amplify by means of a touch-down PCR as follows: one cycle 

of 94 °C denaturation for 30 s, 65 °C annealing for 30 s, and 
72 °C extension for 60 s, followed by 12 cycles with the 
annealing temperature lowered by 0.7 °C per cycle. Complete 
with 23 further cycles of 94 °C for 30 s, 58 °C for 30 s, and 
72 °C for 60 s ( see   Notes 29 ,  33 , and  36 ). Set soak tempera-
ture to 12 °C ( see   Note 30 ). Keep the samples at the fridge 
until electrophoresed.    

    Failure to perform this step will result in the gel sticking to both 
plates, and it will be torn and destroyed during the subsequent sep-
aration of the glass plates that needs to be done prior to gel staining. 
Always wear gloves and use perfectly cleaned dry paper towels or 
Kimwipe paper in all steps. Change gloves between working with 
Repel Silane and Bind-Silane. Work at room temperature.

    1.    Thoroughly clean both glass plates twice with dH 2 O and 70 % 
ethanol. Clean gently with Kimwipes and wait for 2 min. 
Repeat the operation and execute a fi nal polish with new 
Kimwipe papers ( see   Notes 37  and  38 ).     

      1.    Choose the largest glass to which the gel will be affi xed.   
   2.    Pour the binding solution into the center of the glass and, 

with a dry paper towel, spread gently using a circular motion 
over the entire surface.   

3.3  Selective 
Amplifi cation 
of Microsatellite 
Polymorphic Loci

3.4  Preparation 
of the Glass Plates for 
Polyacrylamide Gels

3.4.1  Preparation 
of the Large Glass Plate
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   3.    Wait 3 min for the binding solution to dry.   
   4.    Repeat  step 2  using the second tube with the binding 

solution.   
   5.    Let dry for an additional period of 5 min.   
   6.    Gently clean using Kimwipe paper moistened with 95 % etha-

nol to remove the excess of binding solution.   
   7.    Let dry for 5 min.   
   8.    Wipe the gel plate 2–3 times with 95 % ethanol, using Kimwipes 

tissues, to remove the excess binding solution.   
   9.    Let dry, while preparing the small glass plate.      

      1.    Pour 1.5 mL of undiluted dimethyldichlorosilane (Repel 
Silane ® ) into the center of the glass, and, with a dry paper 
towel, gently spread using a circular motion over the entire 
surface.   

   2.    Let dry for 5 min.   
   3.    Gently remove the excess Repel Silane ®  with a dry Kimwipe 

tissue.   
   4.    Let dry for additional 10 min.   
   5.    Assemble the glass plates by placing the spacers ( see   Note 40 ) 

on the sides of the larger glass plates. Carefully ( see   Note 41 ) 
put the smaller glass plate on top. Use a set of 4–6 clamps or 
an appropriate casting holder ( see   Note 42 ) to clench the 
glasses in place. Make sure the bottom of both plates and spac-
ers are perfectly aligned with one another to prevent leaking of 
the unpolymerized polyacrylamide gel.       

  Acrylamide has been found to be    cancerigenous and neurotoxic, 
being necessary to avoid skin contact. Protective gloves and eye-
wear should be worn while handling these products. Carry out all 
procedures at room temperature.

    1.    Prepare the acrylamide gel solution: Denaturant polyacryl-
amide gel (for AFLP and SAMPL markers). Prepare 60 mL of 
gel (6 % acrylamide, 7.5 M urea, 1× TBE, 0.7 % APS, 0.05 % 
TEMED) combining 45.8 mL of 9.6 M urea ( see   Note 43 ) 
with 6 mL 10× TBE and 7.2 mL acrylamide solution 50 % 
(Long Ranger ® ) in a 100 mL beaker, mixing by gentle stirring 
( see   Note 44 ). Add 450 μL of 10 % ammonium persulfate 
(APS) to the mixture followed by 32 μL of TEMED. Mix 
quickly but gently ( see   Notes 45  and  46 ).   

   2.    Prepare the acrylamide gel solution: Non-denaturant poly-
acrylamide gel (for ISSR markers): For a 60 mL gel (6 % acryl-
amide, 3 M urea, 1× TBE; 0.7 % APS,0.05 % TEMED), 
combine 18.72 mL urea 9.6 M ( see   Note 43 ), 6 mL 10× TBE 

3.4.2  Preparation 
of the Small Glass Plate 
( See   Note 39 )

3.5  Preparation 
and Casting of 
Polyacrylamide Gels
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and 7.2 mL acrylamide 50 % solution (Long Ranger ® ) and mix 
in a beaker with gentle stirring. Make up the 60 mL volume 
with water ( see   Note 44 ). Add 450 μL of 10 % ammonium 
persulfate (APS) and 32 μL of TEMED to the solution and 
mix quickly but gently ( see   Notes 45  and  46 ). 
 Immediately, cast the prepared polyacrylamide gel using a 
sequencing apparatus ( see   Note 47 ).   

   3.    Using a glass or a sterile plastic pipette, carefully pour the gel 
solution between the assembled glass plates ( see   Note 48 ). 
Keep the assembled plates with ca 40 °C angle in relation to 
both vertical and horizontal planes and always pour the solu-
tion at one side with a constant fl ow to prevent bubble forma-
tion ( see   Note 49 ). If any bubbles are noticeable, gently tap 
the glass plate or move the assembled cast to remove them.   

   4.    Once the cast is fi lled up with the gel solution, insert the 
comb(s) into the gel with the teeth facing up ( see   Note 50 ). 
Start inserting the comb(s) by the edge of the plate. Clamp 
with three clips and keep it at a 5° angle relative to the surface 
while the gel polymerizes ( see   Notes 51  and  52 ).   

   5.    After the acrylamide has polymerized, remove the clamps 
holding the comb(s) and casting stand.   

   6.    Pull out the comb(s) straight by wriggling it gently and 
smoothly.   

   7.    Remove the glass holding clips or casting clamp.   
   8.    Place the stand with the smaller glass facing back, into the 

apparatus tank, touching the base of the lower buffer 
reservoir.   

   9.    Fill the upper and lower reservoirs with 1× TBE buffer 
( see   Note 53 ).   

   10.    Mark the level of the buffer in the upper chamber with a pen 
marker for subsequent check for possible leakage ( see   Note 54 ).   

   11.    Gently fl ush the wells thoroughly with running buffer using a 
discardable Pasteur pipette ( see   Note 55 ).   

   12.    Gently insert the shark toothcomb between the glass plates 
with teeth facing downwards.   

   13.    Fix the safety cover on top on the upper buffer chamber to 
prevent evaporation of buffer and pre-run the gel at constant 
power (e.g., ca. 55 W for a Model S2 Apparatus) for ca. 20 min.   

   14.       For electrophoresis under denaturing conditions (to resolve 
AFLP and SAMPL products), denature the PCR products 
(5 μL each sample); prepare two tubes with molecular weight 
marker (1 μL of 10 bp ladder) mixed with equal volume of 2× 
denaturant loading dye for 3 min at 95 °C. Immediately, trans-
fer the denatured samples to ice to prevent annealing.   
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   15.    For electrophoresis under non-denaturing conditions (to 
resolve ISSR products), mix equal volumes of PCR products 
and non-denaturing loading dye (3 μL each). Also prepare 
two tubes with molecular weight marker (1 μL of 100 bp lad-
der) mixed with equal volume of loading dye.   

   16.    Load the samples into each well. Load 3–5 μL of AFLP/
ISSR/SAMPL products. Load the two extreme wells with the 
appropriate DNA ladder.   

   17.    After loading all the samples and markers, close the lid of the 
upper buffer chamber.   

   18.    Allow the gel to run at constant power until the xylene cyanol 
dye reaches ca. 2/3 of the gel ( see   Notes 56 – 58 ).   

   19.    Remove the plates carefully from apparatus and remove excess 
buffer by blotting the bottom of the cast on a stack of paper 
towels.   

   20.    Remove the spacers and separate the plates carefully so that 
the gel should retain on the smaller glass plate ( see   Note 59 ).   

   21.    Take the larger glass plate with the gel attached and proceed 
to the gel silver staining protocol to visualize the bands.    

    Adapted from Bassam et al. [ 13 ]. Work in a ventilated fume hood. 
Use ultrapure deionized water and analytical grade reagents. Since 
most chemicals are unstable, the solutions must be prepared the 
day of use. Use a vertical waving shaker. The same staining tray can 
be used in all steps. As silver staining is a temperature-dependent 
process, lab temperature should be controlled (to 18–24 °C). Keep 
all silver staining solutions protected from light. Carry out all pro-
cedures, including gel agitation, in a fume hood and wear gloves at 
all stages. The solutions recipes are given per 2 L to be directly 
suited for staining gels of the dimensions used.

    1.    Before beginning, put the fi xing/stopper, the impregnation 
and the developer solutions at 4 °C ( see   Note 60 ). Keep an 
additional 1 L of water refrigerated at 4 °C.   

   2.    Fix the gel with 2 L of fi xing solution during at least 30 min 
( see   Notes 61  and  62 ).   

   3.    Rinse with 2 L deionized water 3 times × 2 min.   
   4.    Incubate gel for 20 min in 4 °C cold silver impregnation solu-

tion for 30 min in the dark ( see   Note 63 ). Keep the gel in the 
same tray during all subsequent steps.   

   5.    Rinse once with dH 2 O for no more than 15 s ( see   Note 64 ).   
   6.    Develop by soaking the gel with developer solution until the 

bands are revealed (typically 2–5 min;  see   Note 65 ).   
   7.    Stop the reaction by dispersing 1 L of 10 % acetic acid in the 

developer solution (stopper solution, reserved from  step 2 ) 
for at least 5 min.   

3.6  Silver Staining 
of Gels
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   8.    Wash with deionized water for 10 min and let dry on the 
bench in a near vertical position.   

   9.    Digitally scan the gel for permanent record (Fig.  1 ).

4            Notes 

     1.    All reagents required for AFLP analysis can be alternatively 
obtained from Invitrogen Life Technologies (Paisley PA4 
9RF, UK) as kits, except for  Taq  DNA polymerase (available 
from many commercial manufactures).   

   2.    The success of the AFLP technique is dependent upon com-
plete restriction digestion of genomic DNA; therefore, much 
care should be taken to isolate high quality, intact DNA, with-
out contaminating nucleases or inhibitors. DNA should be 
dissolved in ultrapure MilliQ water or TE pH 8.0 buffer.   

   3.    To prepare the gel, weigh 0.5 g agarose into an Erlenmeyer 
fl ask, add 50 mL 1× TAE buffer, and heat to dissolve in a 
microwave oven. Let it cool to ca. 50 °C, add 1.25 μL of 

  Fig. 1    Example of AFLP ( left ) and ISSR ( right ) amplifi cation profi les generated from 28 plum cultivars using 
primer combination M-CTT/E-ACT for AFLP and HVH(TG)7 for ISSR, respectively (from Goulão et al. [ 12 ]). Both 
gels were obtained following the experimental protocols described       
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GreenSafe, pour into the gel cast, and then place the well 
combs. Let it polymerize (ca. 20–40 min). Typically, load a 
total of 10 μL sample into the gel (mix 2 μL of loading dye 
((0.0025 % bromophenol blue; 30 % (v/v) glycerol) with 8 μL 
sample)). Let the gel run at 5–8 V/cm, until the dye reaches 
the end of the gel, and examine the gel on a UV transillumina-
tor. Ethidium bromide can be used as a cheaper substitute of 
the GreenSafe dye. Note that ethidium bromide is a powerful 
mutagen and should be handled carefully, always with gloves.   

   4.    Selecting a 4 bp cutter and 6 bp cutter enzymes produces small 
DNA fragments in the optimal size range (50 bp–1 kb) to be 
amplifi ed and separated on denaturing polyacrylamide gels. 
 Eco RI and  Mse I enzymes are used in typical AFLP procedures. 
Due to primer design and amplifi cation strategy,  Eco RI– Mse I 
fragments are preferentially amplifi ed, rather than  Eco RI– Eco RI 
or  Mse I– Mse I fragments. Other enzymes can be selected but, 
preferably, they should not be methylation sensitive. Make sure 
that the chosen enzymes are active in the same reaction buffer.   

   5.    The adapters come as single strands, so the two strands of each 
adapter must be annealed to each other before they can be 
used. The easiest way is to use a thermal cycler programmed as 
follows: 94 °C for 90 s, 65 °C for 10 min, 37 °C for 10 min, 
25 °C for 10 min, and 4 °C for 10 min.   

   6.    Different concentration of adapters is used since rare-cut 
enzyme produces less restricted ends than the frequent-cut one.   

   7.    In our conditions, although most of the current  Taq  DNA 
polymerases in the market can be used, some brands fail to 
produce satisfactory results.   

   8.    The disodium salt of EDTA will not go into solution until the 
pH of the solution is adjusted to ca. 8.0 by the addition of 
NaOH. For tetrasodium EDTA, use 226.1 g of EDTA and use 
HCl to adjust pH.   

   9.    Di-, tri-, or tetra-repeats can be used to design primers. 
Anchored primers are recommended to avoid fl oating of the 
primer in the satellite sequence. Primers anchored in the 3′ end 
will produce polymorphisms considering both the length of the 
satellite and the distance between satellites. Examples of ISSR 
primers are (5′–3′) as follows: (GA) 8 YG, (AG) 8 YC, (AG) 8 YT, 
(CA) 8 R, (AGC) 4 YT, (AGC) 4 YR, VHV(GT) 7 , VHV(TG) 7 , 
HVH(CA) 7 , HVH(TG) 7 , DBD(AC) 7 , and (AGC) 4 YR 
(Y = pyrimidine, B = every base except A, D = every base except 
C, H = every base except G, V = every base except T).   

   10.    Measure the two solutions separately to avoid errors due to 
volume contraction.   

   11.    Undissolved white clumps may be formed and can be dis-
solved by placing the bottle in a warm (ca. 65 °C) water bath. 
pH adjustment is not necessary. Sterilization is not needed for 
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general use, but for longtime storage, autoclave and fi lter 
through a 0.45 μM membrane are recommended. Store the 
bottle of 10× buffer solution at room temperature.   

   12.    This solution should be prepared with gentle warming (37 °C) 
and vigorous stirring until the urea is totally dissolved. Add 
the urea to the water in small doses to help dissolving. Store at 
room temperature protected from light (wrap the bottle with 
aluminum foil or use a dark bottle).   

   13.    Always prepare fresh (immediately before use) and store at 
4 °C until use.   

   14.    The most convenient way is to dip a spatula into the xylene 
cyanol fl ask and then dip it again in the solution. Traditional 
loading dyes also have bromophenol blue, but we do not con-
sider being needed, since electrophoresis is fi nished after this 
dye runs out of the gel.   

   15.    We have found poor staining usually results from low-quality 
or old reagents.   

   16.    Due to the exothermic character of the reaction, always add 
acid to the water and never add water to the acid.   

   17.    Make a fresh stock solution every month.   
   18.    Formaldehyde should be added to the developer at most 1 h 

before use, and the stock solution should be stored at room 
temperature since cold storage will inactivate it by 
polymerization.   

   19.    The developer solution should be used at about 8 °C. This is 
conveniently done by preparing 1 L of the solution with the 
double concentration needed (2×) and storage at room tem-
perature. Then, immediately before use, complete with 1 L of 
cold water (keep always a bottle stored at 4 °C). Alternatively, 
the solution can be prepared at 1× concentration and incu-
bated on ice for about 15 min prior to use.   

   20.    Make sure the water is swirling when the sodium carbonate is 
added or it will clump and take much longer to dissolve.   

   21.    Silver reacts with nucleic acids and proteins leading to high 
background staining and spots in the gels.   

   22.    Longer incubations (e.g., overnight) are acceptable, but care 
must be taken to prevent star activity, particularly due to high 
(>5 % v/v) glycerol concentrations which may occur due to 
evaporation during overnight incubations.   

   23.    Make sure to completely thaw and mix the ligation buffer 
since it contains ATP, which is rather unstable. Furthermore, 
the stock tube of this reagent should be aliquoted it into small 
tubes to reduce freeze/thaw cycles.   

   24.    Not needed if using adaptor solution as suggested and DNA 
ligase at 1 U/μL concentration.   
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   25.    Store the unused portion of the reaction mixture at −20 °C to 
be used in future works.   

   26.    Commonly it can be omitted if the reaction buffer already 
contains magnesium.   

   27.    Add 1–2 drops of mineral oil if using a thermal cycler without 
“heated lid” option.   

   28.    Do not denature samples prior to PCR because it reduces the 
annealing effi ciency of the primers.   

   29.    Minor optimizations may be needed according to different 
polymerase brands and thermal cycler machines. The condi-
tions reported were optimized using a Biometra UNO II 
(Biometra, Göttingen, Germany) thermal cycler.   

   30.    The typical soaking temperature is 4 °C, but keeping the ther-
mal cycler at 12 °C saves energy and is not detrimental to the 
samples.   

   31.    Expected result is a smear in the 100–1,000 bp range. 
Sometimes bands are visible through the smear. UV radiation 
exposure can damage the cornea and burn to the skin. Always 
use protective goggles.   

   32.    Store the unused portion as aliquots, at −20 °C.   
   33.    PCR is started at a very high annealing temperature to obtain 

optimal primer selectivity. In the following steps the annealing 
temperature is lowered gradually to a temperature at which 
effi cient primer binding occurs. This temperature is then 
maintained for the rest of the PCR cycles.   

   34.    The conditions may require optimization. It should be noted 
that ISSR primers contain repetitive regions and can be more 
diffi cult to amplify, so increased concentrations of primer (up 
to 20 μM) may be necessary. In our hands, 30–50 ng of tem-
plate DNA results in optimal amplifi cation.   

   35.    It can be needed to determine optimal concentrations of 
MgCl 2  and  Taq  DNA polymerase form different brands of 
enzymes, or when analyzing DNA from different species.   

   36.    It should be noted that ISSR primers contain repetitive regions 
and can be more diffi cult to amplify, requiring optimization.   

   37.    Cleaning with Kimwipes or paper towels must be gentle 
enough not to remove the bind and repel compounds from 
the glass plates but strong enough to completely dry the plates 
(no drops should be visible). Keep polishing until it “squeaks.”   

   38.    Before reusing the glass plates, incubate them overnight sub-
merged in a 2 M NaOH solution and then rise abundantly in 
tap water.   

   39.    The small glass plate is to be separated from the cast without 
gel adhering to it.   
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   40.    Using silver staining detection, best results are obtained with 
0.3–0.4 mm spacers and shark-tooth combs.   

   41.    Verify if the glass plates are completely dry (no drops should 
be visible) and do not allow the treated surfaces to come into 
contact with one another at any time.   

   42.    Several gel apparatus offer convenient casting locks (e.g., the 
S2/S2001) that provide an easy way to cast and seal sequenc-
ing gels without the use of tape or clamps, with the additional 
advantage of setting even pressure over the entire surface. 
Always check that the inner surface of the casting clamp is 
clean and free of debris and grease.   

   43.    Urea easily precipitates at low temperatures. Before use, check 
for total dissolution and, if needed, warm at 37 °C for about 
30 min (or until dissolved).   

   44.    Mix gently to prevent gas bubble formation. No degas is 
needed in our hands. If proved necessary, perform this step via 
vacuum application for 10 min, using a Kitasato fl ask.   

   45.    Add the TEMED immediately prior to pouring the gel and 
work quickly after its addition to complete pouring the gel 
before the acrylamide polymerizes.   

   46.    Most gel formulations allow only approximately 5 min before 
starting polymerization. Work quickly to be able to load all the 
gel solution inside the gel cast.   

   47.    When pouring the gel from the top, make sure the bottom fi ll 
port of the casting clamp is sealed to prevent the gel solution 
to leak from the bottom.   

   48.    Alternatively, use a syringe that will hold the volume of gel solu-
tion to be poured and with a nozzle that will fi t in between the 
glass plate sandwich. Pour the acrylamide gel solution into a bar-
rel of the syringe and invert the syringe to expel any trapped air 
that has entered the barrel. Introduce the nozzle of the syringe 
into the notched region the plates. Gently but quickly expel the 
mixed solution from the syringe, fi lling the space almost to the 
top. Hold the assembled plate sandwich at a 35–40° angle on 
one bottom corner so that the gel solution fl ows evenly down 
along the lower side spacer. Maintain a constant, even fl ow to 
reduce the chance of forming bubbles in the solution.   

   49.    Gently lower a bit of the angle of the glass plates while pour-
ing the gel during casting.   

   50.    This step aims at creating a perfectly fl at surface in the top of 
the gel, permitting the sample to be uniformly loaded. 
Disturbances in the surface of the gel will result in “waving” of 
the bands.   

   51.    Takes 2 h to overnight. Better results are obtained with an 
overnight polymerization. In such conditions, the top of the 
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gel to be formed should be protected with paper towels wet 
with 1× TBE (running buffer).   

   52.    A simple way to monitor polymerization is to check for a small 
amount that was left not casted. Typically, the acrylamide 
polymerizes completely for 45–120 min at room 
temperature.   

   53.    The volume of running buffer should be enough to cover the 
combs inserted to generate the fl at surface.   

   54.    Make sure that the glass plates are fi rmly seated against the 
inner surface of the casting clamp. Verify that the upper buffer 
chamber drain valve is in the closed position (down), and fi ll 
the upper buffer chamber with running buffer, covering the 
gel. Make sure that no leakage exists from the upper buffer 
chamber. Do not start electrophoresis if leakage is observed. If 
leakage is observed during the gel run, keep adding running 
buffer to the top chamber of the apparatus to prevent over-
heating and cracking of the glasses or, if it is not possible, 
abort electrophoresis immediately.   

   55.    Use a 200 μL micropipette, a discardable Pasteur pipette or a 
syringe fi lled with 1× TBE buffer with an attached needle to 
fl ush out all the wells. Pipette vigorously up and down several 
times. Acrylamide gel fragments will prevent homogenous 
run, leading to distortion of the bands.   

   56.    At 45 W and under our conditions, a complete run takes about 
2–2.30 h for AFLP and SAMPL and 2.30–3 h for ISSR.   

   57.    During the electrophoresis, keep monitoring possible buffer 
leakage and gel temperature. An appropriate indicator placed 
on to the outer plate near the center of the gel can be used as 
an option. The temperature should be maintained between 40 
and 50 °C.   

   58.    Xylene cyanol co-migrates with ca. 125 bp linear single- stranded 
DNA of in 6 % denaturing gels and co-migrates with ca. 230 bp 
linear double-stranded DNA in 6 % non- denaturing gels.   

   59.    The best way to separate the glass plates is to use a pizza wheel. 
Carefully insert the wheel between the two glasses (use the 
spacers to create enough room for the wheel at the top contact 
between the two glass plates) and gently and smoothly wriggle 
it until the plates separate.   

   60.    Staining is enhanced with cold AgNO 3 .   
   61.    Fix until no dye is visible on the gel. Overnight fi xing is accept-

able, if convenient.   
   62.    After fi xation, reserve 1 L of the solution to be used in  step 7 .   
   63.    Protect from light by covering the tray with aluminum foil. 

Impregnation solution can be reused once. When reusing, 
increase the incubation time to 45 min.   
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   64.    Residual AgNO 3  on the gel surface and staining tray will 
increase background staining.   

   65.    The developing time varies. Larger bands (top of the gel) 
develop fi rst. A certain (but controlled) degree of overstaining 
in this area of the gel is acceptable in order to visualize the 
smaller bands.         
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    Chapter 12   

 Transposon-Based Tagging: IRAP, REMAP, and iPBS 

           Ruslan     Kalendar      and     Alan     H.     Schulman   

    Abstract 

   Retrotransposons are a major component of virtually all eukaryotic genomes, which makes them useful as 
molecular markers. Various molecular marker systems have been developed that exploit the ubiquitous 
nature of these genetic elements and their property of stable integration into dispersed chromosomal loci 
that are polymorphic within species. To detect polymorphisms for retrotransposon insertions, marker sys-
tems generally rely on PCR amplifi cation between the retrotransposon termini and some component of 
fl anking genomic DNA. The main methods of IRAP, REMAP, RBIP, and SSAP all detect the polymorphic 
sites at which the retrotransposon DNA is integrated into the genome. Marker systems exploiting these 
methods can be easily developed and are inexpensively deployed in the absence of extensive genome 
sequence data. Here, we describe protocols for the IRAP, REMAP, and iPBS techniques, including meth-
ods for PCR amplifi cation with a single primer or with two primers, and agarose gel electrophoresis of the 
product using optimal electrophoresis buffers; we also describe iPBS techniques for the rapid isolation of 
retrotransposon termini and full-length elements.  

  Key words     Retrotransposon  ,   Molecular marker  ,   IRAP  ,   REMAP  ,   iPBS  

1      Introduction 

 Interspersed repetitive sequences comprise a large fraction of the 
genome of most eukaryotic organisms, and they are predominantly 
composed of transposable elements (TEs) [ 1 ]. In most species that 
have been studied, interspersed repeats are distributed unevenly 
across the nuclear genome, with some repeats having a tendency to 
cluster around the centromeres or telomeres [ 2 – 4 ]. Following the 
induction of recombinational processes during meiotic prophase, 
variation in the copy number of repeat elements and internal rear-
rangements on both homologous chromosomes can ensue. 

 Nucleotide sequences matching repetitive sequences showing 
polymorphism in RFLP analyses have been used as polymerase 
chain reaction (PCR) primers for the inter-repeat amplifi cation 
polymorphism marker method [ 5 ,  6 ]. Such repetitive sequences 
include microsatellites, such as (CA/GT)  n   or (CAC/GTG)  n  , which 
are distributed throughout the genome. A related approach was 
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developed to generate PCR markers based on amplifi cation of 
 microsatellites near the 3′ end of the Alu (SINE) transposable ele-
ments (TEs), called Alu-PCR or SINE-PCR [ 7 ]. Successful appli-
cations of microsatellite-specifi c oligonucleotides as PCR primers 
were fi rst described in the early 1990s [ 5 ,  6 ,  8 ]. 

  Long terminal repeat (LTR) retrotransposons, or type I transpos-
able elements, replicate by a process of reverse transcription, as do 
the lentiviruses such as HIV [ 9 ]. The retrotransposons themselves 
encode the proteins needed for their replication and integration 
back into the genome [ 10 ]. Their “copy-and-paste” life cycle 
means that they are not excised in order to insert a copy elsewhere 
in the genome. Hence, genomes diversify by the insertion of new 
copies, but old copies persist. Their abundance in the genome is 
generally highly correlated with genome size. Large plant genomes 
contain hundreds of thousands of these elements, together form-
ing the vast majority of the total DNA [ 11 ]. 

 Human and other mammalian genomes also contain an abun-
dance of retrotransposons. The majority of these, however, are not 
LTR retrotransposons but LINEs and SINEs, which replicate by a 
somewhat different copy-and-paste mechanism [ 12 ,  13 ]. The L1 
family of LINE elements and the  Alu  family of SINE elements 
comprise together roughly 30 % of human genomic DNA and 
nearly two million copies [ 14 ]. Nevertheless, integrated retrovi-
ruses, which are remnants of ancient infections, are abundant in 
mammalian genomes [ 15 ]. These elements, called “endogenous 
retroviruses” (ERVs, HERVs in humans), are functionally equiva-
lent to LTR retrotransposons. The features of integration activity, 
persistence, dispersion, conserved structure, and sequence motifs 
and high copy number together suggest that retrotransposons are 
well-suited genomic features on which to build molecular marker 
systems [ 16 ,  17 ].  

  Retrotransposon-based systems (Fig.  1 ) detect the insertion of ele-
ments hundreds to thousands of nucleotides long, although gener-
ally only the insertion joint itself is monitored due to the 
impracticality of amplifying and resolving long fragments and dis-
criminating their insertion sites. The LTRs that bound a complete 
retrotransposon contain ends that are highly conserved in a given 
family of elements. Newly inserted retrotransposons, therefore, 
form a joint between the conserved LTR ends and fl anking, anony-
mous genomic DNA. Most retrotransposon-based marker systems 
use PCR to amplify a segment of genomic DNA at this joint. 
Generally, one primer is designed to match a segment of the LTR 
conserved with a given family of elements but different in other 
families. The primer is oriented towards the LTR end. The second 
primer is designed to match some other feature of the genome. 
The fi rst retrotransposon method described was    SSAP or S-SAP 

1.1  LTR 
Retrotransposons

1.2  Retrotrans-
posons as DNA 
Markers
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(sequence-specifi c amplifi ed polymorphism,  see  Fig.  1a ), where one 
primer matched the end of the  BARE1  retrotransposon of barley 
and the other matched an AFLP-like restriction site adapter [ 18 ].

     Sequence-specifi c amplifi ed polymorphism (SSAP) was described 
by Waugh and coworkers in 1997 [ 18 ], but has several origins and 
forms [ 19 – 22 ]. The SSAP method can be considered to be a modi-
fi cation of AFLP [ 23 ] or as a variant of anchored PCR [ 24 ]. The 
method described by Waugh and colleagues [ 18 ] has many simi-
larities to AFLP, especially in that two different enzymes are used 
to generate the template for the specifi c primer PCR and that 
selective bases are used in the adapter primer. 

 In the SSAP procedure, it is important to maximize the 
sequence complexity of the template for the specifi c primer ampli-
fi cation, so a single enzyme digestion is used [ 25 ]. As with the 
method described for  BARE1  [ 18 ], the adapter primer is selective. 
This is a matter of convenience, and nonselective primers could be 
substituted where the enzyme used for digestion has a larger rec-
ognition sequence, or if the copy number were lower. In general, 
LTR ends are convenient for the design of SSAP primers [ 26 ]. 
However, for the  PDR1  retrotransposon in  Pisum , the LTR is 
exceptionally short at 156 bp, so a GC-rich primer could be 
designed corresponding to the polypurine tract (PPT) which is 
found internal to the 3′ LTR in retrotransposons. For  BARE1  in 
barley and other high-copy-number families, the number of selec-
tive bases may be increased compared to the fi rst version of the 

1.3  Sequence- 
Specifi c Amplifi ed 
Polymorphism

  Fig. 1    Retrotransposon-based molecular marker methods. Multiplex products of various lengths from different 
loci are indicated by the  bars  above or beneath the diagrams of each reaction. Primers are indicated as  arrows.  
( a ) The SSAP method. Primers used for amplifi cation match the adapter (restriction site shown as  empty box ) 
and retrotransposon ( LTR box ). ( b ) The IRAP method. Amplifi cation takes place between retrotransposons ( left  
and  right LTR boxes ) near each other in the genome ( open bar ), using retrotransposon primers. The elements 
are shown oriented head-to-head using a single primer. ( c ) The REMAP method. Amplifi cation takes place 
between a microsatellite domain ( vertical bars ) and a retrotransposon, using a primer anchored to the proximal 
side of the microsatellite and a retrotransposon primer       
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protocol [ 18 ,  27 ]. Furthermore,  BARE1  and most other ret-
rotransposons have long LTRs, necessitating an anchor primer in 
the LTR near to the external terminus. The main feature of the 
SSAP procedure that may be modifi ed for various situations is the 
location of the sequence- specifi c primer [ 28 ]. The choice of this 
primer is critical and can be modifi ed according to need. For exam-
ple, internal primer sites have been exploited to describe structural 
variation within retrotransposons [ 29 ], and the primers can be 
applied to defi ned sequences other than the LTR or PPT.  

  The IRAP (Fig.  1b ) and REMAP (Fig.  1c ) methods represent a 
departure from SSAP, because no restriction enzyme digestion or 
ligation step is needed and because the products can be resolved by 
conventional agarose gel electrophoresis without resort to a 
sequencing apparatus. The IRAP method detects retrotransposon 
insertional polymorphisms by amplifying the portion of DNA 
between two retroelements. It uses one or two primers pointing 
outwards from an LTR and therefore amplifi es the tract of DNA 
between two nearby retrotransposons. IRAP can be carried out 
with a single primer matching either the 5′ or 3′ end of the LTR 
but oriented away from the LTR itself or with two or more prim-
ers. The two primers may be from the same retrotransposon ele-
ment family or may be from different families. The PCR products, 
and therefore the fi ngerprint patterns, result from amplifi cation of 
hundreds to thousands of target sites in the genome. 

 The complexity of the pattern obtained will be infl uenced by 
the retrotransposon copy number, which mirrors genome size, as 
well as by their insertion pattern and by the size of the retrotrans-
poson families chosen for analysis. Furthermore, thousands of 
products can neither be simultaneously amplifi ed to detectable lev-
els nor resolved on a gel system. Hence, the pattern obtained rep-
resents the result of competition between the targets and products 
in the reaction. As a result, the products obtained with two primers 
do not represent the simple sum of the products obtained with the 
primers individually. 

 If retrotransposons were fully dispersed within the genome, 
IRAP will either produce products too large to give good resolu-
tion on gels or target amplifi cation sites too far apart to produce 
products with the available thermostable polymerases. This is 
because retrotransposons generally tend to cluster together in 
“repeat seas” surrounding “gene islands” and may even nest within 
each other. For example, the  BARE1  retrotransposon of barley, an 
abundant superfamily  Copia  element, is present as about 13,000 
full-length copies of about 8.9 kb and 90,000 solo LTRs of 1.8 kb 
in the cultivar Bomi. Given a genome of roughly 5 × 10 9  bp, these 
elements comprise 5.6 % of the genome but would occur only 
about once every 46 kb if they were fully interspersed. Nevertheless, 
IRAP with  BARE1  primers displays a range of products from 
100 bp upwards of 10 kb (Fig.  2 ).

1.4  Inter- 
retrotransposon 
Amplifi cation 
Polymorphism (IRAP) 
and Retrotransposon-
Microsatellite 
Amplifi cation 
Polymorphism 
(REMAP)
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   The REMAP method is similar to IRAP, except that one of the 
two primers matches an SSR motif with one or more non-SSR 
anchor nucleotides present at the 3′ end of the primer. Microsatellites 
of the form (NN)  n  , (NNN)  n  , or (NNNN)  n   are found throughout 
plant and animal genomes. In cereals, they furthermore appear to 
be associated with retrotransposons [ 30 ]. Differences in the num-
ber of SSR units in a microsatellite are generally detected using 
primers designed to unique sequences fl anking microsatellites. 
Alternatively, the stretches of the genome present between two 
microsatellites may be amplifi ed by ISSR [ 6 ,  8 ], in a way akin to 
IRAP. In REMAP, anchor nucleotides are used at the 3′ end of the 
SSR primer both to avoid slippage of the primer within the SSR, 
which would produce a “stutter” pattern in the fi ngerprint, and to 
avoid detection of variation in repeat numbers within the SSR. 
REMAP uses primer types that are shared by IRAP and ISSR. 
Although it would appear that the SSR primers in REMAP should 
also yield ISSR products and the LTR primers also IRAP products, 
in practice this is rarely the case. This is probably due to a combina-
tion of factors including both genome structure and competition 
within the PCRs.  

  Fig. 2    Utility of IRAP for a diversity analysis of plant species. The phenogram of 30 genotypes of populations of  H. 
spontaneum  based on IRAP analysis is shown as negative images of ethidium bromide-stained agarose gels fol-
lowing electrophoresis. Results for BARE1 LTR primer 1369 are shown. A 100 bp DNA ladder is present on the  left        
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  A major disadvantage of all retrotransposon-based molecular marker 
techniques is the need for sequence information to design element-
specifi c primers. The primary requirement is the sequence of an LTR 
end, harvested either from a database or produced by cloning and 
sequencing the genomic DNA that fl anks conserved segments of 
retrotransposons. Although rapid retrotransposon isolation methods 
based on PCR with conserved primers for TE have been designed, it 
maybe still necessary to clone and sequence hundreds of clones to 
obtain a few good primer sequences. The LTRs contain no con-
served motifs, which would allow their direct amplifi cation by PCR. 

 Several restriction and adaptor-based methods for LTR clon-
ing have been developed, which are based on the conservation of 
reverse transcriptase domain, especially for the superfamily  Copia  
retrotransposons [ 28 ]. In general, however, all reverse-transcribing 
elements, including LTR retrotransposons of superfamily  Gypsy  as 
well as LINE retrotransposons, can be obtained by PCR with 
degenerate primers. For example, for  Copia , two degenerate prim-
ers were designed for the RT motifs encoding TAFLHG and, for 
the reverse primer, the downstream YVDDML, as well as for 
QMDVKT and YVDDML respectively, in order to amplify the 
family-specifi c domain in between [ 31 – 33 ]. For  Gypsy  elements, 
degenerate primers were designed for the RT motifs encoding 
RMCVDYR, LSGYHQI, or YPLPRID and for the reverse primers 
for the domains YAKLSKC or LSGYHQI. The RT-based isolation 
method is limited, of course, to the families of retrotransposons 
that contain RT and the chosen domains. Thus, for example, non- 
autonomous groups such as TRIMs, LARDs, and SINEs cannot 
be found using this approach [ 34 ,  35 ]. 

 The LTR retrotransposons and all retroviruses contain a con-
served binding site for tRNA. Generally tRNAi Met  is the most com-
mon, but also tRNA Lys , tRNA Pro , tRNA Trp , tRNA Asn , tRNA Ser , 
tRNA Arg , tRNA Phe , tRNA Leu , and tRNA Gln  can be found. Elongation 
from the 3′-terminal nucleotides of the respective tRNA results in 
the conversion of the retroviral or retrotransposon RNA genome 
to double-stranded DNA prior to its integration into the host 
DNA. While the process of reverse transcription is conserved 
among virtually all retroelements, the specifi c tRNA capture varies 
for different retroviruses and retroelements. The primer binding 
sequences (PBS) are almost universally present in all LTR- 
retrotransposon sequences. Hence, an isolation method for ret-
rotransposon LTRs, which is based on the PBS sequence, has the 
potential for cloning all possible LTR retrotransposons. 

 The    inter-PBS amplifi cation (iPBS) technique has led to the 
development of a virtually universal and exceedingly effi cient 
method, which utilizes the conserved parts of PBS sequences, both 
for direct visualization of polymorphism between individuals, poly-
morphism in transcription profi les, and fast cloning of LTR seg-
ments from genomic DNA, as well as for database searches of LTR 
retrotransposons (Fig.  3 ). Many retrotransposons are nested, 
recombined, inverted, or truncated, yet can be easily amplifi ed 

1.5  Inter-primer 
Binding Site 
Polymorphism (iPBS)
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using conserved PBS primers in all plant species tested. Fragments 
of retrotransposons containing a 5′ LTR and part of the internal 
domain are often located near other entire or similarly truncated 
retrotransposons. Therefore, PBS sequences are very often located 
suffi ciently near to each other to allow amplifi cation. This situation 
allows the use of PBS sequences for cloning LTRs. Where the ret-
rotransposon density is high within a genome, PBS sequences can 
be exploited for detection of their chance association with other 
retrotransposons. When retrotransposon activity or recombination 
has led to new genome integration sites, the iPBS method can be 
used to distinguish reproductively isolated plant lines. In this case, 
amplifi ed bands derived from a new insertion event or from recom-
bination will be polymorphic, appearing only in plant lines in which 
the insertions or recombination have taken place.

   The PBS primer(s) can amplify nested inverted retrotranspo-
sons or related elements’ sequences dispersed throughout genomic 
DNA. The PCR amplifi cation occurs in this case between two 
nested elements’ PBS domains and produces fragments containing 
the insertion junction between the two nested LTRs. After 
 retrieving LTR sequences of a selected family of retrotransposons, 
an alignment is made of them to fi nd the most conserved region 
[ 36 ]. The related plant species have conserved regions in LTR for 
members of the same retrotransposon family. Thus, alignments of 
several LTR sequences from several species will identify these con-
served regions. Subsequently, these conserved domains of LTRs 
can be used for inverted primers designed for long distance PCR, 
for cloning of whole retrotransposons, and also for the IRAP, 
REMAP, or    SSAP marker techniques. The iPBS amplifi cation tech-
nique shows about the same level of polymorphism in comparison 
with IRAP and REMAP, and it is an effi cient method for the detec-
tion of cDNA polymorphism and clonal differences resulting from 
retrotransposon activities or recombination.   

  Fig. 3    The inter-PBS amplifi cation (iPBS) scheme and LTR retrotransposon structure. Two nested LTR ret-
rotransposons in inverted orientation amplifi ed from single primer or two different primers from primer binding 
sites. PCR product contains both LTRs and PBS sequences as PCR primers in the termini. In the fi gure, general 
structure for PBS and LTR sequences and several nucleotides long spacer between 5′LTR (5′-CA) and PBS 
(5′-TGG3′) are schematically shown       
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2    Materials 

  Prepare all solutions using Milli-Q or equivalent ultrapure water 
and analytical grade reagents.

    1.    TE buffer (10×): 100 mM Tris–HCl (pH 8.0), 10 mM EDTA. 
DNA and primers should be stored in a 1× TE solution.   

   2.    Electrophoresis buffer (10× THE): 200 mM Tris-HEPES 
(pH 8.06), 5 mM EDTA. Weigh 24.2 g Tris-base and 47.7 g 
HEPES (free acid), add 10 mL 0.5 M EDTA (pH 8.0), dis-
solve in water; bring fi nal volume to 1 L. Store at +4 °C. While 
we get best results with 1× THE, standard 1× TBE (50 mM 
Tris-H 3 BO 3 , pH 8.8), 1× TAE (40 mM Tris-CH 3 COOH, pH 
8.0), or 1× TPE (40 mM Tris-H 3 PO 4 , pH 8.0) buffers may 
also be used.   

   3.    Gel loading buffer (10×): 20 % (w/w) Polysucrose 400, 
100 mM Tris–HCl (pH 8.0), 10 mM EDTA, ~0.01 % (w/w) 
Orange G, and ~0.01 % Xylene Cyanol FF. Dissolve 20 g 
Polysucrose 400 (Ficoll 400) in 80 mL 10× TE buffer. Add 
Orange G and Xylene Cyanol FF according on the desired 
color intensity. Store at +4 °C.   

   4.    Thermostable polymerase: many types and sources of recom-
binant thermostable polymerases are effective. Most preferable 
for PCR use are the recombinant polymerases with 3′–5′ exo-
nuclease proofreading activity that permit a “hot start,” such 
as Phire ®  Hot Start II DNA Polymerase (Thermo Scientifi c) 
from  Pyrococcus furiosus . Another excellent choice is  Thermus 
thermophilus  Biotools DNA polymerases (Biotools S.A., 
Madrid, Spain). Any  Thermus aquaticus  ( Taq ) DNA poly-
merase is applicable, however. We have tested several  Taq  
DNA polymerases, including those of DreamTaq™ (Thermo 
Scientifi c), FIREPol ®  (Solis BioDyne), MasterAmp™ 
(Epicentre), and GoTaq ®  (Promega). Other thermostable 
polymerases, such as that from  Thermus brockianus  
(DyNAzyme™ II, Thermo Scientifi c), was also tested to deter-
mine if the choice of polymerase enzyme had an effect on the 
products amplifi ed. A polymerases mix consisting of 100 U of 
 Taq  DNA polymerase and 0.5 U  Pfu  DNA polymerase 
improves amplifi cation of long bands and the accuracy of the 
PCR.    Long distance PCR is performed with DyNAzyme™ 
EXT (Thermo Scientifi c) or Phusion ®  High-Fidelity (Thermo 
Scientifi c) or LongAmp™  Taq  DNA polymerases (New 
England Biolabs).   

   5.    PCR buffers (1×): several PCR buffers for  Taq  polymerase are 
suitable for PCR: Buffer 1: 20 mM Tris–HCl (pH 8.8), 2 mM 
MgSO 4 , 10 mM KCl, 10 mM (NH 4 ) 2 SO 4 ; Buffer 2: 10 mM 
Tris–HCl (pH 8.8), 2 mM MgCl 2 , 50 mM KCl, 0.1 % Triton 
X-100; Buffer 3: 50 mM Tris–HCl (pH 9.0), 2 mM MgCl 2 , 

2.1  Reagents
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15 mM (NH 4 ) 2 SO 4 , 0.1 % Triton X-100. The PCR and its 
effi ciency depend on which buffer and enzyme combination is 
used ( see   Note 1 ).   

   6.    Ethidium bromide solution in water, 0.5 mg/mL. Store at 
room temperature.   

   7.    SYBR Green I gel staining solution (50×) in 50 % dimethyl 
sulfoxide (DMSO) in Milli-Q water. The 10,000× concentrate 
is diluted to 50× with 50 % DMSO in Milli-Q water. Store at 
−20 °C.   

   8.    DNA ladder for electrophoresis GeneRuler™ DNA Ladder 
Mix (Thermo Scientifi c), 100–10,000 base range, or similar. 
DNA ladder diluted with 1× gel loading buffer to fi nal con-
centration 25 ng/μL.   

   9.    Agaroses: RESolute Wide Range (BIOzym), D1 low EEO 
(Conda), Premium (Serva), MP (AppliChem). Agaroses of 
the LE type are not effective for fi ne resolution of fi ngerprint-
ing bands. Cambrex NuSieve 3:1 and MetaPhor agaroses have 
low gel strength and are uncomfortable for gel manipulation; 
1 % agaroses with gel strength >1,700 g/cm 2  can be used. 
Electrophoresis gels of enhanced selectivity can be produced 
by adding a performed polymer (additive) to a polymerization 
solution.   

   10.    10× FastDigest ®  buffer for restriction DNA with FastDigest ®  
restriction enzymes:  MseI ,  PstI ,  TaqI , and  TaiI .   

   11.    MinElute PCR Purifi cation (Qiagen) or similar kit, for PCR 
products purifi ed.   

   12.    QIAEX II Gel Extraction Kit (Qiagen) or similar kit, for silica-
membrane- based purifi cation of DNA fragments from 40 bp 
to 50 kb from gel or enzymatic reactions.   

   13.    PCR product TA cloning kits, TOPO ®  TA Cloning ®  Kit 
(pCR ® 2.1 plasmid vector) with TOP10  E. coli  (Invitrogen) or 
alternative kits. PCR products should be amplifi ed with Taq, 
Biotools, or DyNAzyme II DNA polymerases and have single 
3′ adenine overhangs. Primers should use a hydroxyl group at 
5′ termini. The alternative to TA cloning, BigEasy ®  Long PCR 
Cloning Kits (Lucigen) can be effectively used for GC cloning 
of diffi cult and long PCR fragments.   

   14.    Competent  E. coli  cells (10 9  cfu/μg), One Shot ®  TOP10 
(Invitrogen), JM109 (Promega).      

      1.    Thermal cycler for 0.2 mL tubes or plates (96 well), with a 
rapid heating and cooling capacity between 4 and 99 °C, so 
that the temperature can be changed by 3–5 °C/s, for example, 
the Mastercycler Gradient (Eppendorf AG) or the PTC-100 
Programmable Thermal Controller (Bio-Rad Laboratories).   

   2.    Power supply (minimum 300 V, 400 mA) for electrophoresis.   

2.2  Equipment
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   3.    Horizontal electrophoresis apparatus without special cooling. 
Most commercially available medium- or large-scale horizon-
tal DNA gel electrophoresis systems are suitable, for example, 
from such suppliers as GE Healthcare, Hoefer, or Bio-Rad. 
These include the GNA-200, Hoefer HE 99X Max Submarine, 
BioExpress (Wide Maxi Horizontal Gel System (E-4123-1)), 
and Sigma (Maxi-Plus). Small electrophoresis boxes and short 
gel trays are not suitable due to the large number of PCR 
products that need to be resolved. We routinely employ an 
apparatus with a run length of 20 cm.   

   4.    Gel comb, a 36 or more well comb, 1 mm thickness, forming 
3–4 mm wide wells, with a 1 mm well spacing. This comb is ideal 
for analysis of any PCR amplifi cation product or DNA restriction 
enzyme digest. The small space between the slots is important 
for analysis of banding patterns and for comparing lanes across 
the gel. Also this thickness of comb improves band resolution.   

   5.    UV transilluminator, for visualization of ethidium bromide- 
stained or SYBR green-stained nucleic acids, with a viewing 
area of 20 × 20 cm.   

   6.    Dark Reader (Clare Chemical Research), for visualization and 
isolation of SYBR green-stained nucleic acids.   

   7.    Imaging system. A digital gel electrophoresis scanner for 
detection of ethidium bromide-stained nucleic acids by fl uo-
rescence (532 nm green laser) or SYBR green-stained nucleic 
acids (473 nm blue laser), with a resolution of 50–100 μm. 
Examples include the FLA-5100 imaging system (Fuji Photo 
Film GmbH., Germany). Software such as the Aida Image 
Analyzer and Adobe Photoshop is required for image analysis 
and manipulation.       

3    Methods 

  PCR primers are designed to match an LTR sequence near to 
either its 5′ or 3′ end, with the primer oriented so that the amplifi -
cation direction is towards the nearest end of the LTR. Generally 
it is best to base the design on a sequence alignment for representa-
tive LTRs from a particular family of elements and to place the 
primer within the most conserved region for that family. For long 
LTRs, it is often useful to test primers at several locations within 
the LTR or internal part of the retrotransposon and in both orien-
tations, particularly if there is evidence for nested insertions in the 
genome. Primers can be placed directly at the end of the LTR fac-
ing outwards, provided that they do not form dimers or loops. For 
primers placed at the edge of the LTR, one or more additional 
selective bases can be added at 3′ end in order to reduce the num-
ber of amplifi cation targets (Fig.  4 ). This can be tried in a second 
round of primer design, if the initial primer yields amplifi cation 

3.1  Primer Design
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products containing too many weak individual bands for analysis 
by gel electrophoresis. If the LTRs are short (<300 bp), the prim-
ers may also be designed to match internal regions, but this will 
concomitantly increase the size of the amplifi ed products.

   Database searches can sometimes be used to fi nd unannotated, 
native LTR sequences matching characterized retrotransposons 
from other species. However, care should be taken in defi ning the 
ends of the LTRs. Generally, mapping of the RT primer binding 
sites PBS and PPT is needed in order to defi ne the LTR ends with 
confi dence. Microsatellite primers for REMAP or ISSR should be 

TGGGAAGTAGTAAGTAGATGATGGGTTGCTCGAGTGACAGAAGCTTAAACCCCAGTTTATGTGTTGCTTCGTGAGGGGCTGATTTGGATCCA
TGGGA-GTAGTAAGTAGATGATGGGTTGCTAGAGTGACAGAAGGTTAAACCCCGGTCTATGCGTTGCTTCGTAAGGGGCTGATTTGGATCCA
TGGGAAGTAGTAAGTAGATGATGGGTTGCTAGAGTGACAGAAGCTTAAACCCTAGTTTATGCGTTGCTTCGTAAGGGGCTGATTTGGACCCA
TGGGAAGTAGTAAGTAGATGATGGGTTGCTAGAGTGACAGAAGCTTAAACCCTAGTTTATGCGTTGCTTCGTAAGAGGCTGATTTGGATACA
TGGGAAGTACTAAGTAGATGATGGGTTGCTAGAGTAACAGAAGCTTAAACCCTAGTTTATGCGTTGCTTCGTAAGGGGCTGATTTGGATCCA
TGGGAAGTCATAAGTAGATGATGGGTTGCTAGAGTGACAGAAGCTTAAACCCTAGTTTATGCGTTGCTTCGTAAGGGGCTGATTTGGATCCA
TGGGAAGTAGTAAGTAGATGATGGGTTGCTAGAGTGACAGAAGCTTAAACCCTAGTTTATGCGTTGCTTCATAAGGGGCTGAATTGGATCCA
TGGGAAGTAATAAGTAGATGATGGGTTGCTAGAGTGACAGGAGCTTAAACCCTAGTTTATGCGTTTCTTCGTAAGGGGCTGATTTGGATCCA
TGGGAAGTAGTAAGTAGATGATTGGTTGCTAGAGTGACAGAAGCTTAAACCCTAGTTTATGCGTTGCTTCGTAAGGGGCTAATTTGGATCCA
TAGGAAGTAATAAGTAGATTATGGGTTGCTAGAGTGACAGAAGCTTAAACCCTAGTTTATGCGTTGCTTCGTAAGGGGCTGATTTGGATCCA
TGGGAAGTAATAAGTAGATGATGGGTTGCTAGAGTGACAGAAGCATAAACCCTAGTTTATGTGTTGCTTCGTAAGGGGCTGATTTGGATCCA
TGGGAAGTAATAAGTAGATGATGGGTTGCTAGAGTGACATAAGCTTAAACCCTAGTTTATGCGTTCCTTTGTTAGGGGCTGATTTGGATCCA
TGGGAAGTAATAAGTAGATGATGGGTTGCTAGAGTGACACAAGCTTAAACCCTAGTTTATGCGTTGCTTCATAAGGGGCTGATTTGGATCCA
TGGGAAGTAATAAGTAGATGATGGGTTGCTAGAGTGACACAAGCTTAAACCCTAGTTTATGCGTTGCTTCATAAGGGGCTGATTTGGATCCA
TGGGAATTAATAAGTAGATGATGGGTTGCTAGAGTGACAGAAGCTTAAACCCTAGTTTATGCGTTGCTTCGTTAGGGGCTGATTTGGATCCA
GGGGAAGTAATAAGTAGATGATGGGTTTCTAGAGTGACAAAAGCTTAAACCCTAGTTTATGTGTTGCTTCATTAGGGGCTGATATGGATCCA

5’-TGGGTTGCTAGAGTGACAGAAGC 5'-CTTCGTAAGGGGCTGATTTGGATC

  Fig. 4    Example of LTR primer design: conserved 3′ end of  Cereba  LTRs and matching primers       

   Table 1  
  Microsatellite primers   

 Microsatellites sequence  Primers sequences (5′–3′)   T  m  (°C) a  

 Two-base-repeat microsatellites 
  (CT)   n     (CT)   10   G; (CT)   10   T; (CT)   10   A    52.1; 51.5; 50.3  

  (CA)   n     (CA)   10   G; (CA)   10   T; (CA)   10   A    56.6; 56.2; 55.9  

  (TC)   n     (TC)   10   G; (TC)   10   C; (TC)   10   A    53.6; 53.5; 52.4  

  (TG)   n     (TG)   10   G; (TG)   10   C; (TG)   10   A    58.3; 58.8; 57.0  

  (AG)   n     (AG)   10   G; (AG)   10   C; (AG)   10   T    53.4; 54.0; 52.9  

  (AC)   n     (AC)   10   G; (AC)   10   C; (AC)   10   T    58.4; 58.3; 57.6  

  (GA)   n     (GA)   10   T; (GA)   10   C; (GA)   10   A    51.3; 52.0; 51.1  

  (GT)   n     (GT)   10   T; (GT)   10   C; (GT)   10   A    56.4; 56.6; 55.1  

 Three-base-repeat microsatellites 

  (CTC)   n     (CTC)   6   G; (CTC)   6   T; (CTC)   6   A    58.0; 57.0; 56.7  

  (GTG)   n     (GTG)   6   C; (GTG)   6   T; (GTG)   6   A    61.7; 60.6; 59.7  

  (CAC)   n     (CAC)   6   G; (CAC)   6   T; (CAC)   6   A    61.2; 60.4; 60.0  

  (ACC)   n     (ACC)   6   G; (ACC)   6   T; (ACC)   6   C    63.0; 62.2; 63.0  

  (TCG)   n     (TCG)   6   G; (TCG)   6   C; (TCG)   6   A    61.3; 61.7; 59.9  

   a Oligonucleotide concentration is 200 nM  
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designed according to two principles: fi rst, the primer length 
should be between 19 and 22 bases; second, the last base at 3′-end 
of the primer should be designed as a selective base, which is absent 
in repeat unit itself. We have provided examples of LTR conserva-
tion and consequent primer design for LTRs and microsatellites 
(Fig.  4  and Tables  1 ,  2 , and  3 ).

     We have designed primers using the FastPCR software [ 37 ] or 
Java Web tools [ 38 ]. Occasionally, not all primers (those derived 
from retrotransposons or SSR primers) will work in the PCR. The 
genome may contain too few retrotransposon or microsatellite tar-
get sites, or they may be too dispersed for the generation of PCR 

   Table 2  
  Retrotransposon LTR primers   

 Name  Sequence  TE, source   T  m  (°C) a   Optimal annealing  T  a  (°C) 

 560   TTGCCTCTAGGGCATATTTCCAACA    Wis2 , LTR  58.2  58–65 
 554   CCAACTAGAGGCTTGCTAGGGAC   58.8  60–68 
 2105   ACTCCATAGATGGATCTTGGTGA   54.9  55–61 
 2106   TAATTTCTGCAACGTTCCCCAACA   57.3  58–65 

 2107   AGCATGATGCAAAATGGACGTATCA    Wilma , LTR  57.2  58–65 
 833   TGATCCCCTACACTTGTGGGTCA   59.5  60–68 
 2108   AGAGCCTTCTGCTCCTCGTTGGGT   64.2  64–72 
 516   TCCTCGTTGGGATCGACACTCC   60.5  60–68 

 2109   TACCCCTACTTTAGTACACCGACA    Daniela , LTR  56.3  57–62 
 2110   TCGCTGCGACTGCCCGTGCACA   67.8  68–72 
 2111   CAGGAGTAGGGTTTTACGCATCC   57.2  58–65 
 2112   TGCTGCGACTGCCCGTGCACA   66.5  66–72 
 2113   TACGCATCCGTGCGGCCCGAAC   66.5  66–72 

 2114   GGACACCCCCTAATCCAGGACTCC    Fatima , LTR  62.4  62–68 
 2115   CAAGCTTGCCTTCCACGCCAAG   61.6  62–67 
 2116   CGAACCTGGGTAAAACTTCGTGTC   57.9  58–64 
 2117   AGATCCGCCGGTTTTGACACCGACA   64.1  64–72 

 728   TGTCACGTCCAAGATGCGACTCTATC    Sabrina , LTR  59.8  60–66 
 2118   GTAGATAATATAGCATGGAGCAATC   50.8  55–61 
 2119   AGCCACTAGTGAAACCTATGG   54.4  55–63 
 2120   GTGACCTCGAAGGGATTGACAACC   59.5  60–65 
 2121   ACTGGATTGATACCTTGGTTCTCAA   55.8  55–62 
 2122   AGGGAAATACTTACGCTACTCTGC   56.3  57–64 

 432   GATAGGGTCGCATCTTGGGCGTGAC    Sukkula , LTR  63.0  63–68 
 480   GGAACGTCGGCATCGGGCTG   63.3  63–68 
 1319   TGTGACAGCCCGATGCCGACGTTCC   66.8  66–72 

 2123   GGAAAAGTAGATACGACGGAGACGT    Wham , LTR  57.8  58–63 
 483   TCTGCTGAAAACAACGTCAGTCC   57.8  58–63 
 1623   TGCGATCCCCTATACTTGTGGGT   60.1  60–65 

 552   CGATGTGTTACAGGCTGGATTCC    Bagy1 , LTR  57.7  58–64 

 1369   TGCCTCTAGGGCATATTTCCAACAC    BARE1 , LTR  59.0  60–65 

   a Oligonucleotide concentration is 200 nM  
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   Table 3  
  PBS 18-mer primers   

 Name  Sequence   T  m  (°C) a   Optimal annealing  T  a  (°C) 

 2217   ACTTGGATGTCGATACCA   52.5  51.4 

 2218   CTCCAGCTCCGATTACCA   56.1  51.0 

 2219   GAACTTATGCCGATACCA   51.5  53.0 

 2220   ACCTGGCTCATGATGCCA   59.0  57.0 

 2221   ACCTAGCTCACGATGCCA   58.0  56.9 

 2222   ACTTGGATGCCGATACCA   55.7  53.0 

 2224   ATCCTGGCAATGGAACCA   56.6  55.4 

 2225   AGCATAGCTTTGATACCA   50.5  55.0 

 2226   CGGTGACCTTTGATACCA   54.2  53.1 

 2228   CATTGGCTCTTGATACCA   51.9  54.0 

 2229   CGACCTGTTCTGATACCA   53.5  52.5 

 2230   TCTAGGCGTCTGATACCA   54.0  52.9 

 2231   ACTTGGATGCTGATACCA   52.9  52.0 

 2232   AGAGAGGCTCGGATACCA   56.6  55.4 

 2237   CCCCTACCTGGCGTGCCA   65.0  55.0 

 2238   ACCTAGCTCATGATGCCA   55.5  56.0 

 2239   ACCTAGGCTCGGATGCCA   60.4  55.0 

 2240   AACCTGGCTCAGATGCCA   58.9  55.0 

 2241   ACCTAGCTCATCATGCCA   55.5  55.0 

 2242   GCCCCATGGTGGGCGCCA   69.2  57.0 

 2243   AGTCAGGCTCTGTTACCA   54.9  53.8 

 2244   GGAAGGCTCTGATTACCA   53.7  49.0 

 2245   GAGGTGGCTCTTATACCA   53.1  50.0 

 2246   ACTAGGCTCTGTATACCA   50.9  49.0 

 2249   AACCGACCTCTGATACCA   54.7  51.0 

 2251   GAACAGGCGATGATACCA   54.3  53.2 

 2252   TCATGGCTCATGATACCA   52.7  51.6 

 2253   TCGAGGCTCTAGATACCA   53.4  51.0 

 2255   GCGTGTGCTCTCATACCA   57.1  50.0 

 2256   GACCTAGCTCTAATACCA   49.6  51.0 

 2257   CTCTCAATGAAAGCACCA   52.4  50.0 

(continued)
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products. Alternatively, sequence divergence in ancient retrotrans-
poson insertions or polymorphisms between heterologous primers 
and native elements may lead to poor amplifi cation. Some primers 
generate smears under all PCR conditions. Many sources can con-
tribute to this problem, ranging from primer structure to variability 
in the target site and competition from other target sites. Generally, 
it is more effi cient to design another primer than to try to identify 
the source of the problem. Furthermore, primers which produce a 
single, very strong band are not suitable for fi ngerprinting.  

  The quality of template DNA plays an important role in the quality 
of the resulting fi ngerprint. Standard DNA extraction methods are 
suffi cient to yield DNA of high quality from most samples. DNA 
should be free of polysaccharides, pigments, and secondary metabo-
lites. Some tissue materials contain much polysaccharides, pigments, 
oils, or polyphenols, which can reduce the effi ciency of PCR. 
Furthermore, contaminated DNAs will decline in PCR performance 
during prolonged (a month or more) periods of storage, due to 
chemical modifi cation ( see   Note 2 ). Such DNAs (e.g., from  Brassica  
spp.) should be extracted, for example, with methods involving gua-
nidine thiocyanate at weakly acidic pH (below pH 6), followed by 
hot chloroform DNA extraction. DNA templates should be diluted 
with 1× TE solution for the appropriate working concentration 
(5 ng/μL) and stored at 4 °C. High-quality DNA can be stored at 
4 °C for many years without showing any PCR inhibition or decrease 
in amplifi cation effi ciency for the longer bands.  

3.2  Template DNA

 Name  Sequence   T  m  (°C) a   Optimal annealing  T  a  (°C) 

 2295   AGAACGGCTCTGATACCA   55.0  60.0 

 2298   AGAAGAGCTCTGATACCA   51.6  60.0 

 2373   GAACTTGCTCCGATGCCA   57.9  51.0 

 2395   TCCCCAGCGGAGTCGCCA   66.0  52.8 

 2398   GAACCCTTGCCGATACCA   57.1  51.0 

 2399   AAACTGGCAACGGCGCCA   63.4  52.0 

 2400   CCCCTCCTTCTAGCGCCA   61.6  51.0 

 2401   AGTTAAGCTTTGATACCA   47.8  53.0 

 2402   TCTAAGCTCTTGATACCA   49.0  50.0 

 2415   CATCGTAGGTGGGCGCCA   62.5  61.0 

   a Oligonucleotide concentration is 1,000 nM  

Table 3 
(continued)
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   The method described below is for reactions with standard  Taq  poly-
merase or with proofreading Phire ®  Hot Start II DNA Polymerase. 
PCR products can be separated by  agarose gel electrophoresis or, if 
fl uorescent-labeled primers are used after  Tai I digestion of PCR frag-
ments, by sequencing gel systems instead. For separation on sequenc-
ing systems, fl uorescent, Cy5- or Cy3-labeled primers may be used; 
no special reaction conditions are needed.

    1.    The PCR can be set up at room temperature. Prepare a master 
mix for the appropriate number of samples. The DNA poly-
merase is the last component added to the PCR mixture. Mix 
well the master mix and centrifuge the tube. The reaction vol-
ume may vary from 10 to 25 μL; 10 μL is enough for running 
two gels. The fi nal primer concentration(s) in the reaction can 
vary from 200 to 400 nM for primers in combination. For a 
single PCR primer, use 400 nM for IRAP and 1,000 nM for 
iPBS amplifi cation. Although higher primer concentrations 
increase PCR effi ciency and the rapidity of DNA amplifi cation, 
they also produce over- amplifi ed products.   

   2.    Perform PCR with Phire ®  Hot Start II DNA Polymerase in a 
25 μL reaction mixture containing 25 ng DNA ( see   Note 3 ), 
1× Phire Reaction Buffer (containing 1.5 mM MgCl 2 ), 
0.2–1 μM primer(s), 200 μM dNTP, 0.2 μL Phire ®  Hot Start 
II DNA Polymerase.   

   3.    Alternative protocol for PCR with Taq polymerase: use a 
25 μL reaction mixture containing 25 ng DNA, 1× Taq PCR 
Buffer (   including 1.5 mM MgCl 2 ), 0.2–1 μM primer(s), 
200 μM dNTP, 0.2 μL (1 U) Taq DNA polymerase (5 U/μL).   

   4.    Centrifuge all tubes or the plate before starting amplifi cation.   
   5.       The PCR with Phire ®  Hot Start II DNA Polymerase (40 min) 

should consist of a 2 min initial denaturation step at 98 °C and 
30–32 cycles of 5–10 s at 98 °C, 30 s at 55–72 °C ( see   Note 4 ), 
and 30 s at 72 °C; complete with a 2 min fi nal extension at 
72 °C. The denaturation step in PCR needs to be as short as 
 possible. Usually 5 s at 98 °C is enough for most templates. For 
some templates requiring longer denaturation time, up to 10 s can 
be used, with the initial denaturation time extended up to 3 min.   

   6.    The standard PCR with Taq polymerase (70 min total) should 
consist of: a 3 min initial denaturation step at 95 °C; 30–32 
cycles of: 15 s at 95 °C, 30 s at 55–72 °C, and 60 s at 72 °C; a 
5 min a fi nal extension at 72 °C. PCR thermal conditions can 
be varied without large effects on the resulting band pattern.   

   7.    The time of the annealing step can vary from 30 to 60 s, and 
the annealing temperature depends on the melting tempera-
ture of the primer; it should be between 55 and 68 °C (60 °C 
is optimal for almost all primers and their combinations in 
IRAP and REMAP;  see   Note 5 ).   

   8.    PCRs can be stored at 4 °C overnight.    

3.3  Polymerase 
Chain Reaction

3.3.1  Protocol for IRAP, 
REMAP, and iPBS
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    Complete LTR retrotransposons can be identifi ed and extracted 
using long distance PCR with inverted LTR primers and running 
low numbers of PCR cycles [ 10 – 15 ] to select for abundant ele-
ments. The iPBS amplifi cation technique helps with cloning of 
LTR segments from genomic DNA or with database searches. 
After retrieving LTR sequences of a selected family of retrotrans-
posons, align them to identify the most conserved regions. The 
conserved segments of the LTR are used for design of inverted 
primers for long distance PCR, such as for cloning of whole ele-
ments ( see   Note 6 ). 

 Several primer pairs, oriented away from each other as for 
inverse PCR, are designed for each identifi ed element. Inverted 
primers of 25–30 nt with high  T  m  (>60 °C) need to be designed 
from the LTR. This allows annealing and polymerase extension in 
one step at 68–72 °C, thereby increasing the effi ciency of the 
amplifi cation of long fragments. The PCR product will be consist 
of complementary fragments of both LTRs and the central part of 
retroelement. To avoid formation of nonspecifi c PCR products 
and, assuming a high copy number for the retroelement of interest, 
the reaction is carried out with a low number of PCR cycles 
[ 10 – 15 ]. 

 The PCRs can be set up at room temperature.

    1.    The 100 μL reaction volume contains 1× Phusion™ HF buf-
fer, 100 ng DNA, 300 nM of each primer, 200 μM dNTP, 2 U 
Phusion™ High-Fidelity DNA Polymerase.   

   2.    The reaction cycle consists of a 1 min initial denaturation step 
at 98 °C; 10–15 cycles of 10 s at 98 °C, 4 min at 72 °C; a fi nal 
extension of 5 min at 72 °C.   

   3.    PCRs can be stored at 4 °C overnight.      

  For separation on sequencing systems, fl uorescent, Cy5- or Cy3- 
labeled primers need to be used. The PCR products are digested 
using restriction enzymes recognizing four nucleotides when they 
exceed the system resolution range (generally over 500 bp; Fig.  5 ). 
Such enzymes include  Alu I,  Csp6 I,  Msp I,  Tai I, and  Taq I.

     1.    Reactions are set up at room temperature. Prepare a 2× master 
mix for the appropriate number of samples to be amplifi ed.   

   2.    Perform PCR product digestion with  Tai I restriction enzyme 
in a 20 μL reaction mixture.   

   3.    To 10 μL PCR products (from IRAP, REMAP, or iPBS ampli-
fi cation), add 10 μL mix of 2× FastDigest ®  buffer with 1 μL of 
FastDigest ®   Tai I.   

   4.    Centrifuge all tubes or the plate before starting reaction. 
Incubate at 65 °C for 30 min.    

3.3.2  Long Distance 
Inverted PCR to Isolate 
Complete LTR 
Retrotransposons

3.3.3  Digestion of PCR 
Products with Restriction 
Endonucleases Without 
Prior Purifi cation
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     Add an equal volume of 2× loading buffer to the completed PCRs 
in tubes or plates and mix well. Collect the mixture by a short cen-
trifugation (by turning a benchtop microcentrifuge on and imme-
diately off again). Load the gels with a sample volume of 8–10 μL. 
The DNA concentration plays an important role in gel resolution. 
Overloaded lanes will result in poor resolution.  

      1.    Prepare 200 mL of 1.6 % (w/v) agarose containing 1× THE 
buffer in a 500 mL bottle. This volume is required for one gel 
with the dimensions 0.4 cm × 20 cm × 20 cm. Dissolve and melt 
the agarose in a microwave oven. The bottle should be closed, 
but the plastic cap must not be tightened! The agarose gel 
must be completely melted in the microwave and then allowed 
to slowly cool until its temperature drops to about 50–60 °C. 

3.4  Sample 
Preparation 
and Loading

3.5  Casting 
the Agarose Gel

  Fig. 5    Digestion of IRAP PCR products with restriction endonucleases. IRAP amplifi cation with  Sukkula  LTR 
primer (432) is shown ( A ) prior to digestion; ( TaqI ) digestion with  Taq I and ( TaiI ) with  Tai I enzymes. A 100 bp 
DNA ladder is present on the  left        
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At that point, if desired, add the ethidium bromide solution at 
a rate of 50 μL per 100 mL, to bring the fi nal concentration to 
0.5 μg per mL (alternatively the gel can be stained at the end of 
the run). Take care not to boil over the agarose. Add ethidium 
bromide only after removing the agarose from the microwave 
oven to minimize risks from boilover. The agarose gel must 
melt and dissolve properly. Small undissolved inclusions will 
severely hamper the quality of the results. Do not allow the gel 
to cool unevenly before casting, for example, by leaving it stand 
on the benchtop or in cool water. The best way to cool the 
agarose is by shaking it at 37 °C for 15 min. Careful casting of 
gels is critical to success. Small, undissolved agarose inclusions 
in the gels will result in bands with spiked smears.   

   2.    Pour the agarose into the gel tray (20 × 20 cm). Allow the 
agarose to solidify at room temperature for 1 h minimum. For 
optimal resolution, cast horizontal gels 3–4 mm thick. The 
volume of gel solution needed can be estimated by measuring 
the surface area of the casting chamber and then multiplying 
by gel thickness.   

   3.    Fill the chamber with 1× THE running buffer until the buffer 
reaches about 3–5 mm over the surface of the gel.      

  Select running conditions appropriate to the confi guration of your 
electrophoresis box. For a standard 20 × 20 cm gel, carry out 
 electrophoresis at a constant 80–100 V for 5–9 h (a total of 700–
900 Vh). Electrophoresis may cause the gels to deteriorate after sev-
eral hours; their temperature should not be allowed to exceed 30 °C, 
above which electrophoretic resolution will be impaired. Still better 
results are obtained with a slower run. We routinely use 90 V for 7 h 
or overnight at 50 V for 14 h (700 Vh). As the end of the run 
approaches, it is helpful to check the run with a UV transilluminator. 
For samples with many or large (>500 bp) bands, perform the gel 
electrophoresis at a constant voltage of 50 V overnight (17 h).  

  A high-quality gel scanner with good sensitivity and resolution is 
also very important. Older video systems, which may be suitable 
for checking the success of restriction digests, cloning reactions, or 
simple PCRs, are not suitable for analysis of complex banding pat-
terns. DNA can be visualized directly by casting ethidium bromide 
into gel as described above or by incubating in an ethidium bro-
mide solution of equivalent strength following electrophoresis. 
The gels are scanned    on an FLA-5100 imaging system (Fuji Photo 
Film GmbH., Germany) or equivalent scanner with a resolution of 
50–100 μm, or on a digital gel electrophoresis scanner for detec-
tion of ethidium bromide-stained nucleic acids by fl uorescence 
using a second-harmonic-generation (SHG) green laser, 532 nm, 
or by SYBR Green (Molecular Probes), GelGreen (Biotium), 
GelStar (Lonza), using a SHG blue laser, 473 nm.  

3.6  Gel 
Electrophoresis

3.7  DNA 
Visualization
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  This protocol is for T/A-end cloning of blunt-ended DNA frag-
ments that are amplifi ed with a proofreading DNA polymerase 
( Phusion ™,  Phire  ®  II, and  Pfu  DNA polymerases). When the PCR 
mixture contains more than one band of amplifi ed DNA, purify 
the target fragment by electrophoresis in an agarose gel with SYBR 
Green I stained DNA. If not purifi ed by gel electrophoresis, PCR- 
amplifi ed DNA should be prepared for ligation by purifi cation with 
a QIAEX II Gel Extraction Kit.

    1.    Non-templated 3′ adenosine is added to the blunt-end PCR 
fragments by adding 5 U of Taq polymerase per 100 μl reac-
tion volume and 1 μM dATP (a fi nal concentration) directly to 
PCR mix that is amplifi ed with proofreading DNA polymerase 
and incubating for 30 min at 72 °C.   

   2.    Mix the samples of DNA with 10× loading buffer and 50× 
SYBR Green I solution to 1× fi nal concentrations; load them 
into the slots of the gel. Electrophoresis is performed with 1 % 
agarose gel in 1× THE buffer and at a constant voltage of 
70 V, about 3 h or longer.   

   3.    Following agarose gel electrophoresis, purify the band. Under 
a Dark Reader, use a sharp scalpel or razor blade to cut out a 
slice of agarose containing the band of interest and transfer it 
to a clean, disposable plastic tube.   

   4.    After gel extraction with QIAEX II Gel Extraction Kit, PCR 
fragments are with TOPO ®  TA Cloning ®  Kit.    

4       Notes 

     1.    Most enzymes are supplied with their own recommended buf-
fer; these buffers are often suitable for other thermostable 
polymerases as well. The concentration of MgCl 2  (MgSO 4 ) 
can be varied from 1.5 to 3 mM without infl uencing the fi n-
gerprinting results. A higher MgCl 2  concentration can increase 
the PCR effi ciency and allow reduction in the number of PCR 
cycles from 30 to 28 and also help in PCRs containing some-
what impure DNA. Additional components such as (listed at 
their fi nal concentration in the reaction buffer) 5 % acetamide, 
0.5 M betaine ( N , N , N -trimethylglycine), 3–5 % DMSO, 
5–10 % glycerol, 5 % PEG 8000, and 5–20 mM TMA 
(Tetramethylammonium chloride) can increase the PCR effi -
ciency for multiple templates and PCR products [ 39 ].   

   2.    The DNA quality is very important, as it is for most PCR-
based methods. DNA purifi cation with a spin-column con-
taining a silica-gel membrane is not a guarantee of high DNA 
quality for all plant samples or tissues. One sign of DNA con-
tamination is that, after some period of time (a month or 
more) in storage, only short bands can be amplifi ed.   

3.8  Cloning PCR 
Fragment
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   3.    The amount of DNA template should be about 1 ng DNA per 
1 μL of PCR volume. Much higher DNA concentrations will 
produce smears between the bands, which is a sign of 
over-amplifi cation.   

   4.    The result from primer  T  m  calculation can vary signifi cantly 
depending on the method used. We have provided a system 
for  T  m  calculation and corresponding instructions on the web-
site   http://primerdigital.com/tools/     to determinate the  T  m  
values of primers and optional annealing temperature. If using 
a two- step PCR protocol, where both annealing and extension 
occur in a single step at 68–72 °C, the primers should be 
designed accordingly. If necessary, use a temperature gradient 
to fi nd the optimal temperature for each template-primer pair 
combination.   

   5.    The optimal annealing temperature ( T  a ) is the range of tem-
peratures where effi ciency of PCR amplifi cation is maximal 
without nonspecifi c products. Primers with high  T  m s (>60 °C) 
can be used in PCRs with a wide  T  a  range compared to primers 
with low  T  m s (<50 °C). The optimal annealing temperature 
for PCR is calculated directly as the value for the primer with 
the lowest  T  m  ( T  m  min ) plus the natural logarithm of fragment 
size  T  a  =  T  m  min  + ln( L ), where  L  is length of PCR fragment [ 38 ].   

   6.    Development of a new marker system for an organism in which 
retrotransposons have not been previously described generally 
takes about 1 month. The availability of heterologous and con-
served primers as well as experience in primer design, sequence 
analysis, and testing speeds up the development cycle. Routine 
analysis of samples with optimized primers and reactions may 
be carried out thereafter. Retrotransposons have several advan-
tages as molecular markers. Their abundance and dispersion 
can yield many marker bands, the pattern possessing a high 
degree of polymorphism due to transpositional activity. The 
LTR termini are highly conserved even between families, yet 
longer primers can be tailored to specifi c families. Unlike DNA 
transposons, the new copies are inserted but not removed. 
Even intra- element recombination resulting in the conversion 
of a full- length element to a solo LTR does not affect its per-
formance in IRAP or REMAP. Retrotransposon families may 
vary in their insertional activity, allowing the matching of the 
family used for marker generation to the phylogenetic depth 
required. The primers for different retrotransposons and SSRs 
can be combined in many ways to increase the number of poly-
morphic bands to be scored. Furthermore, the length and con-
servation of primers to the LTRs facilitate cloning of interesting 
marker bands and the development of new retrotransposons 
for markers. The IRAP and REMAP fi ngerprinting patterns 
can be used in a variety of applications, including measurement 
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of genetic diversity and population structure [ 17 ,  40 – 43 ], 
determination of essential derivation, marker-assisted selection, 
and recombinational mapping [ 3 ,  44 ]. In addition, the method 
can be used to fi ngerprint large genomic clones (e.g., BACs) 
for the purpose of assembly. The method can be extended, as 
well, to other prevalent repetitive genomic elements such as 
MITEs. Although SSAP is somewhat more general than IRAP 
or REMAP, requiring only a restriction site near the outer fl ank 
of a retroelement, its requirement for two additional enzymatic 
steps introduces the possibility of artifacts from DNA impuri-
ties, methylation, and incomplete digestion or ligation. 
Furthermore, SSAP generally requires selective nucleotides on 
the 3′ ends of the retrotransposon primers in order to reduce 
the number of amplifi cation products and increase their yield 
and resolvability. As for IRAP and REMAP, the resulting sub-
sets of amplifi able products are not additive [ 18 ]. The strength 
of all these methods is that the degree of phylogenetic resolu-
tion obtained depends on the history of activity of the particu-
lar retrotransposon family being used. Hence, it is possible to 
analyze both ancient evolutionary events such as speciation and 
the relationships and similarities of recently derived breeding 
lines. The IRAP and REMAP can be generalized, furthermore, 
to other transposable element systems, such as to MITEs, and 
to other organisms. For example, the SINE element  Alu  of 
humans has been used in a method called  Alu -PCR in a way 
similar to IRAP and REMAP [ 7 ,  45 ,  46 ].         
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    Chapter 13   

 Phylogenetic Reconstruction Methods: An Overview 

           Alexandre     De     Bruyn     ,     Darren     P.     Martin    , and     Pierre     Lefeuvre   

    Abstract 

   Initially designed to infer evolutionary relationships based on morphological and physiological characters, 
phylogenetic reconstruction methods have greatly benefi ted from recent developments in molecular biol-
ogy and sequencing technologies with a number of powerful methods having been developed specifi cally 
to infer phylogenies from macromolecular data. This chapter, while presenting an overview of basic con-
cepts and methods used in phylogenetic reconstruction, is primarily intended as a simplifi ed step-by-step 
guide to the construction of phylogenetic trees from nucleotide sequences using fairly up-to-date maxi-
mum likelihood methods implemented in freely available computer programs. While the analysis of chlo-
roplast sequences from various  Vanilla  species is used as an illustrative example, the techniques covered 
here are relevant to the comparative analysis of homologous sequences datasets sampled from any group 
of organisms.  

  Key words     Phylogeny  ,   DNA sequence  ,   Alignment  ,   Phylogenetic tree  ,   Maximum likelihood  

1      Introduction 

 Invented by Haeckel in 1866, and derived from the concept of 
genealogy, the term “phylogeny” describes the relationships between 
entities (such as species, genes, or genomes) [ 1 ] in such a way as to 
refl ect their evolutionary histories. Given the assumption that mea-
surable similarities between organisms are suggestive of their com-
mon evolutionary history, by comparing analogous features of 
contemporary or fossil organisms (such as beak sizes or the amino 
acid sequences of some specifi c gene), phylogeneticists try to infer 
the pathways of evolutionary change that yielded these features. 

 The patterns of relationship and evolutionary pathways that 
are revealed by phylogenetic analyses are most commonly depicted 
in the form of phylogenetic trees, the branching patterns and 
branch lengths of which graphically describe the relative related-
ness of the different species, individuals, genes, or other entities of 
interest (often called operational taxonomic units or OTUs) that 
were used to construct the trees (Fig.  1 ).
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    For many years, phylogenetic trees were constructed based on 
 comparisons among individuals of morphological and physiological 
characters such as skull morphologies in primates [ 2 ] or self- 
incompatibility in plants [ 3 ]. Recent advances in molecular biology 
and sequencing technologies have created an exponentially increas-
ing volume of DNA and protein sequence data. Since such macro-
molecular data can be interpreted as a linear string of multistate 
characters (with four possible states for DNA sequences and 20 pos-
sible states for amino acids sequences), their use in phylogeny recon-
struction is extremely straightforward. Almost since the moment 
such data fi rst became available, it was clearly evident that there 
existed a “molecular clock” such that differences in homologous 
nucleotide or protein sequences should be good indicators of their 
relatedness [ 4 ,  5 ]. Furthermore, it was soon realized that the almost 
universality of the genetic code enabled the use of nucleotide and 
amino acid sequences to infer phylogenetic relationships even among 
organisms that were so distantly related that they shared no discern-
ible common morphological or physiological characters. Finally, the 
mutational processes underlying nucleotide and amino acid sequence 
evolution are far more amenable to detailed fully probabilistic math-
ematical modelling than are the gross changes that occur during the 
evolution of morphological or physiological characters [ 6 ].  

  The starting material for constructing any phylogenetic tree from 
nucleotide or amino acid sequence data is the gathering of sets of 
evolutionarily related, or homologous, sequences. However, before 
using these sequences to construct a phylogenetic tree, it is impor-
tant to ensure that each nucleotide or amino acid in each sequence 
is compared only with the corresponding homologous nucleotides 
or amino acids in the other sequences. This preliminary task is per-
formed by aligning the sequences to one another, to obtain a 

1.1  Use 
of Macromolecular 
Data in Phylogenetic 
Reconstruction

1.2  Main Methods 
Used in Phylogenetic 
Reconstruction

  Fig. 1    ( a ) Alignment of four sequences S1, S2, S3 and S4, different shades of  grey  representing polymorphic 
sites. ( b ) and ( c ), respectively, rooted and unrooted tree of the four sequences presented in the alignment, 
scale bar corresponding to number of substitutions per site       
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discrete character matrix called an alignment (see an example in 
Fig.  1a ), within which each row represents one of the sequences 
and each column a set of homologous nucleotides or amino acids. 
This step will be described in more detail later, but it should be 
borne in mind that it is one of the trickiest parts of the whole phy-
logenetic reconstruction process. 

 Numerous methods have been developed to infer phylogenetic 
trees from multiple sequence alignments. Whereas some, called char-
acter-based methods, directly use the individual columns of aligned 
nucleotides or amino acids, others, called distance-based methods, 
use measures of the overall differences between all pairs of sequences 
in the alignment (represented as a matrix of pairwise genetic dis-
tances). Also, whereas some methods are limited to accommodate 
only the simplest models of evolution, others offer the capacity to 
explicitly model various different aspects of the evolutionary process. 

 Crucially, each method has its own good and bad points, and 
the choice of one method over another for any particular analysis 
tends to depend primarily on a compromise between the desired 
complexity or accuracy of the analysis and the amount of time it 
will take to run. Nevertheless, with the numerous computational 
optimizations that have been made to modern phylogenetic recon-
struction algorithms and the speed of today’s computers, even the 
various “slow-but-accurate” methods are applicable to most datas-
ets. Applying one such tree construction method, called maximum 
likelihood (ML), will be the primary focus of the practical compo-
nent of this chapter. 

  Distance-based methods rely on the calculation of genetic distances 
between each pair of sequences in a dataset with phylogenetic trees 
being constructed from the resulting distance matrix using a clus-
tering algorithm [ 7 ]. The simplest distance measure, the “p-dis-
tance” (also called the Hamming distance), corresponds to the 
proportion of different sites between each pair of taxa. This value 
is an underestimation of the true evolutionary distance, since the 
possibility that multiple unseen mutations may have occurred at 
individual sites is not taken into consideration. Since phylogenetic 
analyses are concerned primarily with the inference of evolutionary 
relationships, it is desirable to, in most cases, calculate evolutionary 
distances rather than simply p-distances. This can be achieved using 
an explicit model of evolution that corrects the p-distance. 

 Given a matrix of evolutionary distances, a tree can then be 
obtained using the unweighted pair grouping with arithmetic 
mean (UPGMA; [ 8 ]), least squares (LS, also called minimum evo-
lution [ 9 ]), neighbor-joining (NJ [ 10 ]), or BIONJ [ 11 ] methods. 
The primary advantage of such distance-based methods is their 
computational speed. These methods are therefore ideally suited to 
the initial exploration of evolutionary relationships between sequences 
in a dataset. Many of these methods also directly help speed up 

1.2.1  Distance-Based 
Methods

Phylogenetic Methods
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slower but more accurate character-based tree  construction 
 methods by directing these methods to preferably search for highly 
likely phylogenetic trees that resemble distance-based trees. 

 Despite their obvious utility, distance-based methods tend to 
disregard much of the potentially evolutionarily informative infor-
mation within an alignment by compressing it into sets of pairwise 
evolutionary distances [ 1 ,  12 ]. Indeed, all information provided by 
the distribution of the character states, or relationships between 
particular characters and the tree, are lost in the process of pairwise- 
distance calculations [ 13 ].  

  While distance-based methods compress phylogenetic information 
within a set of sequences into a pairwise-distance matrix, character- 
based methods take advantage of all the information available in 
sequences at each homologous site. The most widely used meth-
ods are the maximum parsimony (MP; [ 14 ,  15 ]) and maximum 
likelihood (ML; [ 16 ,  17 ]) methods. Whereas the maximum parsi-
mony methods generally implicitly assume a very simple model of 
evolution (usually one where all possible nucleotide substitutions 
are equally probable), the primary appeal of maximum likelihood 
methods is that they are probabilistic and enable the application of 
a wide variety of explicit evolutionary models. 

  The MP method was, until recently, one of the most widely used for 
phylogenetic inference. Initially developed for the analysis of mor-
phological traits, its main underlying idea can be best summed up by 
the principle    of Ockham’s razor, which states that when several 
hypotheses with different degrees of complexity are proposed to 
explain the same phenomenon, one should choose the simplest 
hypothesis. Framed in a phylogenetic context, this principle pro-
poses that the most believable or parsimonious phylogenetic tree will 
be the tree that invokes the smallest number of evolutionary changes 
during the divergence of the sequences it represents [ 18 – 20 ]. 

 A major issue encountered when inferring the most parsimoni-
ous tree for a given set of nucleotide sequences is that there will fre-
quently be multiple equally parsimonious trees. In such cases, it is 
often desirable to produce a strict consensus tree which includes only 
the topological features that are found in every tree. In a strict con-
sensus tree, it is assumed that unresolved features of the tree topol-
ogy represent relationships that cannot be resolved due to the studied 
sequences containing too few phylogenetically informative sites. 

 Another option when multiple equally parsimonious trees exist 
is to produce a majority-rule consensus tree which includes only 
the topological features that are present in at least half of the trees. 
In many cases, however, such majority-rule consensus trees can 
have topologies that contradict some of the equally parsimonious 
trees which should, in fact, be considered just as plausible as the 
consensus tree [ 21 ].  

1.2.2  Character-Based 
Methods

 The Maximum 
Parsimony Method
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  Maximum likelihood (ML) is a statistical concept popularized by 
Fischer in the early 1900s [ 22 ] that has been widely used in many 
areas of biology such as population genetics and ecological model-
ling, and which was fi rst applied to the fi eld of phylogenetics by 
Joseph Felsenstein in 1973 [ 23 ]. The basic concept of likelihood is 
relatively simple to comprehend: given some data D (in our case, 
nucleotide or amino acid sequences), under a model of evolution, 
M (which is explicitly defi ned and describes the mutation process 
from one base to another), the likelihood of a set of parameters,  θ  
(tree topology, tree branch lengths, substitution model parameters), 
corresponds to the probability of obtaining D under the model M 
with parameters  θ . The maximum likelihood estimates of the 
 parameter values included in  θ  correspond to the set of values that 
maximize this probability. If the principle is easily understandable, 
the calculation of the likelihood function can be mathematically 
complex, and this method can be very computationally expensive. 

 Although the actual calculation of the likelihood of a particular 
tree topology and a defi ned set of parameter values can be quite rap-
idly computed, fi nding the set of parameters, including the tree 
branching orders and branch lengths, for which the likelihood is max-
imized, is much more computationally daunting due to the incredibly 
large numbers of trees that must be evaluated even for datasets 
 containing only modest numbers of sequences (e.g., 15 or more). 

 For this reason, various computational tricks have been devised 
to cut down on the numbers of trees that need to be evaluated to 
fi nd the one with the maximum likelihood [ 24 ]. Unlike exhaustive 
search methods, which evaluate all possible phylogenetic trees, so- 
called exact tree searching methods such as the branch-and-bound 
method [ 25 ] reduce the number of trees that must be evaluated 
while still guaranteeing that the best tree will be found. However, 
even exact methods like branch-and-bound are too slow to evalu-
ate datasets with more than a modest number of sequences. 

 For large datasets, it is usually necessary to use so-called 
approximate tree searching methods which, while guaranteeing to 
fi nd trees with high likelihoods, will not always fi nd the tree with 
the maximum likelihood [ 26 ]. The most commonly used approxi-
mate tree searching methods involve tree rearrangement 
approaches such as nearest-neighbor interchange (NNI) and sub-
tree pruning and regrafting (SPR) [ 27 ]. These tree rearrangement 
approaches involve modifi cations of local branching patterns 
within small subsections of the tree while leaving the rest of the 
tree untouched and then testing the new tree to determine whether 
the rearrangements yield a tree with an improved likelihood. If the 
new tree has a better likelihood than the original, it is selected for 
a new round of rearrangements. The process continues until fur-
ther rearrangements fail to improve the likelihood. The main fail-
ing of approximate tree searching methods like NNI and SPR is 
that just because simple branch rearrangements fail to yield trees 

 The Maximum 
Likelihood Method
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with improved likelihoods, it does not mean that more complex 
tree  rearrangements will not. In many cases, the only pathway to 
the maximum  likelihood tree will involve multiple simultaneous 
tree rearrangements. Nevertheless, despite the tendency of approx-
imate tree searching methods to become entrapped on local likeli-
hood peaks [ 26 ], they will generally very rapidly yield trees with 
likelihoods close to the maximum.    

  Sequence-based phylogenetic reconstructions can be divided into 
fi ve main steps: (1) choosing a genome region to study, (2) identi-
fying and retrieving sets of homologous sequences from the same 
genome region of related individuals, (3) aligning homologous 
nucleotide/amino acid sites within these sequences, (4) construct-
ing a phylogenetic tree, and (5) visualizing the tree. Although one 
might assume that the fourth step is the most complex, it is very 
important to realize that to produce a meaningful tree, none of 
these steps should be neglected. 

 Here we describe a robust up-to-date protocol for construct-
ing phylogenetic trees using what is today the most popular avail-
able maximum likelihood tree construction software. This chapter 
is aimed at phylogenetics newbies, and readers interested in a more 
detailed dissection of the phylogenetic tree construction process 
are encouraged to consult some of the many excellent reviews and 
books on advanced tree construction methodologies [ 13 ,  24 ,  28 , 
 29 ]. We will illustrate the step-by-step construction of a phyloge-
netic tree using chloroplast  rbc L sequences sampled from various 
species of vanilla plants (refer to Chapter   5     on sampling and 
sequencing protocols).   

2    Materials 

     1.    Windows, Mac OS X 10 3+, or Linux Operating System.   
   2.    MEGA5 (  http://www.megasoftware.net/    ) [ 30 ].   
   3.    jModelTest2 (  http://code.google.com/p/jmodeltest2/    ) [ 31 ].   
   4.    PhyML3 (   http://www.atgc-montpellier.fr/phyml/binaries.

php        ) [ 32 ].   
   5.    FigTree (  http://tree.bio.ed.ac.uk/software/fi gtree/    ) [ 33 ].   
   6.    Internet connection and an internet browser.   
   7.    Example fi les located at   http://phylorec.blogspot.com/    .      

3    Methods 

  The aim of phylogenetic tree construction is to determine as accu-
rately as possible the evolutionary relationships between groups of 
organisms. As different sequence datasets can be built to answer 

1.3  Step-by-Step 
Construction of 
Phylogenetic Trees

3.1  Obtaining a 
Sequence Dataset
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different kinds of question (e.g., do humans and chimpanzees have 
a more recent common ancestor than either have with gorillas?) or 
challenge different hypotheses (e.g., chimpanzees are the nearest 
extant primate relative of humans), before beginning a phylogeny 
reconstruction, it is important to properly think about the specifi c 
biological question (if any) that is being addressed. At this point, it 
is also crucial to realize that assembling an appropriate sequence 
dataset and producing an alignment are the most diffi cult and 
important part of almost all phylogenetic analyses. If an inappro-
priate set of sequences is selected (e.g., a set of human and primate 
sequences where chimpanzee and gorilla sequences are left out) or 
the alignment produced is of low quality (e.g., if a misalignment 
error makes it seem that humans are a divergent outlier among the 
primates), further analysis with the resulting phylogenetic tree 
could be extremely misleading [ 34 ]. Assuming a new DNA 
sequence was obtained from a newly sampled individual belonging 
to a particular species, it could be useful to gather sequences 
belonging to the same or related species from a database. The 
National Center for Biotechnology Information (NCBI) database 
and GenBank [ 35 ], along with the EMBL Nucleotide Sequence 
Database, EMBL-Bank [ 36 ], and the DNA Database of Japan 
(DDBJ) [ 37 ], host billions of DNA and protein sequence records. 
Each sequence record is associated with information such as the 
organism from which the sequence was derived, the author of the 
sequence, the scientifi c publications analyzing the sequence, its 
sampling date and place, and many other pieces of information. 
Importantly, each sequence is also associated with a set of unique 
identifi cation numbers, the most important of which is called its 
accession number. With an accession number in hand, it is very 
straightforward to retrieve any previously determined and depos-
ited nucleotide or amino acid sequence. 

 For the purpose of reconstructing the vanilla phylogeny, we 
generated a fake partial  rbc L sequence that we will imagine has 
been obtained using two pairs of PCR primers that amplify two 
overlapping fragments ( see  ref.  38  for a detailed protocol), and we 
will use the NCBI database to retrieve homologues of this sequence. 
Two complementary approaches can be used to query this data-
base and gather the sequence dataset. The fi rst relies on the use of 
the NCBI basic local alignment search tool (BLAST) (  http://
blast.ncbi.nlm.nih.gov/Blast.cgi    ; [ 39 ]). BLAST allows one to fi nd 
a set of sequences with some degree of similarity with a query 
sequence. This approach is really valuable when no knowledge of 
the studied sequence is available. BLAST matches are sorted by a 
“similarity score” ( S  value) and approximate probabilities ( E  val-
ues) of the identifi ed similar sequences not being related by evolu-
tionary descent (i.e., that they are similar by chance alone). The 
selection of homologous sequences is often based upon an  S  value 
threshold. This common approach consists of taking two sequences 
to be homologous only if their level of similarity is high enough 
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over a large enough proportion of the total query sequence length. 
Fixing a high level of similarity will also limit our search to sequences 
from more closely related organisms. 

 To perform the BLAST with our query sequence, open the 
NCBI BLAST page on a web browser and select the appropriate 
BLAST search, here “nucleotide BLAST” in the “basic BLAST” 
section. Then   , copy or upload the query sequence in the “Enter 
Query Sequence” frame, select “others” in the database “choose 
search set” section, and then click on the BLAST button (Fig.  2a ). 
The BLAST results will automatically appear (Fig.  2b ), presenting 
the best sequence hits. An inspection of the hits informs us that, as 
expected, our query is highly related with  Vanilla rbc L sequences 
with more than 99 % identity over 100 % of the query length, the 
fi rst hit corresponding to a partial  rbc L sequence of  Vanilla afri-
cana . Once the BLAST search is performed, it is possible to down-
load the hit sequences by ticking the appropriate box and clicking 
the “get selected sequence” button.

  Fig. 2    Screenshots of BLAST with ( a ) search settings and ( b ) results pages       
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   An alternative approach to obtaining sequences that could 
eventually be used to construct a  Vanilla  rbcL phylogenetic tree is 
to use the Taxonomy Browser database (  http://www.ncbi.nlm.
nih.gov/Taxonomy/taxonomyhome.html    ). Typing “vanilla” in 
the search box will present a classifi cation scheme of the results. 
A further click on the appropriate link (here the “Vanilla” link at 
the root of the tree diagram) will load a new page presenting all the 
records for this taxon (Fig.  3a ). On the right side of the results 
page, we select “nucleotide.” Note that doing so just restricts the 
search to the database with the additional query term 
“txid51238[Organism:exp],” the taxonomy identifi cation 
“txid51238” being a specifi c identifi cation code for the genus 
 Vanilla . As we are only interested in  rbc L sequences, we can simply 
add to the current query the term “AND rbcL[title]” to restrict 
our search to this specifi c gene. Beware that without providing the 
“[title]” designator in conjunction with the “rbcL” term, the 
search will return any sequence entry with the consecutive letters 
r-b-c and -l present in any of the sequence record fi elds (many of 
which will not be  rbc L genes records). Note that [Organism] and 
[title] are two of the many “Entrez query” terms that can be used 

  Fig. 3    ( a ) The  Vanilla  genus web page from the Taxonomy Browser Database (NCBI) and ( b ) corresponding 
nucleotide sequence search results       
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to fi lter results according to sequence record fi le fi elds (such as 
deposition date and country of origin) or sequence characteristics 
(such as length). A total of 58 appropriate  rbc L sequences are avail-
able for download simply by clicking the “Send to” button and 
choosing “fi le” (Fig.  3b ). It is highly recommended that the 
sequences be downloaded in FASTA format. Among the large vari-
ety of alignment formats, the FASTA format is among the simplest 
and most widely usable by sequence analysis software. Adding or 
removing a sequence entry from a FASTA fi le can be performed in 
a simple text editor by pasting in, or deleting, the name and lines 
of sequence for that entry (see an example of the FASTA fi le for-
mat with example fi les and in Fig.  4a ).

    A further consideration when assembling a dataset is whether 
a rooted phylogenetic tree is desired. Specifi cally, a phylogenetic 
tree can be either rooted or unrooted. Whereas in a rooted tree it 
is clear which direction sequences are evolving in (usually repre-
sented in a left-to-right orientation with the left-most node repre-
senting the most recent common ancestor of all the sequences in 
the tree; Fig.  1b ), in an unrooted tree, the direction of  evolution is 
unspecifi ed (Fig.  1c ) [ 21 ]. It is usually desirable to root phyloge-
netic trees, and for this reason, different rooting methods have 
been devised. The most common and generally reliable of these is 
the outlier rooting method. With this method, an “outlier 
sequence” is selected that (1) must be homologous to the sequences 
in the dataset of interest and (2) must be from an organism that is 
less closely related to the sequences in the dataset than any of these 
sequences are to one another, and (3) of all the sequences not 
included in the dataset, the outlier should be as closely related to 
the sequences in the dataset as possible [ 40 ]. For the purposes of 
our example analysis, we have chosen the  Pseudovanilla ponapensis  
partial  rbc L sequence (accession number AY381131) as an outlier 
because it meets all of these criteria. 

  Fig. 4    Examples of ( a ) FASTA and ( b ) PHYLIP formats of multiple sequence alignments containing four 
sequences       
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 All the sequences (the  Vanilla rbc L sequences, the  Pseudovanilla 
rbc L outlier, and the sequence we are attempting to place phyloge-
netically) have to be pasted into the same FASTA fi le. Note that 
the sequences in the FASTA fi le downloaded from NCBI each 
have a very long name that includes a description of the sequence. 
For convenience, we have used a standard text editor to crop the 
names to include only the accession number (the “gb fi eld” in the 
sequence name; fi nal FASTA fi le available with example fi les).  

  Multiple sequence alignment involves lining up the homologous 
sites of homologous nucleotide or amino acid sequences. Specifi cally, 
a sequence alignment is essentially a table, or matrix, of data within 
which each sequence is assigned a separate row in the matrix, with 
homologous nucleotide or amino acid positions in different 
sequences lined up into columns. When the alignment is used to 
construct a phylogenetic tree, the residues in each particular column 
are assumed to be different states of a homologous trait derived by 
mutation from common residue in an ancestral sequence (Fig.  1a ). 

 Whereas modern multiple sequence alignment algorithms are 
fast enough to align a fairly large set of sequences (relative to the 
kind of analysis we describe in this chapter), it can be an extremely 
diffi cult and a time-consuming task to refi ne the alignments that 
these algorithms yield. Whereas alignment is trivial when the 
degree of diversity between the sequences being analyzed is low (as 
is the case with our  Vanilla rbc L dataset), it gets considerably more 
complex as sequences get more divergent. It is very important to 
realize that none of the frequently used alignment programs is 
capable of consistently producing perfect alignments even for 
moderately divergent sequences. Therefore, for both easy and 
more complex alignments, it is always important to check by eye 
for obviously misaligned nucleotides and shift these back into 
alignment by adding and removing alignment gaps. 

 The MEGA5 [ 30 ] computer program implements one of the 
best free multiple sequence alignment editors, and it is the one that 
we will use here. It allows the use of two distinct automatic align-
ment methods, ClustalW [ 41 ] and MUSCLE [ 42 ]. Sequences can 
be aligned as a whole or a subset of sites can be selected. This last 
functionality is very useful when different parts of the sequences 
have different degrees of diversity (as is commonly the case when the 
aligned sequences include both coding and noncoding sequences). 

 It is worth noting that MEGA allows one to alter various align-
ment parameters that can in some cases improve the quality of the 
alignments produced by ClustalW and MUSCLE. The most note-
worthy of these parameters are the gap open penalty (GOP) and 
gap extension penalty (GEP) and, in the case of the MUSCLE 
method, the “maximum iterations” setting. Alignment methods 
such as ClustalW and MUSCLE focus on maximizing an alignment 
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score where matching characters in columns are given a positive 
score and mismatches are given a negative score. To obtain the 
alignment, gaps (the “-” character) corresponding with hypotheti-
cal ancestral insertion/deletion events are introduced into the 
sequences at sites that maximize the alignment score. Wherever a 
gap is added in isolation, the alignment score is penalized by the 
amount specifi ed by the GOP parameter, and when subsequent 
gaps are added adjacent to an existing gap, the alignment score is 
penalized by the amount specifi ed by the GEP parameter. Whereas 
this procedure is performed in a single round with the ClustalW 
algorithm, multiple iterations of the same process can be performed 
with the MUSCLE algorithm (controlled by the maximum itera-
tions parameter). Increasing the iteration number will theoretically 
improve the alignment but will have a cost in terms of speed. 

 However, even when multiple iterations are performed, the 
MUSCLE method is considerably faster than the ClustalW method. 
As a fi rst alignment step, one might align a set of sequences with 
MUSCLE with default parameters with the maximum iterations 
setting between 2 and 6. Dependent on the alignment quality 
obtained in this fi rst step, it is advisable that a second alignment 
step should be to realign particularly badly aligned regions of the 
alignment either with the ClustalW method or with a mixture of 
ClustalW and MUSCLE with GOP and GEP settings that are 
lower than the default values (i.e., so as to penalize alignment gaps 
less severely). The third step should then be to edit the alignment 
by eye focusing particularly on the exact placement of gap charac-
ters so as to minimize the number of mismatches in individual 
alignment columns. 

 Following this alignment procedure using MEGA, it is recom-
mended that the fi nal alignment be saved in FASTA format by 
pressing the “Data” menu option, then the “Export Alignment” 
menu option, and then the “FASTA format” menu option. 

 Open MEGA5 and click on “Align” and then “Edit/Build 
alignment.” Choose “Retrieve sequences from a fi le” and select the 
FASTA fi le that you obtained in the previous exercise. You will be 
presented with a matrix of characters with unaligned sequences run-
ning in rows. In our example, due to a low level of variability between 
 rbc L sequences, one iteration of the MUSCLE algorithm is suffi -
cient to obtain a good alignment. Select all sequences (CTRL + A) 
and align them with MUSCLE by clicking on the MUSCLE icon 
(you can also do this via the “Alignment” menu and select the “Align 
by Muscle” option). Keep gap penalties with their default values, 
modify “Max Iterations” to one, and then click on the “Compute” 
button. As emphasized before, any automatically produced align-
ment must be checked by eye for (1) misaligned sections of sequence 
(i.e., incorrectly placed gap characters), (2) truncated/partial 
sequences, and (3) sequences that are either nonhomologous or in 
the incorrect orientation. Once the overall alignment is completed, 
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the ends of the alignment should in most cases be trimmed to the 
size of the sequences of interest (e.g., from the beginning of the 
 rbc L start codon to the end of the  rbc L stop codon). 

 Once the alignment is performed and has been properly 
checked, simply export the fi le in FASTA format. Whereas jModel-
Test2 [ 31 ], the program we next use, will work with many differ-
ent alignment formats, PhyML3 [ 32 ], the program we use after 
jModelTest2, requires an alignment in PHYLIP format (see exam-
ple fi le and Fig.  4b ). To    obtain a PHYLIP fi le, the easiest is to use 
the same converter used with jModelTest2. Simply run the “alter.
jar” application available in the jModelTest2/lib repertory, open 
your last saved FASTA fi le by clicking on “Load…” under the 
input box, press the convert button, and choose the “GENERAL” 
option and then the “PHYLIP” option to save the alignment as a 
PHYLIP fi le.  

  The major advantage of using ML in the context of phylogenetic 
inference is that it allows the construction of phylogenetic trees 
within a very well-defi ned model-based statistical framework. This 
framework allows one to rationally determine whether the evolu-
tion of the observed sequences is more consistent with certain evo-
lutionary models (detailing nucleotide substitution and tree 
topology parameters) than it is with others. The likelihood score of 
a particular tree topology and nucleotide substitution model with 
particular nucleotide substitution parameters is calculated by mul-
tiplying the estimated probabilities of each alignment column 
given the model under consideration. This likelihood score is usu-
ally very small even when alignments are very short such that for 
convenience the likelihood is usually presented in the form of the 
negative of its natural logarithm (usually denoted −lnL). The 
smaller the −lnL value is, the more likely the model is [ 24 ]. 

 As in every statistical analysis, the model describing the 
 nucleotide substitution process can be either simple (all possible 
types of substitution are equally probable) or complex (all types of 
substitution occur at different rates), and the degree of complexity 
of the model will depend on how informative the data is. 
Fortunately, programs like jModelTest2 are available to compare 
different possible models of evolution and identify which models 
are best supported by the observed sequences. For each of up to 
88 separate models jModelTest2, maximum likelihood scores are 
computed and compared. Four different model comparison proce-
dures are implemented including likelihood ratio tests (hLRT 
[ 43 ]), the Akaike information criterion tests (AIC [ 44 ]), the 
Bayesian information criterion tests (BIC [ 45 ]), and the decision 
theory method (DT [ 46 ]). Each of those model selection proce-
dures compares the likelihood of the models, taking into account 
the fact that in many cases different models have different numbers 
of free parameters. It has been determined that, in the 

3.3  Determining 
the Best-Fit Nucleotide 
Substitution Model

Phylogenetic Methods



270

phylogenetic context at least, the BIC and DT tests tend to support 
simpler models that perform as well as more complex models 
selected using hLRT and AIC tests and that the BIC and DT tests 
should therefore be preferentially used when deciding on the best-
fi t model [ 47 ,  48 ]. 

 The models that jModelTest2 evaluates range from the simple 
Jukes-Cantor 1969 model, [ 49 ] where all mutations occur at the 
same basal rate, to more complex general time reversible (GTR) 
models where every nucleotide substitution is free to occur at a 
distinct rate [ 50 ]. Three other parameters can increase the com-
plexity of models including accounting for unequal base frequen-
cies (+F), the varying proportions of invariant sites (+I), and 
variations in the substitution rate across sites (+G). For this last 
parameter, a given number of discrete rate categories are used to 
model variations in substitution rates among sites. The default 
number of substitution rate categories in PhyML3 is four, but this 
number can be freely changed (although it must be realized that 
the analysis time will increase linearly with this number). 

 To begin the model selection procedure, simply start the 
jModelTest.jar application. Load the data (the alignment in either 
FASTA or PHYLIP format) with fi le >open>select your data. The 
model selection procedure could be time-consuming, and depend-
ing of the amount of data, a restricted number of models can be 
tested. A number of substitution schemes (NSS) of three is straight-
forward to set up in PhyML3 for later tree reconstruction and will 
be chosen for the analysis we perform here. Select “+F,” “+I,” and 
“+G” before running the analysis by pressing the “Compute 
Likelihoods” button (Fig.  5a ).

  Fig. 5    ( a ) jModelTest2 settings window and ( b ) BIC result for the best-fi t model with its associated tree in 
parenthetic format       
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   Once the analysis is over, select either BIC or DT in the 
Analysis panel, leaving the confi dence interval as is (this function 
permits one to choose a hierarchical selection of models in order to 
do model-averaging parameters estimation and will not be further 
mentioned in this chapter). After running the test, in the output 
the best supported model will be selected and appears fi rst in the 
list. In our example, the best supported model according to the 
BIC test is the HKY + G model (Fig.  5b ), a model for which transi-
tions and transversions are free to occur at different rates and where 
basal substitution rates vary from site to site along the sequences 
and all bases are not assumed to occur at equal frequency [ 51 ].  

  The jModelTest2 software provides in its log fi le the phylogenetic 
tree obtained with the best-fi t model (Fig.  5b ). The tree is available 
in a parenthetic format (the Newick format) and can be directly 
copied from the log to any text editor before being loaded in an 
appropriate tree viewing program. While useful, this tree lacks any 
indication of how well supported individual branches within the 
tree are. To achieve this, it is usually desirable to perform bootstrap 
tests to identify the branches that are most and least supported by 
the available data. 

 To assess the robustness of the ML tree produced by jModelT-
est2, we will use PhyML3 to analyze the  rbc L sequences with the 
HKY + G model indicated to be the best-fi t model by jModelTest2. 
Two tests of branch support are available in PhyML3. The fi rst is 
the well-established and widely used bootstrap test [ 52 ]. In this 
test, alignment sites (the columns) are sampled with replacement 
to obtain new “virtual alignments” derived from our real data. 
Different phylogenetic trees are then inferred for each of these 
resampled alignments (usually between 100 and 1,000 times align-
ment + tree combinations), and the percentage of times that par-
ticular groups of sequences that cluster in the tree constructed 
from the real sequences also cluster in the bootstrapped trees is 
used as a measure of robustness of the branches separating these 
sequences from the remainder of the tree. The statistical meaning 
of such bootstrap values is obscure, and it must be remembered 
that they are in no way “p-values.” In fact it is generally accepted 
that branches that are supported in as few as 70 % of the bootstrap 
replicates should be considered to be robustly supported. 

 Considerably less statistically obscure is the alternative to the 
bootstrap test that is provided by PhyML3: the approximate likeli-
hood ratio test (aLRT, a derivative of the LRT; [ 53 ]). This fast 
nonparametric test provides branch statistics that are essentially 
approximate  p -values that indicate whether trees containing the 
branch have a signifi cantly better likelihood than the best alterna-
tive tree topologies where the branch is absent. Besides being 
much faster to compute than branch supports determined by boot-
strapping, branch supports determined by aLRT are also much 
easier to interpret. 

3.4  Reconstructing 
a Phylogeny
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 To start PhyML3, simply double click on its icon or launch it 
from the command line. A screen appears asking for the alignment 
name. This alignment must be in PHYLIP format (obtained previ-
ously) and should be placed in the same directory as the PhyML3 
program (otherwise, the full path of the alignment should be pro-
vided with the name). A menu will then appear with default param-
eters for the input data. Four pages of submenu, the input data, the 
model of substitution, the tree searching, and the branch support 
menu, must be checked and set to the appropriate values before 
running the analysis. To navigate between the sub-menus, the “+” 
and “-” commands are used. For each line of the menu, the value 
of a given entry is written on the right of the screen. To toggle the 
value, simply type the letter given between brackets on the left of 
the line until the correct parameter is set (see the squared “m” let-
ter on the line of the model of nucleotide substitution, Fig.  6 ). For 
example, to toggle from DNA to protein, simply type “d.” Another 
“d” will set the value back to DNA. All the default parameters are 
fi ne in this sub-menu. However, the “Run ID” option, permitting 
one to name the output fi les, can be useful to keep track of the 
analyses performed with different analysis settings.

   In the next sub-menu, we have to set up the substitution model 
parameters. The best-fi t evolutionary model selected with jModel-
Test2 was HKY + G. To set this model, select the “m” option. Next 
select the “r” option so as to allow rate variation across sites, and 
then select the “c” option and make sure that four rate categories 
are defi ned. 

 Once the model is set up, press “+” to reach the tree searching 
submenu. Here, the tree topology search operations should be set 
to “Best of NNI and SPR” using the “s” option. This setting is 

  Fig. 6    PhyML substitution model submenu       
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more computationally intensive than the default setting (“NNI”) 
but often ensures better results. Finally in the last submenu, the 
bootstrap analysis and aLRT can be turned on and off. Note that 
turning on the bootstrap analysis will turn off the aLRT and vice 
versa. Several statistics are available to infer branch confi dence with 
the aLRT method. Documentation about these different statistics 
can be found in [ 53 ] and [ 54 ]. Here we will use the SH-like statis-
tic, which have been proved to be more robust to violations of 
model assumptions [ 54 ]. Once every parameter is set appropri-
ately, simply type “y” to launch the analysis. 

 Once the tree search begins, the program will continuously 
keep you updated on its progress and will eventually shut down 
automatically when it perceives it has found what is probably the 
maximum likelihood tree. This tree will be written to the fi le 
<align_name>_phyml_tree.txt<_RunID>.txt, in a parenthetic for-
mat, and the run summary statistics will be written to the fi le 
<align_name>_phyml_stats.txt<_RunID>.txt.  

  The last step of the phylogeny reconstruction process is the visual-
ization and editing of the trees that PhyML3 produces. Several 
programs have the ability to take a tree fi le in parenthetic format 
and plot a graphic of the tree(s) depicted in the fi le. The program 
we present here is called FigTree [ 33 ]. After starting the fi gtree.jar 
application, simply open the tree fi le (here, the <align_name>_
phyml_tree.txt<_RunID>.txt fi le) with fi le>open. A pop-up ques-
tion window will appear offering the option for you to rename the 
branch labels (i.e., type either “bootstrap” or “aLRT” depending 
on the test that was performed). Once the tree is opened, among 
the many options available are those allowing one to edit, color, 
and modify the appearance of the tree. To label branches with their 
bootstrap/aLRT support values, tick the “Node labels” box and 
select label/bootstrap/aLRT. The scale can be adjusted for 
convenience. 

 The  Vanilla  genus has been shown to segregate into three 
groups: α, β, and γ [ 38 ]. Our ML phylogenetic tree indicates that 
our new sequence sits within the γ group (colored in yellow on the 
tree) corresponding to Old World and Caribbean species and more 
precisely with  Vanilla africana  accessions (FN545552 and 
FN545558). This placement within the tree is consistent with the 
results obtained in our earlier BLAST search. 

 The tree presented in FigTree can be printed as is or exported 
in any one of several different image formats (Fig.  7 ). Note that 
the enhanced metafi le (.emf) or windows metafi le (.wmf) formats 
are good choices for a further editing of the image fi le in any graph-
ics editing programs. The Scalable Vector Graphics (.svg) format is 
also a good choice if one would like to edit the graphics in open- 
source graphics editors such as Inkscape (  www.inkscape.org    ).

3.5  Visualization 
and Editing of Trees
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4        Notes 

        1.     PhyML special model  
 In the example given above, we select only one of several 
nucleotide substitution models available in PhyML3. Several 
other models exist and can be set up in PhyML3 using “cus-
tom” settings in the “Substitution model” menu. The model 
is then set using a binary representation of the substitution 
matrix. Information on how these models are implemented 
can be found in both the jModelTest and PhyML manuals.   

   2.     Other software with (nearly) the full procedure implemented  
 The phylogenetic reconstruction procedure described here is 
implemented in part or whole in various other computer pro-
grams that the user may want to use. Usually these programs 
still employ the programs we present here or use a similar anal-
ysis pipeline. It is important to keep in mind that the software 
landscape is moving rapidly and faster than the methods.   

  Fig. 7    FigTree representation of the phylogenetic reconstruction of  Vanilla  samples, with colors representing 
the three distinct clades of the genus ( green , α;  blue , β;  yellow , γ [ 38 ]), and the query sequence used in our 
example shown in  red . For the purpose of clarity, aLRT values are not displayed (Color fi gure online)       
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   3.     Amino acid substitution model  
 While we present our phylogenetic reconstruction using 
nucleotide sequences, it is equally applicable to amino acid 
sequences. Obviously in the case of amino acid sequences, 
amino acid and not nucleotide substitution models have to be 
chosen. Amino acid substitution model selection can be per-
formed using the ProtTest3 program (  http://darwin.uvigo.
es/software/prottest3/prottest3.html    ; [ 55 ]), designed by 
the same group that produces jModelTest2.   

   4.     Recombination  
 As different portions of an organism’s genome can have differ-
ent origins, recombination is a major issue for phylogenetic 
reconstruction [ 56 ]. The evolutionary history of a recombi-
nant sequence cannot usually be depicted by a single phyloge-
netic tree (the regions of the recombinant genome derived 
from its two parents should be described by different phyloge-
netic trees), and attempting to explain the evolutionary his-
tory of such sequences with a single tree can be very misleading 
[ 56 ,  57 ]. This should be borne in mind before any phyloge-
netic analysis and especially when one chooses the type of data 
or genetic locus to analyze.   

   5.     Bayesian phylogenetic inference  
 Another excellent approach for phylogenetic reconstruction 
relies on Bayesian inference and is implemented in programs 
such as MrBayes3 (  http://mrbayes.sourceforge.net/    ; [ 58 ]) 
and BEAST (  http://beast.bio.ed.ac.uk/Main_Page    ; [ 59 ]). 
ML and Bayesian inference are known to perform similarly, 
with respect to determining the true phylogeny underlying 
the evolution of a set of sequences [ 60 ,  61 ]. Rather than 
focusing on the inference of a single “best” tree, Bayesian 
inference focuses on the identifi cation of groups of similarly 
plausible phylogenetic trees. In this regard, Bayesian inference 
of phylogenies is favored in applications where one would 
like to account for phylogenetic uncertainty while inferring, 
for example, ancestral sequences or sites evolving under 
natural selection.         
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Chapter 14

The Application of Flow Cytometry for Estimating Genome 
Size and Ploidy Level in Plants

Jaume Pellicer and Ilia J. Leitch

Abstract

Over the years, the amount of DNA in a nucleus (genome size) has been estimated using a variety of methods, 
but increasingly, flow cytometry (FCM) has become the method of choice. The popularity of this technique 
lies in the ease of sample preparation and in the large number of particles (i.e., nuclei) that can be analyzed 
in a very short period of time. This chapter presents a step-by-step guide to estimating the nuclear DNA 
content of plant nuclei using FCM. Attempting to serve as a tool for daily laboratory practice, we list, in 
detail, the equipment required, specific reagents, and buffers needed, as well as the most frequently used 
protocols to carry out nuclei isolation. In addition, solutions to the most common problems that users may 
encounter when working with plant material and troubleshooting advice are provided. Finally, information 
about the correct terminology to use and the importance of obtaining chromosome counts to avoid cyto-
logical misinterpretations of the FCM data are discussed.

Key words Chromosome number, DAPI, DNA ploidy level, Genome size, Flow cytometry, Flow 
histogram, C-value, PI, Plant nuclei isolation, Relative fluorescence

1  Introduction

The total amount of DNA in the nucleus of an organism is gener-
ally referred to as the genome size, and it is measured either in 
picograms (pg; i.e., 1 × 10−9  g) or megabase pairs (Mbp, with 
1 pg = 978 Mbp, [1]). People started to investigate genome size in 
plants even before the structure of DNA was worked out, with the 
first plant to have its genome size estimated being Lilium longiflo-
rum in 1951 [2]. Since then the genome sizes of over 8,500 spe-
cies have been estimated [3] with the data being used not only for 
practical applications (e.g., how much will it cost to sequence a 
genome? how many clones are needed for making BAC libraries?) 
but also for providing valuable insights into many biological fields, 
including evolution, systematics, ecology, population genetics, and 
plant breeding (reviewed in refs. [4–7]).
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Over the years, several methods have been used to estimate 
genome sizes in plants (e.g., Feulgen densitometry, reassociation 
kinetics). Nevertheless, in recent years, due to a variety of reasons, 
flow cytometry (FCM) has become the method of choice [8]. 
Briefly the method involves three steps: (1) a sample of plant tissue 
is chopped in a suitable buffer to release the nuclei; (2) the nuclei 
are stained with a fluorochrome that binds quantitatively to the 
DNA, so the bigger the genome, the more stain that is bound to 
the DNA; and (3) the nuclei are passed through a flow cytometer 
which measures the amount of stain bound to each nucleus 
(Fig. 1a). By preparing a combined sample which includes a plant 
species with a known DNA amount (reference standard), the 

Fig. 1 (a) The basic steps involved in the estimation of genome size and ploidy level by flow cytometry. (b) 
Changes in the holoploid C-value at different stages of the cell cycle and following meiosis and endopolyploidy 
(N.B. cells which undergo endopolyploidy (i.e., DNA synthesis not accompanied by mitosis) will have C-values 
greater than 4C (i.e., 8C, 16C, 32C, etc., depending on the number of rounds of DNA replication))

Jaume Pellicer and Ilia J. Leitch
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relative amount of fluorescence from the target plant can be con-
verted into an absolute genome size. It is important to realize that 
FCM only gives information about the relative or absolute DNA 
amount of the isolated nuclei; it does not provide cytological infor-
mation. Yet without such information, interpretations of the chro-
mosome number and/or ploidy level of the species can be flawed. 
Subheading 1.2 below highlights the importance of obtaining such 
cytological data and the pitfalls and errors that can arise without it.

FCM can also be used to estimate the ploidy level of a plant 
based on comparing the genome size of the target species either with 
the genome size of a specimen of known ploidy (i.e., determined 
karyologically) or with an internal standard (in that case the refer-
ence standard must be kept constant throughout the experiment and 
the ploidy level of at least one target sample should be karyologically 
determined). However, in such cases, the ploidy level is referred to 
as the “DNA ploidy” to distinguish it from studies where ploidy 
level has been determined karyologically [9]. Such approaches are 
now being increasingly used to survey the diversity of cytotypes 
across plant populations and have uncovered a surprising diversity of 
hitherto unsuspected ploidy variation in some species [4–6].

This chapter outlines the general method used to estimate 
genome size and/or determine the DNA ploidy level in plants 
using FCM (Subheadings  2, 3, and 4). However, given the 
immense diversity of plants in terms of their morphology (e.g., 
woody, succulent, herbaceous) and biochemistry (e.g., presence of 
pigments, tannins, phenolics), problems may well be encountered. 
The majority of these arise mainly from the interaction between 
chemicals present in the cell cytoplasm and the binding of the fluo-
rochrome to the DNA [10–16] leading to erroneous results. Thus, 
this chapter also outlines some of the more commonly encoun-
tered problems and ways in which the poor results might be 
improved to overcome these issues.

In addition to the information given here, it is also suggested 
that the FLOWer database [17, 18] is consulted as this provides an 
extensive list of papers which have used FCM to estimate genome 
size in plants. It is worth checking whether the particular genus of 
interest has previously been studied by FCM and, if so, whether any 
particular modifications were made to the buffers and protocols 
used, to overcome specific problems associated with the particular 
genus being analyzed. In addition, genome size databases may also 
be useful to check in order to get some idea about the range of 
genome sizes one might expect for a given taxa. Examples include 
the Plant DNA C-values Database [3] which contains data for all the 
major groups of land plants and three algal lineages, while the more 
focused database containing genome size data for Asteraceae 
(GSAD—19) is ideal for specific studies focused on this family of 
angiosperms. Such prior information can save a lot of time and 
frustration!

Genome size and ploidy estimations by flow cytometry
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Given that the amount of DNA varies throughout the cell cycle 
(i.e., G2 nuclei have twice the DNA amount as G1 nuclei) (Fig. 1b), 
and following meiosis and endopolyploidy (somatic polyploidy), 
considerable confusion can arise when discussing genome sizes. To 
overcome such issues, Greilhuber et al. [20] proposed the follow-
ing terminology which has now been widely adopted.

	 1.	 Holoploid 1C-value (abbreviated to 1C-value) refers to the 
amount of DNA in the unreplicated gametic nucleus (e.g., 
pollen or egg cell of angiosperms) regardless of the ploidy 
level of the cell. The 2C-value represents the amount of DNA 
in a somatic cell at the G1 stage of the cell cycle, while the 
4C-value is the amount in a somatic cell at the G2 stage, fol-
lowing DNA synthesis (S-phase) (see Fig. 1b).

	 2.	 Monoploid 1C-value (abbreviated to 1Cx-value) refers to the 
amount of DNA in the unreplicated monoploid (x) chromo-
some set. For a diploid organism where 2n = 2x, the 1C and 
1Cx values are the same; however, for a polyploid organism, 
the 1Cx is always smaller than the 1C-value (e.g., for a tetra-
ploid where 2n = 4x, then 1Cx = 1/2 1C, whereas for a hexa-
ploid where 2n = 6x, then 1Cx = 1/3 1C).

As noted above, FCM only measures the total amount of DNA in the 
nucleus and gives no specific information about the chromosome 
number or ploidy level of the plant analyzed (although this can be 
deduced in certain cases as outlined in Subheading 3.2.3). Despite 
this, many studies report a ploidy level or chromosome number for 
the analyzed plant which has either been taken from the literature or 
based on comparisons of DNA amounts found in related species. This 
is fine in a stable cytological system where there is little variation in 
chromosome number and size between species. However, in plants, 
such situations are probably the exception rather than the rule, even 
between closely related taxa, as many genera show considerable cyto-
logical diversity—for example, (1) polyploidy, both within and 
between species, is frequent, (2) large divergences in genome size 
among closely related species with the same ploidy have been reported, 
and (3) increases in ploidy level or chromosome number are not nec-
essarily accompanied by proportional changes in DNA amount.

Examples of problems and misinterpretations of genome size 
that can arise through assuming the ploidy level and/or chromo-
some number of a species have been discussed by Suda et al. [9]. 
Below are a few examples to illustrate the pitfalls that can arise 
when karyological information is not obtained in parallel with 
genome size data.

	 1.	 In species with a constant chromosome number but a big 
range in size, an absence of chromosome data could lead to 
the erroneous suggestion that polyploids may be present to 
explain the large range of genome sizes encountered. This is 
illustrated by the genus Cypripedium (Orchidaceae) where 

1.1  Terminology 
Used for Genome Size 
Studies

1.2  The Importance 
of Cytological Data for 
Genome Size Studies
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most species have a chromosome count of 2n = 20 but genome 
size has been shown to vary over tenfold between species 
(1C = 4.1–43.1 pg) [21] (see Fig. 2a, b). A similar situation has 
also been reported in the genus Artemisia (Asteraceae), where 
the diploid species A. annua with 2n = 18 chromosomes has a 
1C-value of 1.75 pg [22], while A. leucodes, with the same 
chromosome number, has a 1C = 7.70 pg [23]. Without doing 
a chromosome count, one could easily assume that A. leucodes 
was a polyploid given such differences in genome size.

	 2.	 Erroneous assumptions of ploidy level in a studied species can 
arise when increases in chromosome number via polyploidy 
have not been accompanied by proportional increases in 
genome size. This is likely to be a common problem since 
genome downsizing following polyploidy is frequently 
encountered in angiosperms [24]. In extreme cases, species 
with higher ploidy levels may have the same or lower genome 
sizes than related species of lower ploidy. An example of this is 
provided by the genus Physaria (Brassicaceae) where the high 

Fig. 2 Examples where chromosome size and number in related species do not 
correlate with genome size. Chromosomes of (a) Cypripedium molle (1C = 4.1 pg) 
and (b) C. calceolus (1C = 32.4 pg) taken at the same magnification showing an 
eightfold range in genome size but a constant chromosome number of 2n = 20. 
Image reproduced with permission from ref. 21 (scale bar = 10 μm). Chromosomes 
of (c) diploid Physaria bellii (2n = 2x = 8; 1C = 2.34 pg) compared with those from 
(d) the high polyploid P. didymocarpa (2n = 14x = 56; 1C 2.23 pg). Both species 
have similar genome sizes but very different chromosome numbers and sizes. 
Image reproduced with permission from ref. 25 (scale bar = 5 μm)

Genome size and ploidy estimations by flow cytometry
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polyploid P. didymocarpa with 2n = 14x = 56 actually has a 
smaller genome (1C = 2.23 pg) than a related diploid P. bellii 
(2n = 2x = 8) with 1C = 2.34 pg [25] (Fig. 2c, d).

	 3.	 Nonproportional changes in DNA content have also been 
reported in different cytotypes of the same species. Once 
again, this has the potential to lead to erroneous deductions of 
ploidy level based on genome size data alone. Both increases 
and decreases in the size of monoploid genomes have been 
reported with increasing ploidy levels. For example, in Larrea 
tridentata (Zygophyllaceae), the hexaploid cytotype was 
reported to have just 1.25 times more DNA than the tetraploid 
[26]. Without chromosome data to support this, it is possible 
that the hexaploid could have been misidentified as a 
pentaploid, based on DNA amount alone.

In addition to these examples, it is also important to note that 
many chromosomal changes and variations (e.g., aneuploidy, chro-
mosome duplications and deletions, sex and supernumerary chro-
mosomes, supernumerary segments) can arise which are detectable 
as changes in DNA amount. Without identifying these through 
cytological analysis, further misinterpretations of the data may arise.

Overall, these examples serve to illustrate how serious mistakes 
can be made in the absence of karyological information. Thus, it is 
strongly recommended that chromosome counts are made of the 
plant used for genome size estimation. If this is not possible, then 
the ploidy level should always be referred to as the “DNA ploidy 
level” as discussed by Suda et al. [9].

2  Materials

Detailed information about plant tissues, reagents, composition of 
the isolation buffers, as well as the technical equipment needed to 
carry out genome size and ploidy estimations using FCM are 
described below.

Of the potential plant tissues suitable for genome size estimation, 
leaf tissue is preferred by researchers because it generally gives the 
best results. Nevertheless, other plant tissues such as petals, stems 
(including petioles), roots, pollen grains (including pollinia), and 
seeds (dried or fresh) [27–29] can be considered as viable alterna-
tives for genome size estimations. When fresh plant tissues are 
selected, they should be as fresh as possible and collected from 
young and actively growing parts of the plant as such material is 
likely to give the best results. Old and senescent tissues will prob-
ably result in higher levels of background signal and may contain 
high proportions of nuclei at the G2 phase of mitosis.

In addition, silica-dried leaves and herbarium vouchers may be 
used to estimate DNA ploidy levels [30]. However, given that 

2.1  Plant Tissue and 
Reference Standards
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DNA deterioration is likely to occur in such samples, the material 
is not considered suitable for high-quality estimations of genome 
size in absolute units. Nevertheless, recent studies have suggested 
that maybe even dried material can be used for genome size esti-
mations if it has been appropriately desiccated [31].

As an alternative to desiccation, a recent publication has dem-
onstrated the suitability of glycerol-preserved nuclei for estimating 
genome size in absolute units for material up to at least a few weeks 
old [32]. This method has been designed for field research, and 
although it still has a few limitations (i.e., only high-quality results 
are obtained when samples are kept in ice-cold buffer), it demon-
strates the efforts that researchers in this discipline may go to in 
order to overcome problems associated with the current limited 
time scale available to analyze large batches of fresh material with-
out compromising quality of the results.

Concerning reference standards, we recommend that several 
species, covering a broad range of genome sizes, are kept growing 
in the laboratory to enable the most appropriate standard to be 
selected for each particular analysis. Many species have been used 
[17] but we summarize some of the most popular ones in Table 1 
which work well with FCM.

Table 1 
Several reference standard species recommended for genome size estimation

Plant species 1C DNA content (pg) Reference

Oryza sativa L. “IR-36” 0.50 [49]

Raphanus sativus L. “Saxa” 0.55 [50]

Solanum lycopersicum L. “Stupiké polní rané” 0.98 [50]

Vigna radiata (L.) R.Wilczek “Berken” 1.20 [49]

Glycine max Merr. “Polanka” 1.25 [51]

Petunia hybrida Vilm. “PxPc6” 1.42 [52]

Petroselinum crispum (Mill.) Nyman ex A.W.Hill 
“Champion Moss Curled”

2.22 [53]

Zea mays L. “CE-777” 2.71 [54]

Pisum sativum L. “Express Long” 4.18 [52]

Pisum sativum L. “Ctirad” 4.54 [55]

Pisum sativum L. “Minerva Maple” 4.86 [49]

Secale cereale L. “Daňkovské” 8.09 [55]

Vicia faba L. “Inovec” 13.45 [50]

Allium cepa L. “Ailsa Craig” 16.77 [49]

Allium cepa L. “Alice” 17.42 [55]

Genome size and ploidy estimations by flow cytometry
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	 1.	 Set of pipettes with disposable tips (100 μL, 1 mL).
	 2.	 Razor blades (double-edged) or scalpel with replaceable 

blades. A razor blade holder or alternative protective device 
(e.g., cork or silicon bung) is also recommended.

	 3.	 Plastic petri dishes (c. 5–6 cm diameter).
	 4.	 Disposable nylon mesh filters (30–42 μm pore size; e.g., Partec, 

cat. no. 04-0042-2316). Alternatively, regular nylon mesh cut 
into squares and fitted on disposable tips can be used.

	 5.	 Sample tubes suitable for the particular flow cytometer being 
used (check manufacturer’s specifications in each case).

	 6.	 1.5 mL tubes.
	 7.	 Sample tube racks.
	 8.	 Plastic and/or expanded polystyrene containers to fill with ice.
	 9.	 Latex, nitrile, or vinyl gloves. Safety goggles and lab coat.
	10.	 Centrifuge fitted with a rotor suitable for 1.5 mL tubes.
	11.	 Fridge and freezer.
	12.	 Flow cytometer fitted with the light source suitable for excita-

tion of the DNA fluorochrome used in the study (check fluo-
rochrome’s excitation and emission spectra to select the 
suitable excitation sources following the manufacturer’s 
recommendations).

	13.	 Analytical software for evaluation of flow cytometric data (usu-
ally provided by the manufacturer of the flow cytometer).

	14.	 Fume cupboard to carry out nuclei isolation using buffers sup-
plemented with either β-mercaptoethanol or DTT (see Note 1).

	15.	 Cleaning and decontamination solutions for flow systems. 
Domestic sodium hypochlorite (bleach) diluted 1:5 in distilled 
water.

	16.	 Calibration particles: fluorescent beads [e.g., Partec, cat. no. 
05-4006 (green), 05-4020 (UV)].

	 1.	 PI (propidium iodide—see Note 2): Prepare a stock solution 
of 1 mg/mL and filter through a 0.22 μm filter. Store in 1 mL 
aliquots at −20 °C (see Note 1). The working concentration of 
PI is usually 50 μg/mL.

	 2.	 DAPI (4′,6-diamidino-2-phenylindole—see Note 2): Prepare 
stock solution of 0.1 mg/mL and filter through a 0.22 μm 
filter. Store in 1  mL aliquots at −20  °C (see Note 1). The 
working concentration of DAPI is normally 4 μg/mL.

	 3.	 SYBR Green I (see Note 2): The stock solution provided by 
the manufacturer is usually 10,000× concentrate, and manu-
facturers recommend a working concentration of 10×. The 
stock should first be diluted 100-fold in DMSO (dimethyl 
sulfoxide—see Note 1) to give a diluted solution of 100× (e.g., 

2.2  Equipment 
Needed

2.3  Reagents

2.3.1  Fluorochromes
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50 μL SYBR I in 4.95 mL of DMSO). This 100× solution can 
be stored in 5 mL aliquots at −20 °C. For use, the appropriate 
volume of this diluted 100× solution is added to the nuclei 
isolation buffer to give a final working concentration of 10×.

Isolation buffers must be prepared using either single- or 
double-distilled water, filtered through a 0.22 μm filter to remove 
suspended particles, and stored as specified. Most of the buffers 
remain stable for up to 3 months if appropriately stored (see Notes 
3 and 4). As indicated below, some buffers can be stored for longer 
by freezing them in aliquots at −20 °C. However, if this is done, 
then once thawed, the buffer should not be refrozen. The pH of the 
buffers is adjusted either with 1 M NaOH or 1 N HCl (see Note 5). 
Further information about the roles of the different buffer compo-
nents is given in Notes 6 and 7, while additional details of the pro-
tocols can be found in the original references cited for each buffer.

	 1.	 LB01 buffer [33]: 15 mM Tris, 2 mM Na2EDTA, 0.5 mM 
spermine.4HCl, 80  mM KCl, 20  mM NaCl, 0.1  % (v/v) 
Triton X-100. Adjust to pH 7.5. Add β-mercaptoethanol to 
give a final concentration of 15 mM (see Note 1). Store the 
buffer either at 4 °C if used regularly or at −20 °C in 10 mL 
aliquots.

	 2.	 Tris MgCl2 buffer [34]: 200 mM Tris, 4 mM MgCl2, 0.5 % 
(v/v) Triton X-100. Adjust pH to 7.5 and store at 4 °C.

	 3.	 Galbraith buffer [35]: 45  mM MgCl2, 20  mM MOPS (see 
Note 1), 30 mM sodium citrate, 0.1 % (v/v) Triton X-100. 
Adjust pH to 7.0. Store the buffer either at 4 °C if used regu-
larly or at −20 °C in 10 mL aliquots.

	 4.	 General purpose buffer [36]: 0.5 mM spermine.4HCl, 30 mM 
sodium citrate, 20  mM MOPS (see Note 1), 80  mM KCl, 
20 mM NaCl, 0.5 % (v/v) Triton X-100. Adjust to pH 7.0. 
Store the buffer either at 4 °C if used regularly or at −20 °C in 
10 mL aliquots.

	 5.	 Woody plant buffer [36]: 200 mM Tris, 4 mM MgCl2, 2 mM 
Na2EDTA, 86 mM NaCl, 10 mM sodium metabisulfite, 1 % 
PVP-10 (see Note 7), 1 % (v/v) Triton X-100. Adjust to pH 
7.5. Store the buffer either at 4  °C if used regularly or at 
−20 °C in 10 mL aliquots.

	 6.	 MgSO4 buffer [37]: 9.53  mM MgSO4, 47.67  mM KCl, 
4.77 mM HEPES, 6.48 mM DTT (see Note 1), 0.25 % (v/v) 
Triton X-100. Adjust to pH 8.0. Store the buffer either at 
4 °C if used regularly or at −20 °C in 10 mL aliquots.

	 7.	 Bino’s buffer [38]: 200  mM mannitol, 10  mM MOPS (see 
Note 1), 0.05 % (v/v) Triton X-100, 10 mM KCl, 10 mM 
NaCl, 2.5 mM DTT (see Note 1), 10 mM spermine.4HCl, 
2.5 mM Na2EDTA, 0.05 % (w/v) sodium azide (see Note 1). 
Adjust to pH 5.8 and store at 4 °C.

2.3.2  Isolation Buffers
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	 8.	 De Laat’s buffer [39]: 15  mM HEPES, 1  mM Na2EDTA, 
0.2 % (v/v) Triton X-100, 80 mM KCl, 20 mM NaCl, 15 mM 
DTT (see Note 1), 0.5 mM spermine.4HCl, 300 mM sucrose. 
Adjust to pH 7.0 and store at 4 °C.

	 9.	 Ebihara’s buffer [40]: 50 mM Na2SO3, 50 mM Tris, 40 mg/
mL PVP-40 (see Note 7), 140  mM β-mercaptoethanol (see 
Note 1). Adjust to pH 7.5 and store at 4 °C.

	10.	 Seed buffer [41]: 5 mM MgCl2, 85 mM NaCl, 100 mM Tris, 
0.1 % Triton X-100. Adjust to pH 7.0 and store at 4 °C (see 
Note 8).

	11.	 Otto buffer [42]: Otto I: 100  mM citric acid monohydrate, 
0.5 % (v/v) Tween 20 (see Note 9). Store at 4  °C. Otto II: 
400 mM Na2HPO4 (see Note 10). Store at room temperature.

The fluorochrome (DAPI or PI; see above) can be added to 
Otto II before adjusting the final volume of the stock solution. 
If this is done, the buffer should be stored in the dark at room 
temperature. Alternatively the fluorochrome can be added 
directly to the sample at step 10 of Subheading 3.1.2 or step 
7 of Subheading 3.1.3.

	12.	 Baranyi’s buffer [43]: Baranyi solution I: 100 mM citric acid 
monohydrate, 0.5 % (v/v) Triton X-100. Store at 4 °C.
Baranyi solution II: 400  mM Na2HPO4, 10  mM sodium 
citrate, 25 mM sodium sulfate. Store at room temperature.
The fluorochrome (DAPI or PI; see above) can be added to 
Baranyi solution II before adjusting the final volume of the 
stock solution. If this is done, the buffer should be stored in 
the dark at room temperature. Alternatively the fluorochrome 
can be added directly to the sample at step 10 of 
Subheading 3.1.2 or step 7 of Subheading 3.1.3.

	13.	 Mishiba’s buffer [44]: Solution A: (see recipe for Galbraith 
buffer, i.e., buffer 3 above).
Solution B: 10 mM Tris, 50 mM sodium citrate, 2 mM MgCl2, 
1 % PVP-40 (original recipe used PVP K-30—see Note 7), 0.1 % 
(v/v) Triton X-100, 18 mM β-mercaptoethanol (see Note 1). 
Adjust to pH 7.5. Store at 4 °C.

3  Methods

Nuclei suspensions can be prepared according to either the one-step 
protocol (Subheading  3.1.1) or the two-step protocol 
(Subheading 3.1.2). The one-step protocol works with most plant 
species and with buffers 1–10 (Subheading  2.3.2). However, for 
some plant groups, the two-step protocol using buffers 11 or 12 
(Subheading  2.3.2) will provide histograms with much higher-
quality peaks. A simplified version of the two-step protocol using 
buffers 11, 12, and 13 (Subheading 2.3.2) is given in Subheading 3.1.3.

3.1  Isolation  
of Plant Nuclei
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We recommend (unless specified otherwise) working under 
cold conditions (i.e., keep all solutions, buffers, and prepared sam-
ples waiting for analysis on ice, and do the chopping step in a petri 
dish resting on a bed of ice). Together this helps to inhibit the 
negative effect of many cytosolic compounds that may be present 
(e.g., DNase, phenolics, tannins), and it can be especially helpful 
when working with recalcitrant samples.

	 1.	 Place a small amount of the selected plant tissue (usually about 
1 cm2 or 20 mg) in a 6 cm petri dish (see Note 11).

	 2.	 Add 1 mL of ice-cold isolation buffer (see Subheading 2.3.2, 
buffers 1–10) to the petri dish (see Note 12).

	 3.	 Chop the tissues in the buffer using a new razor blade or sharp 
scalpel (see Note 13).

	 4.	 Add another 1 mL of the same ice-cold buffer as used in step 
2 (see Note 14).

	 5.	 Mix the crude suspension by gently shaking the petri dish.
	 6.	 Filter the homogenate through a 30–42 μm nylon mesh filter 

into a labelled flow cytometry tube (see Note 15). The chop-
ping and filtration processes might result in a reduction in the 
final volume, especially when working with dried samples. To 
reduce any critical effect, (1) dried samples can be presoaked 
in buffer for up to 5–10 min, and (2) filters can also be soaked 
in buffer prior to filtration.

	 7.	 Add the appropriate volume of fluorochrome (Subheading 
2.3.1) to the nuclei suspension and vortex gently. For a typical 
sample which is c. 2 mL, the amount of stock PI added is 100 μL, 
while for DAPI, 80 μL should be added (see Notes 16 and 17).

	 8.	 Keep samples on ice until ready to be analyzed (see Note 18).
	 9.	 Proceed to analyze the nuclear DNA content, vortexing the 

sample before putting it on the flow cytometer (follow instruc-
tions in Subheading 3.2).

This procedure uses either the Otto or Baranyi buffers (buffer 11 
or 12, respectively, listed in Subheading 2.3.2).

	 1.	 Place a small amount of the selected plant tissue (usually about 
1 cm2 or 20 mg) in a 6 cm petri dish (see Note 11).

	 2.	 Add 1 mL of ice-cold Otto I or ice-cold Baranyi solution I 
buffer (see Note 12).

	 3.	 Chop the tissues in the buffer using a new razor blade or sharp 
scalpel (see Note 13).

	 4.	 Mix the crude suspension by gently shaking the petri dish.
	 5.	 Filter the homogenate through a 30–42 μm nylon mesh filter 

into a labelled 1.5 mL tube.

3.1.1  Isolation of Plant 
Nuclei Using the One-Step 
Protocol

3.1.2  Isolation of Plant 
Nuclei Using the Two-Step 
Protocol
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	 6.	 Pellet the nuclei by centrifuging at 150 g for 5 min (see Notes 
19 and 20).

	 7.	 Carefully remove the supernatant leaving approximately 
100 μL of the buffer (see Note 21).

	 8.	 Resuspend the pellet by gently shaking and add a further 
100 μL of the buffer used in step 2 (see Note 22).

	 9.	 Add 1  mL of room temperature buffer, either Otto II or 
Baranyi solution II (see Note 23).

	10.	 Add the appropriate volume of the fluorochrome to the nuclei 
suspension (if it is not already in the buffer—see 
Subheading  2.3.2) and vortex gently. For a typical sample 
which is c. 1.2 mL, the amount of stock PI added is 60 μL, 
while for DAPI, 50 μL should be added.

	11.	 Incubate the samples at room temperature for few minutes in 
the dark (see Note 24).

	12.	 Proceed to analyze the nuclear DNA content, vortexing the 
sample before putting it on the flow cytometer (follow instruc-
tions in Subheading 3.2).

This procedure uses either Otto, Baranyi, or Mishiba’s buffer (buf-
fers 11, 12, or 13, respectively, listed in Subheading 2.3.2).

	 1.	 Place a small amount of the selected plant tissue (usually about 
1 cm2 or 20 mg) in a 6 cm petri dish (see Note 11).

	 2.	 Either (1) add 0.5 mL of ice-cold Otto I or ice-cold Baranyi 
solution I buffer, or (2) add 0.2 mL of ice-cold Mishiba’s solu-
tion A (see Note 12).

	 3.	 Chop the tissues in the buffer using a new razor blade or sharp 
scalpel (see Note 13).

	 4.	 Mix the crude suspension by gently shaking the petri dish. If 
using Mishiba’s buffer, incubate for 5  min at room 
temperature.

	 5.	 Either (1) add 2 mL of Otto II or Baranyi solution II buffer, 
or (2) add 1 mL of Mishiba’s solution B.

	 6.	 Filter the homogenate through a 30–42 μm nylon mesh filter 
into a labelled flow cytometry tube (see Note 15).

	 7.	 Add the appropriate volume of the fluorochrome to the nuclei 
suspension (if it is not already in the buffer—see 
Subheading 2.3.2) and vortex gently.
(a)	 For a typical sample using either Otto or Baranyi buffers, the 

volume is usually c. 2.5 mL; thus, the amount of stock PI 
added is 125 μL, while for DAPI, 100 μL should be added.

(b)	For a typical sample using Mishiba’s buffer, the volume is 
usually c. 1.2 mL; thus, the amount of stock PI added is 
60 μL, while for DAPI, 50 μL should be added.

3.1.3  Isolation of Plant 
Nuclei Using a Simplified 
Two-Step Protocol
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	 8.	 (a)	� For samples in the Otto or Baranyi buffer, incubate at room 
temperature for few minutes in the dark (see Note 24).

(b)	For samples in Mishiba’s buffer, incubate at room tem-
perature in the dark for 20 min.

	 9.	 Proceed to analyze the nuclear DNA content, vortexing the 
sample before putting it on the flow cytometer (follow instruc-
tions in Subheading 3.2).

The flow cytometer allows the measurement of several optical 
properties of the isolated particles (i.e., nuclei) that move one by 
one through the flow capillary tube illuminated by a laser beam or 
mercury light source. Prior to analyzing any plant sample, check 
that the instrument is properly aligned using fluorescent calibration 
beads (see Subheading 2.2). Subsequently test the linearity of the 
flow cytometer by running a plant sample (e.g., reference standard) 
and comparing the ratio between the 4C/2C peaks, which ideally 
should be in the range of 1.98–2.02 sensu Doležel et al. [8].

The first step in the analysis of a new target species requires the 
user to determine its relative nuclear DNA fluorescence. This step 
is described in Subheading 3.2.1. Based on this information, the 
user can then proceed either to Subheading 3.2.2 to determine the 
absolute DNA amount or to Subheading 3.2.3 to determine the 
DNA ploidy level.

	 1.	 Load the tube containing the suspension of stained nuclei 
onto the flow cytometer sample port and run for a few seconds 
at low speed until the flow has stabilized through the tubing 
system (see Notes 25 and 26).

	 2.	 Adjust the flow rate to a speed of 15–25 nuclei/s  
(see Notes 27 and 28).

	 3.	 Once the sample is running through the flow cytometer, a 
flow histogram with peaks will start to appear. The peak posi-
tions can then be adjusted using the instrument gain settings 
to move the peaks within the histogram (see Notes 29 and 
30). It is also possible to adjust the lower limit threshold so 
that undesirable low-channel signals (e.g., from cell debris and 
autofluorescent compounds) are excluded from the histo-
gram. If there is a large amount of cell debris/background 
fluorescence in the flow histogram, then see Note 31, while if 
additional, unexpected peaks appear, then see Note 32.

	 4.	 Measure 5,000 particles (see Note 33).
	 5.	 Use the software provided by the flow cytometer manufac-

turer to assess the quality of histograms by (1) estimating the 
proportion of background, (2) checking peak symmetry, and 
(3) evaluating the peak width, expressed as the coefficient of 
variation, CV% (=SD of peak/mean channel position of the 
peak × 100) (see Notes 34 and 35).

	 6.	 Save the histogram if appropriate (see Note 36).

3.2  Analysis of the 
Nuclear DNA Content 
and DNA Ploidy Level

3.2.1  Measurement of 
the Relative Nuclear DNA 
Fluorescence of a Sample
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Once the target sample has been run on its own to determine what 
reference standard to use and what gain the machine should be set at 
(see Subheading 3.2.1), a combined sample which includes both the 
target species and reference standard can then be prepared and run to 
determine the absolute nuclear DNA content of the target species.

To ensure the estimate of nuclear DNA content in absolute 
units is as accurate as possible, FCM researchers have adopted sev-
eral best practice approaches. These include the following recom-
mendations: (1) three specimen plants are collected per population/
species and three independent replicates are processed per sample, 
or (2) five specimens are collected per population/species and two 
independent replicates are processed per specimen. (3) Only inter-
calating fluorochromes (e.g., PI) should be used; base-specific 
fluorochromes such as DAPI are not suitable for estimating nuclear 
DNA content.

	1.	 Load the sample which contains a suspension of stained nuclei 
of both the target species and the selected internal reference 
standard (based on results obtained in Subheading 3.2.1) onto 
the flow cytometer sample port and run for a few seconds at low 
speed until the flow has stabilized through the tubing system 
(see Notes 25 and 26).

	2.	 Adjust the flow rate to a speed of 15–25 nuclei/s (see Notes 27 
and 28).

	3.	 Once the sample is running through the flow cytometer, a flow 
histogram with peaks will start to appear. The peak positions 
can then be adjusted, if necessary, using the instrument gain 
settings to move the peaks within the histogram. It is also pos-
sible to adjust the lower limit threshold so that undesirable low-
channel signals (e.g., from cell debris and autofluorescent 
compounds) are excluded from the histogram.

	4.	 Check to see if there is any evidence of negative effects caused 
by the presence of cytosolic compounds which can affect the 
accuracy of the C-value estimation. This is done by comparing 
the position of the G1 peak of the reference standard in this 
combined sample with its position in a sample containing just 
the reference standard (see Subheading  3.2.1) (N.B. both 
samples must be run at the same gain).

	5.	 When this situation arises, alternative isolation methods should 
be tested (see Note 37); otherwise, proceed to the next step.

	6.	 Measure 5,000 particles (see Note 33) (in some protocols, 10,000 
particles are recommended) and save the data (see Note 36).

	7.	 Use the software provided by the flow cytometer manufacturer 
to assess the quality of histograms (see step 5 of Subheading 
3.2.1). Assuming the quality of the histograms is suitable (i.e., 
CVs<3 %) (see Note 34), also obtain the statistical information 
for the histogram (i.e., mean peak position).

3.2.2  Measurement of 
the Absolute Nuclear DNA 
Content of a Sample Using 
a Reference Standard
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	8.	 Calculate the nuclear DNA amount (2C-value) of the target 
plant in each replicate as follows (see Notes 38 and 39):
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For an illustrative sample histogram output and calculation, 
see Fig. 3.

	 9.	 Calculate the mean nuclear DNA content and the standard 
deviation for the species (including all specimens and repli-
cates) (see Note 40). (N.B. to convert between picograms 
(pg) and megabase pairs (Mbp) use: 1 pg = 978 Mbp [1]).

Among the multiple uses of FCM, DNA ploidy estimation is 
becoming highly popular as it allows the rapid screening of multi-
ple samples. The protocol described below is optimized to work at 
either the species level or within species complexes.

3.2.3  Measurement  
of the Relative Nuclear 
DNA Content of a Sample 
Using a Reference 
Standard to Determine 
DNA Ploidy Level

Fig. 3 A typical flow histogram to illustrate how genome size is calculated for the 
target species Guzmania monostachia using Solanum lycopersicum as the inter-
nal reference standard. Using the output data from the flow cytometer software, 
the mean relative fluorescence of the G1 peak of G. monostachia (grey peak 
labelled I, i.e., 166.08) is divided by that of the mean G1 peak of the standard S. 
lycopersicum (black peak labelled II, i.e., 283.77). This ratio is then multiplied by 
the 2C DNA content of S. lycopersicum to give the 2C-value of G. monostachia. 
To convert between pg and Mbp, use the conversion factor 1  pg = 978  Mbp 
Dolezel et al. [1]. (N.B. peak III is the G2 peak of the reference standard.)
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	 1.	 Load the sample which contains a suspension of stained nuclei 
of both the target species of unknown ploidy and either a ref-
erence sample comprising a species of known ploidy (i.e., kary-
ologically determined) or another internal standard (in that 
case, as mentioned above, the ploidy level of at least one target 
sample must be karyologically determined) (see Note 41) onto 
the flow cytometer sample port, and run for a few seconds at 
low speed until the flow has stabilized through the tubing 
system (see Note 25).

	2.	 Perform steps 2–3 (Subheading 3.2.2).
	3.	 Measure at least 3,000 particles (see Note 42) and save the data 

(see Note 36).
	4.	 Use the software provided by the flow cytometer manufacturer 

to obtain the statistical information for the histogram (e.g., 
peak position and ratio, area, CV%).

	5.	 Calculate the relative nuclear DNA amount (DNA ploidy) of 
the target plant as follows:
(a)	 If the reference sample used (with known ploidy) is the 

same species as the target sample, a perfect overlapping of 
G1 peaks will indicate they both have the same ploidy.

(b)	 If multiple peaks appear, then calculate the ploidy level 
using the following formula:

Target sample ploidy
target sample mean peak

standard sample mea
=

G1

nn peak
reference sample ploidy

G1

´ .

(c)	 If one of the cultivars listed in Table 1 is used as the refer-
ence standard, ploidy levels can be inferred by means of 
the ratio between the G1 peaks of both the standard and 
the target samples (keeping in mind that the chromosome 
number of at least one of the target samples must be 
known). An example of the FCM analysis of ploidy level in 
the genus Sorbus (Rosaceae) is given in Fig. 4.

4  Notes

	 1.	 Many of the chemicals that are used in FCM are considered 
hazardous, and so suitable protective equipment (i.e., gloves, 
lab coat, fume cupboard) should be used to avoid health risks, 
and manufacturer’s safety recommendations should be fol-
lowed when using them. For example:
MOPS (3-morpholino-propanesulfonique acid) and DTT 
(dithiothreitol) may cause irritation to the eyes, respiratory 
system, and skin.
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Fig. 4 Flow cytometric ploidy analysis in Sorbus. DNA ploidy was assessed in 
different species of Sorbus using the internal reference standard (Oryza sativa). 
Diploid Sorbus aria (whose chromosome number has been counted) was used as 
a reference to uncover higher ploidy levels in related species of unknown ploidy 
by determining the ratio between the peaks of these Sorbus species and the 
internal reference standard. S = G1 peak of the internal standard (Oryza sativa); 
2x = G1 peak of the chromosomally determined diploid S. aria; 3x = G1 peak of the 
triploid S. saxicola; 4x = G1 peak of the tetraploid S. rupicola

β-mercaptoethanol is very hazardous and can be fatal if inhaled, 
swallowed, or absorbed through skin contact.
PI is a potential mutagen and may cause irritation to the eyes, 
respiratory system, and skin.
DAPI is a potential carcinogen and may cause irritation to the 
eyes, respiratory system, and skin.
DMSO (dimethyl sulfoxide) itself is not considered as a haz-
ardous substance but in contact with other potentially toxic 
chemicals might enhance their absorption through the skin.

	 2.	 PI and SYBR Green I are intercalating fluorescent dyes that 
bind to double-stranded DNA and RNA with no base prefer-
ence, whereas DAPI is a fluorescent dye that binds preferen-
tially to AT-rich DNA.

	 3.	 Some buffers might precipitate after a while if they have not 
been stored at the appropriate temperature or when poor 
quality water has been used. It is therefore recommended that 
buffers are stored at the specified temperature given in 
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Subheading  2.3.2 and, wherever possible, that high-quality 
single- or double-distilled water is used.

	 4.	 If the isolation buffer becomes cloudy, changes color, or con-
tains suspended particles, it suggests that the buffer has been 
stored incorrectly or that the storage time has been exceeded. 
In either case, this can result in fungi or bacteria growing in the 
buffer. If this has happened, then new isolation buffer needs to 
be prepared and stored as indicated (see Subheading  2.3.2). 
Unused buffer should be discarded after 3 months. It is also 
strongly recommended to prepare small volumes (e.g., 200 mL) 
so that the stocks are as fresh as possible.

	 5.	 The pH of the isolation buffers must be above 4 in order for PI 
to stain the DNA; most are around a neutral pH. For protocols 
using either Otto buffer (see buffer 11, Subheading 2.3.2) or 
Baranyi buffer (see buffer 12, Subheading 2.3.2), the nuclei are 
isolated in a citric acid solution which is acidic (i.e., Otto I or 
Baranyi solution I). The pH is then raised to neutral by the 
addition of a basic solution containing Na2HPO4 (i.e., Otto II 
or Baranyi solution II) to ensure optimum staining of the DNA 
when the fluorochrome is added.

	 6.	 Isolation buffers contain a number of different components 
which ensure that not only are sufficient numbers of nuclei 
released from the cytoplasm but also that the DNA is protected 
from degradation and binds the fluorochrome quantitatively. 
Typically isolation buffers include the following components: 
(1) organic buffers (e.g., Tris, MOPS, HEPES) which stabilize 
the pH between 7.0 and 8.0 (depending on the buffer) to 
enable DNA staining by the fluorochrome; (2) nonionic deter-
gents (e.g., Triton X-100 and Tween 20) to facilitate the 
release of nuclei and prevent their aggregation; (3) chromatin 
stabilizers (e.g., spermine, MgCl2, MgSO4) to maintain the 
integrity of the DNA; (4) chelating agents (e.g., Na2EDTA 
(ethylenediaminetetraacetic acid disodium salt), sodium 
citrate) to bind divalent cations such as Mg2+ and Mn2+ and 
hence block DNase activity; and (5) inorganic salts (e.g., KCl, 
NaCl) to ensure the correct ionic strength of the buffer. Some 
buffers also include β-mercaptoethanol, DTT, ascorbic acid, 
and sulphite which act as reducing agents to prevent protein 
oxidation and PVP (see Note 7 below). For a discussion of the 
effect of different buffer components in a range of plant spe-
cies, see Loureiro et al. [45] and Greilhuber et al. [46].

	 7.	 The polymer PVP is used to reduce the effect of polyphenols 
and other secondary metabolites such as tannins that are often 
present in plant tissues and which can inhibit the quantitative 
staining of DNA by the fluorochrome. Such secondary metab-
olites may also increase cell debris leading to a significant 
reduction in the quality of the peaks in the flow histogram (see 
Notes 31 and 35). Generally PVP-10 and PVP-40 are used 
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although in certain cases only PVP-360 was shown to result in 
decent flow histograms (see Fig. 5a).

	 8.	 A modified version of this buffer was reported by E Hörandl 
et  al. [47] who also added 6.1  mM sodium citrate to the 
buffer.

	 9.	 It is essential that the cell culture-tested grade of Tween 20 
from Sigma-Aldrich (cat. no. P2287) is used. Tween 20 for 
molecular biology (Sigma cat. no. P9416) is not suitable for 
FCM.

	10.	 Dissolving Na2HPO4.12H2O can be speeded up by heating 
the solution gently.

	11.	 The amount of tissue used needs to be determined empirically, 
taking into account the amount of nuclei released and the pro-
portion of debris produced. For internal standardization, 
when needed, also add leaf tissue of the appropriate reference 
standard species (see Table 1).

	12.	 The selection of the most appropriate buffer needs to be deter-
mined empirically for each plant group. In many cases, the same 
buffer works well across a family, while in other cases, different 
buffers are needed for different genera, or even within a genus.

	13.	 It is very important to use very sharp razor blades or scalpels 
to chop the tissue into a crude suspension while minimizing 
damage to the nuclei. It is therefore recommended that each 
razor blade or scalpel is used only once. The chopping must be 
vigorous, quick, and short to avoid drying of the sample. We 
recommend empirical adjustments, especially to the chopping 
intensity, so that optimal numbers of nuclei are released with-
out generating too much cell debris which can lead to high 
background signal in the flow histogram and low numbers of 
nuclei in the G1 peak.

	14.	 The working volume can be modified, but remember that if 
this is done, then the volume of the fluorochrome added at 
step 7 will need to be adjusted accordingly to maintain the 
appropriate final concentrations.

	15.	 Check carefully that the sample is free of particles after  
filtration to minimize the possibility of blockages in the flow 
cytometer.

	16.	 If the samples have become brown/dark just a few minutes 
after adding the fluorochrome, this is indicative that the sample 
is undergoing oxidation due to the negative effect of secondary 
metabolites present in the cytoplasm. To avoid this problem, it 
is recommended that the buffer is supplemented with reducing 
agents such as β-mercaptoethanol or DTT. Another option 
that might help is the addition of PVP-10, PVP-40, or higher 
molecular weights such as PVP-360 (see Note 7), which will 
help improve histogram quality and sample stability, especially 
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Fig. 5 Troubleshooting problems encountered during flow cytometric analysis of 
plant material. (a) Fluorescence histograms obtained after analysis of isolated 
nuclei of Clusia multiflora (Clusiaceae). Samples in both histograms were  
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if tannins are present. If the problem persists, then alternative 
isolation buffers (see Subheading 2.3.2) should be tested and 
the chopping intensity reduced (see Note 13).

	17.	 Many protocols add RNase (ribonuclease II-A ) at 50 μg/mL 
at this stage when PI is used as the fluorochrome. This is 
because PI intercalates into double-stranded (ds) nucleic acids 
so they can stain dsRNA as well as dsDNA. Nevertheless, since 
RNase is only active between 15 and 70 °C, with an optimal 
temperature of 60 °C, it can be left out of any protocol that 
lacks an incubation step within this temperature range. Since 
the protocols described here do not include such an incuba-
tion step, RNase has not been included. Nevertheless, if users 
want to include an RNase incubation step, a stock RNase solu-
tion can be prepared by heating 1 mg/mL RNase to 80 °C for 
15 min (to inactivate DNases) and filtering through a 0.22 μm 
filter. The stock can be stored in 1 mL aliquots at −20 °C.

	18.	 The time between staining (step 7) and running the sample 
on a flow cytometer can vary from a few minutes to up to 1 h. 
While for some plant samples, a short incubation works fine, 
for others a longer incubation can give better results. Thus, 
the incubation time needs to be adjusted empirically for a 
given plant species to optimize the results.

	19.	 The relative centrifugal speed and time may need to be empiri-
cally adjusted.

Fig. 5 (continued) prepared using the same leaf and the same isolation buffer 
(WPB—36) but supplemented with different types of polyvinylpyrrolidone (PVP) 
to illustrate the dramatic effect on the quality of the flow histogram (left) using 
PVP-360 and (right) using PVP-40. (b) Flow histograms of the relative fluores-
cence in Dactylorhiza sp. (Orchidaceae) illustrating the utility of using alternative 
tissues to leaf samples to estimate nuclear DNA contents. (Left) Genome size 
estimated using pollinia of Dactylorhiza sp. and Solanum lycopersicum as inter-
nal standard [standard: peak I (G1) and IV (G2); pollinia: peaks II (1C − G1) and III 
(2C − G2); calculated 1C-value of Dactylorhiza sp. = 3.58 pg]. (Right) Genome size 
estimated using leaf tissue of Dactylorhiza sp. and Solanum lycopersicum as 
internal standard [standard: peak I (G1) and II (G2); Dactylorhiza sp. leaf: peaks III 
(2C − G1) and IV (4C − G2); calculated 2C = 7.06 pg]. (c) Flow histograms of leaf 
tissue from the orchid Dracula sp. (using Oryza sativa as internal standard (peak 
I)), illustrating how different parts of the same leaf can have very different pro-
portions of G1 and G2 nuclei. Using a young and actively growing leaf of Dracula 
(c. 1.5 cm long), the apical tip was seen to have a much lower proportion of G1 
nuclei (peak II, left histogram) compared with the basal part of the leaf (peak II, 
right histogram). (N.B. peaks III and IV correspond to G2 and partial endopolyploid 
nuclei, respectively). (d) Flow histograms of relative fluorescence in leaf tissue of 
Kalanchoe marnieriana (Crassulaceae) illustrating how poor histograms with 
much debris (left, ungated histogram) can be improved by gating the histogram 
(right) to reveal not only the G1 nuclei of K. marnieriana which was hidden in the 
debris of the left histogram but also the presence several endopolyploid cycles

Genome size and ploidy estimations by flow cytometry



300

	20.	 Samples are stable in Otto I and Baranyi solution I; hence, it is 
possible to prepare several samples in advance and simultane-
ously centrifuge them together.

	21.	 It is important to do this step very gently so as not to remove 
the pelleted nuclei.

	22.	 As samples are stable in Otto I and Baranyi solution I, it is pos-
sible to prepare many replicates and store them at either room 
temperature or 4 °C for up to several hours.

	23.	 The addition of Otto II or Baranyi solution II raises the pH of 
the sample to c. 7.3 and increases salt concentration. To keep 
these parameters within a working range, the amount of buffer 
added at this stage should be about fourfold that of Otto I or 
Baranyi solution I which now comprises c. 200–250 μL.

	24.	 The optimal incubation time should be adjusted in each case, 
but short incubation times (e.g., less than 5 min) usually pro-
vide the best results because nuclei may not remain stable for 
a long time after this step.

	25.	 The user can clear the acquisition results as many times as 
needed until the flow rate becomes stabilized. Do not be 
tempted to start recording data for analysis until the flow rate 
has stabilized (usually 0.5–1 min after the start of the run), as 
this can lead to poor histograms and inaccurate results.

	26.	 If no peaks are appearing in the flow histogram, and assuming 
that the flow cytometer is properly set up, the peaks are prob-
ably off the scale due to an inappropriate gain setting for the 
sample being analyzed. To locate the peaks, adjust the gain 
setting of the machine. This can sometimes be done more eas-
ily by using the log scale setting of the relative fluorescence (x 
axis) scale. Once the position of the peak has been located, 
adjust back to a linear scale to perform analyses. Remember 
that the gain of the machine should be kept within the range 
that is recommended by the manufacturer of the flow cytom-
eter to ensure the machine is operating optimally.

	27.	 If the flow rate is slow, there are a number of explanations and 
possible solutions: (1) this could be a technical problem with 
the flow cytometer. Any blockage in the flow chamber or in the 
tubing system can cause a reduction in the number of nuclei 
recorded. Check that the pressure in the system is within the 
recommended range for the machine and clean the flow system 
using either a decontaminant solution or a diluted bleach solu-
tion (see Subheading 2.2) to wash out any potential blockage. 
(2) Alternatively, this could be a biological problem caused by 
the particular plant material being analyzed. The concentration 
of nuclei in the suspension can vary significantly between sam-
ples depending on tissue type, quantity of material used, etc. 
Hence, the flow rate will need to be adjusted each time a new 
sample is loaded onto the machine. If the concentration of 
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nuclei in the sample is low, this will necessitate a high flow rate, 
and this can result in a broadening of peaks and high CVs (see 
Notes 34 and 35). If possible, it is best that this is overcome by 
preparing a new sample using more material to increase nuclei 
concentration, rather than running the sample at a high flow 
rate. When using flow cytometers with a preset sample acquisi-
tion rate (e.g., slow, medium, high), we recommend using the 
slow rate and only increase it if necessary.

Other possible causes of a slow flow rate include the following: 
inappropriate chopping intensity, the tissue used is not suitable, 
and/or the isolation buffer selected is not appropriate. Such 
problems can be overcome by, for example, increasing the amount 
of tissue used, adjusting the chopping intensity, and testing differ-
ent types of plant material (see Subheading 2.1, and Fig. 5b which 
illustrates the effect of changing from leaf material to pollinia in 
the orchid Dactylorhiza). Even changing the end of the leaf used 
for analysis can result in a dramatic change in the proportion of 
G1 nuclei released (see Fig. 5c). Changing the isolation buffers (see 
Subheading 2.3.2) can also have a large effect, especially if the 
sample is releasing mucilaginous compounds into the chopping 
buffer. Indeed, many plants contain mucilage in their cytoplasm, 
and isolated nuclei may bind to this during the chopping process 
leading to a low number of released nuclei. Increasing the per-
centage of detergent (i.e., Triton X-100 up to 4 %) can help but 
keep in mind that a higher concentration of detergent can also 
result in higher levels of cell debris and hence poorer quality of 
flow histograms, so compromise may be necessary.

	28.	 If the flow rate is unstable just after starting acquisition and 
large numbers of particles are being recorded, even when the 
flow cytometer is running at a slow speed, this may be due to 
unstable pressure in the flow cytometer. It can be caused by a 
number of factors including the presence of suspended parti-
cles (e.g., algae) in the sheath fluid and sheath fluid tubes/fil-
ters. Check that the pressure is correct and replace sheath 
fluid, tubes, and filters. If algae become a recurrent problem, 
0.02 % sodium azide can be added to the water in the sheath 
fluid bottle; however, it should be noted that sodium azide is 
toxic and should be handled appropriately. Alternatively, the 
sheath fluid bottles can be thoroughly rinsed with domestic 
bleach (see Subheading  2.2) every 2 months, or even more 
frequently when they are not changed on a daily basis. In addi-
tion, many manufacturers recommend that the sheath fluid 
tubing and filters are replaced every 3 months.

	29.	 Given that most of the measurements will require the use of a 
reference standard (see Subheadings  3.2.2 and 3.2.3), it is 
strongly recommended that the user knows, in advance, the 
peak position of a set of reference standards, ranging from 
small to big genomes (check Table 1 for recommended refer-
ence standards). This can be done by adjusting the gain set-
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tings so that the G1 peak of the standard always falls, for 
example, around channel number 200. Then, when the target 
sample is run alone for the first time, the user will be able to 
determine the best reference standard by testing the peak posi-
tion of the target plant at the different gains selected for the 
standards. It should be noted that while the G1 peak is the 
dominant peak, in many cases, G2 peaks are present which 
might interfere with the target sample. Care should therefore 
be taken to note where the peak positions of the target sample 
fall in relation to both the G1 and G2 peaks of the reference.

The position of the G1 peaks in the flow histogram of both 
the target plant and the internal reference standard should be 
different enough to avoid overlapping peaks. However, ide-
ally, the ratio between the standard and the target plant peaks 
should not exceed threefold to reduce risk of errors arising 
due to loss of linearity.

	30.	 If the position of the peak appears to be unstable (i.e., the peak 
in the histogram builds at a different position each time the 
acquisition data is cleared), it may suggest the incubation time 
following the addition of the fluorochrome is insufficient (i.e., 
step 8, Subheading 3.1.1). Check different incubation times 
to test staining stability. If the problem persists, test alternative 
isolation buffers. However, when using Otto or Baranyi buf-
fers, the nuclei may be unstable once Otto II or Baranyi solu-
tion II has been added (see step 11, Subheading 3.1.2 or step 
8, Subheading  3.1.3). For these buffers, increasing the 
incubation time is only likely to lead to deterioration in the 
flow histogram quality and unstable peaks.

	31.	 Large amounts of cell debris/background on the flow histogram 
are a commonly encountered problem (e.g., see histogram on the 
left of Fig. 5d). There are several explanations and solutions:
(a)	 The isolation buffer selected is not appropriate for the 

sample. Test an alternative isolation buffer (see 
Subheading 2.3.2).

(b)	The tissue selected is not in good condition or optimal for 
FCM. Test other plant tissues (see Subheading 2.1).

(c)	 The incubation time (step 8, Subheading 3.1.1, step 11, 
Subheading  3.1.2, step 8, Subheading  3.1.3) can influ-
ence the quality of the flow histogram so try adjusting the 
incubation time.

(d)	Over-chopping of the sample (see step 3 in Subheadings 
3.1.1, 3.1.2, and 3.1.3) can, in some cases, lead to large 
amounts of background debris in the flow histogram. 
Reduce chopping intensity and use new sharp razor blades 
or scalpels for each sample to avoid cell damage.

(e)	 If none of the solutions mentioned so far are showing 
any improvement in the results, then in some cases, gating 
can be used if the flow cytometer is fitted with a side 
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scatter  detector. In this case, the region of interest is 
selected in the side scatter vs. forward light histogram so 
that the flow histogram of relative fluorescence excludes 
the signals from side scatter. An example of how effective 
this can be is seen in Fig. 5d.

	32.	 If additional and perhaps unexpected peaks which do not fol-
low an endopolyploid series are present in the flow histogram, 
then this suggests the presence of contaminants such as insects, 
insect eggs, and fungi in the plant sample. To avoid this prob-
lem, always check the plant material carefully before chopping 
(using a stereomicroscope if necessary) to ensure there are no 
contaminating organisms. If endoparasites are suspected, then 
alternative plant parts will need to be tested.

	33.	 The number of particles that need to be recorded will vary 
depending on the type of analysis being carried out. Usually 
5,000 particles are recorded of estimations of genome size, 
and this is the recommended number, but for some material, 
it may not be possible to obtain so many nuclei (e.g., recalci-
trant and herbarium material).

	34.	 The CV of a peak is a measure of peak quality and must be 
kept as low as possible (ideally less than 3 %) and always below 
5 %. Higher CVs are not acceptable for publication unless it 
has been demonstrated that higher quality cannot be achieved 
after extensive tests with different buffers, incubation times, 
etc. (e.g., samples rich in polyphenols, old silica-dried samples, 
and herbarium vouchers).

	35.	 Broad peaks with high and unacceptable CVs are, unfortu-
nately, commonly encountered in the analysis of plant material. 
There are several possible explanations and solutions. These 
can broadly be divided into technical and biological sources:

Technical
(a)	 A loss of pressure in the flow cytometer system might 

result in a reduction of the peak quality. Check that the 
pressure is correct.

(b)	The instrument might be out of alignment. Align the 
instrument light source by using calibration beads (see 
Subheading 2.2).

(c)	 Broad peaks are produced when the flow rate is too high. 
Run the samples at a flow rate that is no greater than c. 20 
nuclei/s.

(d)	Air bubbles in the flow system can cause peaks with high 
CVs. Clean the flow chamber as recommended by the 
manufacturer and take extra care to remove any air bub-
bles from the filter after the sheath fluid bottle has been 
refilled. Also make sure that the lid of the sheath fluid bot-
tle is tightly screwed on to seal the system.
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(e)	 As reported by Doležel et  al. [8], an obsolete arc lamp 
used for UV excitation might be a cause for such problem. 
Replace the lamp and align the instrument.

(f)	 Weak fluorescence and peaks with large CVs can arise when 
a sample of DAPI-stained nuclei is analyzed following a 
sample of PI-stained nuclei. Doležel et al. [8] noted that 
this situation can arise as a result of fluorochrome interfer-
ence if the flow cytometer has not been completely cleaned 
between samples. To avoid this problem, ensure that the 
machine is thoroughly washed through by running a tube 
containing a weak solution (1:5 dilution in distilled water) 
of domestic bleach (do not leave bleach sitting in the sys-
tem for more than a few minutes), then washing the sys-
tem thoroughly with distilled water.

Biological
(a)	 In some cases, the isolation protocol and/or the buffer 

used is unsuitable for the material being analyzed, and the 
result can be a poor quality flow histogram. Test alterna-
tive isolation buffers (Subheading  2.3.2) and protocols 
(Subheading 3.1).

(b)	 Secondary metabolites in the cytoplasm may interfere with 
the fluorochrome staining of the DNA and lead to an increase 
in the CVs. Sometimes this can be overcome by supplement-
ing the buffer with reducing agents such as β-mercaptoethanol 
or DTT. Tannins are also frequent in plants, so the addition 
of PVP-10/PVP-40 is common to help minimize their 
effects. PVP-360 has also been shown to be effective and, in 
certain cases, may work when other PVP types have failed 
(e.g., see Fig. 5a). The effect of secondary metabolites can 
also be minimized by reducing the chopping intensity and 
carrying out the nuclei isolation steps on ice and with ice-
cold solutions (as recommended in Subheading 3.1).

(c)	 Some tissues of some plants are just recalcitrant and pro-
duce poor results. Test alternative tissues, such as bracts, 
roots, sepals, seeds, and pollinia (e.g., see Fig. 5b) of differ-
ent parts of the leaf (e.g., see Fig. 5c) or try putting the 
plant in the dark for a few days prior to analysis.

(d)	Doležel et al. [8] reported that excluding RNase from the 
isolation buffer when PI is used to stain DNA can result in 
increased CVs, especially in tissues with active protein syn-
thesis, such as root tips. Nevertheless, if this is the case, 
then the protocol should include an incubation step at 
37 °C for at least 30 min to ensure the RNase has sufficient 
time to work (see Note 17 for how to prepare RNase).

(e)	 The wrong concentration of the DNA fluorochrome can 
also reduce the quality of the flow histogram, so it is 
important to check that the fluorochrome solution has 
been prepared correctly.
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	36.	 It is recommended that when a run is saved, the file name should 
include information on the species analyzed, replicate number, 
buffer used, and internal reference standard (if applicable). If 
possible, it is also helpful to get the software to list the instru-
ment settings (e.g., gain and lower limit settings) used for each 
run. This enables histograms to be compared, if appropriate.

	37.	 If a shift in the position of the G1 peak of the reference standard 
is detected, then it is necessary to change the sample prepara-
tion. Often, the problem can be solved by changing to another 
isolation buffer (see Subheading 2.3.2). Alternatively, the addi-
tion of various compounds can sometimes eliminate the prob-
lem, e.g., the addition of 3 % PVP (see Note 7 and Fig. 5a) to 
bind to polyphenolics or adding DTT and β-mercaptoethanol 
which are good reducing agents. In addition, the problem can 
sometimes be overcome by using different plant material such 
as roots, stems, bracts, or seeds (e.g., see Fig. 5b, c).

	38.	 For accurate nuclear DNA amount estimations, it is recom-
mended that the number of particles in both the target and 
the reference standard G1 peaks should be similar.

	39.	 Some plant breeding material, pollen, and the gametophyte 
stage of bryophyte groups (i.e., mosses, liverworts, and horn-
worts) are haploid. In such cases, the first peak of the target 
sample in a flow histogram (G1) will correspond to the 1C 
rather than the 2C-value.

	40.	 Technical factors should not account for more than 2–3 % of 
the variation between different estimates for the same species, 
although for some material (e.g., recalcitrant tissues), this type 
of variation may be greater. Higher levels of variability in 
C-value estimates for a species may reflect intraspecific varia-
tion due to the presence of chromosomal instabilities (e.g., B 
chromosomes, supernumerary segments, or aneuploidy) or 
taxonomic heterogeneity in the samples analyzed (see ref. 48 
for further discussion on intraspecific variation).

	41.	 (1) Wherever possible, it is recommended that the “reference” 
sample of known ploidy is at the lowest ploidy level known for 
a given species/complex (i.e., diploids). (2) If investigating 
ploidy levels within a species, the reference sample can be a 
sample of this species whose ploidy has been karyologically 
determined (e.g., a diploid sample). (3) Following the recom-
mendations of Doležel et  al. [8], the nuclear DNA may be 
stained with PI or DAPI, although the latter option may result 
in higher-quality histograms. The use of DAPI is also recom-
mended to detect aneuploid specimens.

	42.	 For ploidy level estimations, it is not necessary to measure as 
many nuclei, so data for a lower number of particles can be 
collected.
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    Chapter 15   

 Molecular Cytogenetics (FISH and Fluorochrome Banding): 
Resolving Species Relationships and Genome Organization 

           Sonja     Siljak-Yakovlev     ,     Fatima     Pustahija    ,     Vedrana     Vicic    , and     Odile     Robin   

    Abstract 

   Fluorochrome banding (chromomycin, Hoechst, and DAPI) and fl uorescence in situ hybridization (FISH) 
are excellent molecular cytogenetic tools providing various possibilities in the study of chromosomal evolu-
tion and genome organization. The constitutive heterochromatin and rRNA genes are the most widely used 
FISH markers. The rDNA is organized into two distinct gene families (18S-5.8S-26S and 5S) whose number 
and location vary within the complex of closely related species. Therefore, they are widely used as chromo-
somal landmarks to provide valuable evidence concerning genome evolution at chromosomal levels.  

  Key words     Chromomycin  ,    Crepis   ,   DAPI  ,   Fluorescence in situ hybridization (FISH)  ,   Fluorochrome 
banding  ,   Hoechst  ,    Pinus   ,   rRNA genes  

1      Introduction 

 Molecular cytogenetics provides new possibilities in the study of 
chromosomal evolution and genome organization which also con-
tributes to a better characterization of the karyotype. Fluorochrome 
banding and fl uorescence in situ hybridization (FISH) are excel-
lent tools for chromosome identifi cation in studies of chromosome 
evolution and genome organization and also to reveal the relation-
ships between different taxa. These molecular cytogenetic 
approaches have been widely used for karyotyping, e.g., in 
 Arabidopsis thaliana  [ 1 ],  Medicago truncatula  [ 2 ],  Picea abies,  and 
    P. omorika  [ 3 ], and for studying evolutionary relationships within 
many genera, e.g.,  Hypochaeris  [ 4 ,  5 ],  Quercus  [ 6 ],  Lilium  [ 7 ], 
 Nicotiana  [ 8 ], and  Pinus  [ 9 ,  10 ]. 

 Before the development of fl uorochrome banding, Giemsa 
C-banding has been used to reveal constitutive heterochromatin 
(highly repetitive DNA sequences which remain condensed during 
the whole cell cycle). This heterochromatin can be GC or AT-rich or 
“neutral.” The most widely used base-specifi c fl uorochrome chro-
momycin A3 is a fl uorescent stain that binds strongly to GC-rich 
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regions in DNA. DAPI (4’,6-diamidino-2-phenylindole) or Hoechst 
(bisbenzimide 33258), on the other hand, is specifi c for AT-rich 
DNA. Comparative patterns of fl uorochrome banding may be useful 
not only in identifying homologous chromosomes but also in reveal-
ing phylogenetic relationships among species [ 11 – 13 ]. 

 In the case of two closely related species of the genus  Crepis  [ C. 
praemorsa  (L.) Tausch and  C. incarnata  (Wulf.) Tauch.] with the 
same chromosome number and almost identical karyotypes, banding 
techniques revealed a high intra-chromosomal differentiation between 
two species (Fig.  1 ). All constitutive heterochromatin in these two 
species, revealed after Giemsa C-banding, represents AT-rich DNA 
regions [ 14 ]. However, in  C. praemorsa  heterochromatic regions are 
limited only to centromeres and nucleolar organizer region (NOR). 
In  C. incarnata  this type of heterochromatin was abundant forming 
the large telomeric and intercalary bands. The AT-rich DNA regions 
are consequently GC-poor and present low fl uorescent intensity with 
appropriate fl uorochrome (see negative bands on chromomycin-
stained chromosomes, Fig.  1d ). Before these results, obtained by 
chromosome banding, in  Flora Europaea  the  C. incarnata  has been 
considered only as subspecies [ C. praemorsa  subsp.  dinarica  (Beck) 
Hayek, synonym =  C. incarnata ] [ 15 ]. This and numerous other 
studies demonstrate the usefulness of fl uorochrome banding in resolv-
ing systematic and phylogenetic relationships between closely related 
taxonomic entities and point out the high implication of heterochro-
matin during differentiation of  C. incarnata  (endemic mountain spe-
cies from Alps) from  C. praemorsa  (ancestral species from Euro-Asiatic 
plains with a large geographical repartition). In addition to this study, 
the reproductive isolation has been also detected which confi rmed the 
specifi c level of these two taxa [ 16 ,  17 ].

   Fluorescence in situ hybridization is a 30-year-old molecular 
cytogenetic tool that has developed continuously. Schwarzacher 
and Heslop-Harrison [ 18 ] provided the most accurately docu-
mented data and protocols concerning FISH techniques in plants. 

 In eukaryotes, rRNA genes present the most widely used FISH 
markers. They are organized into two distinct gene families.    The fi rst 
family of rRNA genes, encoding for 18S, 5.8S, and 26S ribosomal 
RNA (45S rDNA), occurs as tandem arrays at one or several specifi c 
regions on chromosomes. The 45S rDNA loci consist of tandemly 
repeated units of the 18S, 5.8S, and 26S rDNA, internal transcribed 
(ITS1 and ITS2) sequences, and intergenic (IGS) spacers. These 
genes are highly conserved and the chromosomal segment harbor-
ing them is known as a nucleolar organizing region (NOR). The 
second family is presented by 5S rRNA genes, also highly conserved 
and widely used as molecular cytogenetic markers. 

 Due to their high copy number, both families of rRNA genes 
are easily and reproducibly detectable on chromosomes and consti-
tute suitable landmarks for chromosome identifi cation. 

 The number and location of rDNA vary within the complex of 
closely related species; therefore, it could be used as a chromo-
somal landmark to provide valuable evidence concerning genome 
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  Fig. 1     Crepis praemorsa : Giemsa C-banding ( a ), idiogram showing C-bands ( e ), 
Hoechst ( e ′) and CMA bandings ( e ″).  C. incarnata : C-banding ( b  and  f ), Hoechst 
( c  and  f ′), and CMA bandings ( d  and  f ″). Bar = 10 μm       
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evolution at chromosomal levels. The rDNAs can change rapidly 
both in copy number and chromosome distribution, and rDNA 
transposition or dispersion in plant genomes is frequently observed 
[ 19 – 22 ]. These rearrangements are generally in correlation with 
species differentiation and speciation, and FISH analysis of rDNA 
is a good tool to detect chromosome variations. 

 The following example demonstrates the use of fl uorochrome 
banding and FISH to detect small structural chromosomal differ-
ences even at the level of intraspecifi c taxonomic categories. 

 The genus  Pinus , and Pinaceae family in general, is character-
ized by the same chromosome number (2 n  = 24) and conserved 
karyotypes with all metacentric chromosome pairs, except one sub-
metacentric. In such cases, when karyotyping based on morpho-
metric analysis is diffi cult, the comparative patterns of fl uorochrome 
banding and FISH experiment may be useful not only in identify-
ing homologous chromosomes but also for revealing phylogenetic 
relationships among taxa. 

 Thus, in the study of  Pinus nigra  Arnold subspecies [ Pinus 
nigra  subsp.  laricio  (Poiret) Maire and  Pinus nigra  subsp.  dal-
matica  (Visiani) Franco], molecular cytogenetic tools revealed the 
unsuspected differences in heterochromatin and rDNA organiza-
tion [ 9 ]. DAPI staining after FISH displayed a high number of 
signals (Figs.  2  and  3 ). The number of CMA bands was 26 in ssp. 

  Fig. 2     Pinus nigra  subsp.  laricio : CMA-chromomycin banding ( a ); FISH ( b ); cor-
responding haploid idiogram showing 10 18S and 2 5S rDNA loci, 13 CMA, and 
18 DAPI bands ( c ). Bar = 10 μm       
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 laricio  (Fig.  2a ) and 24 in ssp.  dalmatica  (Fig.  3a ) with slightly 
different positions. Since all the centromeres were DAPI positive, 
the differences were refl ected in the number of intercalary DAPI 
bands. They were distributed either on one or both chromosome 
arms. Two DAPI patterns were evident: the fi rst with a lower num-
ber of signals (36 in ssp.  laricio ) and the second with a higher 
number of bands (64 in ssp.  dalmatica ; Figs.  2b  and  3b , respec-
tively). The number and position of 5S rRNA genes were the same, 
but the number of 18S rDNA loci was 10 for ssp.  laricio  and 8 for 
ssp.  dalmatica  (Figs.  2b, c  and  3b, c , respectively).

    Therefore, the molecular cytogenetic analysis can unequivo-
cally reveal the subtle chromosomal changes even between low 
taxonomic categories, and by combining with phytogeography and 
ecology of representatives of a complex of related species, it 
becomes possible to determine processes of species differentiation 
and evolution and the phylogenetic relationships between taxa.  

  Fig. 3     Pinus nigra  subsp.  dalmatica : CMA ( a ); FISH ( b ); haploid idiogram showing 
8 18S and 2 5S rDNA loci, 12 CMA, and 32 DAPI bands ( c ). Bar = 10 μm       
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2    Materials 

 Use sterile ultrapure water and analytical grade reagents for prepar-
ing solutions. Prepare and store all reagents at room temperature, 
unless indicated otherwise. For long-term storage the stock solu-
tions can be aliquoted and stored at ≤−20 °C. For short-term stor-
age the solutions can be kept at 2–6 °C, protected from light if 
necessary. Care should be taken in handling and disposal of dyes 
and all waste materials, according to applicable local regulations. 

      1.    0.05 % (m/v)  aqueous colchicine solution : resolve 0.05 g col-
chicine in 100 mL water.   

   2.    0.002 M  8-hydroxyquinoline : resolve 0.029 g 
8- hydroxyquinoline in 100 mL water ( see   Note 1 ).   

   3.     Carnoy I : freshly prepared 3:1 (v/v) ethanol:glacial acetic acid 
( see   Note 2 ).   

   4.     Carnoy II : freshly prepared 6:3:1 (v/v) ethanol:chloroform:
glacial acetic acid ( see   Note 3 ).      

      1.     Citrate buffer 0.01 M , pH 4.6: solution A: 0.1 M citric acid. 
Solution B: 0.1 M trisodium citrate, pH 4.6. Mix 25.5 mL 
solution A + 24.5 mL solution B, adjust volume to 100 mL 
with ddH 2 O. Store at −20 °C.   

   2.     Citrate buffer 0.05 M , pH 4.6: solution A: 0.5 M citric acid. 
Solution B: 0.5 M trisodium citrate, pH 4.6. Mix 25.5 mL 
solution A + 24.5 mL solution B, adjust volume to 100 mL 
with ddH 2 O. Store at −20 °C.   

   3.     McIlvaine buffer pH 5.5 : solution A: 0.l M citric acid. Solution 
B: 0.2 M dibasic sodium phosphate. Mix 21.6 mL of A and 
28.4 mL of B, adjust volume to 200 mL with ddH 2 O. Store at 
−20 °C.   

   4.     McIlvaine buffer pH 7.0 : solution A: 0.l M citric acid. Solution 
B: 0.2 M dibasic sodium phosphate. Mix 18 mL of A and 
82 mL of B, diluted to a total of 200 mL with ddH 2 O. Store 
at −20 °C.   

   5.     McIlvaine buffer pH 7.0 + Mg  2+ : prepare a 5 mM Mg 2+  solution 
by diluting 0.123 g of MgSO 4 ·7H 2 O in 100 mL of McIlvaine 
buffer pH 7.0 ( see   Note 4 ). Store at −20 °C.      

      1.     Hydrolytic enzymes mixture : 4 % cellulase “Onozuka” RS 
(Yakult Pharmaceutical Co.), 1 % pectolyase Y23 (Seishin 
Pharmaceutical Co.), and 4 % hemicellulase (Sigma-Aldrich) 
in 0.05 M citrate buffer. Store mixture at −20 °C ( see   Note 5 ).      

2.1  Reagents 
for Pretreatments 
and Root Tips 
Fixations

2.2  Buffers

2.3  Enzyme Mixture
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      1.     Chromomycin A3  (CMA): dissolve 0.02 g of CMA in 100 mL 
of McIlvaine buffer pH 7.0 + Mg 2+ . Store at −20 °C, protected 
from light. 
  0.05 % (m/v) methyl green  dissolved in pH 5.5 McIlvaine buf-
fer. Store at 4 °C.   

   2.     Hoechst 33258  [Ho; bisbenzimide 33258; 
2-[2-(4-Hydroxyphenyl)-6-benzimidazolyl]-6-(1-methyl-4-
piperazyl)-benzimidazoletrihydrochloride]: to prepare a stock 
solution, dissolve 1 mg Ho in 100 mL ddH 2 O and store at 
−20 °C, protected from light. Work solution: dilute 1 mL of Ho 
stock solution with 4 mL of McIlvaine pH 5.5.   

   3.     DAPI  (4’,6-diamidino-2-phenylindole): stock solution of 
2 μg/mL in McIlvaine’s buffer pH 7.0. Prepare a working 
solution of 0.1 mg/mL, aliquot, and store at −20 °C, pro-
tected from light.   

   4.     Glycerol antifade solution : Citifl uor AF 2  (Agar Scientifi c Oxford 
Instruments, Stanstead, UK) or manually prepared glycerol 
solution (McIlvaine pH 7.0 + Mg 2+ : glycerol = 1:1, v/v).      

      1.     RNAse A stock solution : prepare a stock solution dissolving 
10 mg of RNAse in 1 mL of 10 mM Tris–HCl, pH 8.0. Boil 
for 15 min and allow to cool. Store at −20 °C in aliquots. Prior 
to use dilute 100× in 2× SSC.   

   2.     0.01 M HCl .   
   3.     Pepsin stock solution:  prepare a 0.1 mg/mL solution by dissolv-

ing in 0.01 M HCl. Aliquot and store at −20 °C.   
   4.     Proteinase K : prepare a 1 mg/mL stock solution by dissolving 

in ddH 2 O. Store at −20 °C. Prior to use dilute 100× in 2× 
SSC.   

   5.     Formamide deionized.    
   6.     20 ×  SSC  (saline-sodium citrate buffer): 3 M sodium chloride, 

0.3 M sodium citrate tribasic dihydrate, adjusted to pH 7.0 
with 1 M HCl, autoclaved, and stored at room temperature. 
For use in the hybridization mix store at −20 °C.   

   7.     2 ×  SSC : dilute 20× SSC 1:10 with ddH 2 O.   
   8.     0.1 ×  SSC : dilute 13 mL of 2× SSC with 237 mL ddH 2 O.   
   9.     4 ×  SSCT : dilute 100 mL of 20× SSC with 400 mL ddH 2 O. 

Add 1 mL of Tween 20.   
   10.     Tween 20 .   
   11.     Dextran sulfate  (DS): dissolve 50 g of DS in 100 mL of sterile 

ddH 2 O. Store in aliquots at −20 °C.   

2.4  Fluorochrome 
Banding

2.5  FISH 
(Fluorescence In Situ 
Hybridization)
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   12.     Sodium dodecyl sulfate  (SDS): dissolve 1 g of SDS in sterile 
10 mL ddH 2 O. Store in aliquots at −20 °C.   

   13.     Salmon sperm DNA solution  (SS): concentration 10.5 ± 0.5 mg/
mL. Store in aliquots at –20 °C.   

   14.     Blocking buffer  [bovine serum albumin (BSA) solution]: dissolve 
0.1 g of BSA in 2 mL 4× SSCT ( see   Note 6 ). Store at −20 °C.   

   15.     Antibody buffer  [anti-digoxigenin-fl uorescein, Fab fragments 
(ADF) mixture]: for one slide mix 49.3 μL of blocking buffer 
with 0.7 μL of ADF ( see   Note 7 ).   

   16.     Antifade mounting medium : use Vectashield mounting 
medium with DAPI (Vector Laboratories, Peterborough, UK).       

3    Methods 

 Carry out all procedures at room temperature unless otherwise 
specifi ed. 

      1.    Immerse root tip in colchicine solution for 2–6 h at room tem-
perature (large chromosomes) or 8-hydroxyquinoline solution 
for 2–4 h at 16 °C (small chromosomes).   

   2.    Fix root tips in Carnoy I or Carnoy II solution for 15–30 min 
at room temperature and leave in fi xative for 24–48 h at 4 °C 
( see   Note 8 ).      

  Following is the technique of Geber and Schweizer [ 23 ] with 
minor modifi cations.

    1.    Thaw enzyme mixture at 37 °C and transfer it to either a watch 
glass in a Petri dish or a 1.5 mL centrifuge tube ( see   Note 9 ).   

   2.    Wash fi xed root tips in 0.05 M citrate buffer for 10 min and 
then digest in the enzymatic mixture at 37 °C for 10–60 min 
(depending on root size,  see   Note 10 ).   

   3.    Transfer meristems to a drop of 45 % acetic acid on a clean 
slide. Place cover slip and apply gentle pressure to spread the 
 chromosomes. Tapping with needle tweezers on top of the 
cover slip may improve chromosome spreading.    

      Following is the technique of Conger and Fairchild [ 24 ] with 
minor modifi cations.

    1.    Rapidly freeze preparations below −70 °C using liquid nitro-
gen or CO 2 , or by placing slides on dry ice or on a metal plate 
in a −80 °C freezer ( see   Note 11 ).   

   2.    Remove cover slips quickly while frozen, using a razor blade, 
and rinse briefl y in absolute ethanol.   

   3.       Take out slides, air dry, and store at room temperature for a 
couple of days till the next step (staining).    

3.1  Pretreatment 
and Fixation of Root 
Tips

3.2  Preparation 
of Protoplasts

3.3  Cover Slips 
Removing
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    Following are the modifi ed techniques of Schweizer [ 25 ] and Kondo 
and Hizume [ 26 ], and the technique of Siljak-Yakovlev et al. [ 3 ].

    1.    Prepare air-dried slides with cover slips removed as described 
in Subheading  3.3 .   

   2.    Prepare McIlvaine buffers (pH 5.5; pH 7.0; pH 7.0 + Mg 2+ ) 
and CMA working solution.   

   3.    Add a few drops of McIlvaine buffer pH 7.0 + Mg 2+  to the 
slides and incubate for 15 min. Gently shake off slides.   

   4.    Apply 80 μL of CMA working solution onto the slides and 
gently cover with plastic cover slips (cut from autoclavable 
waste bags) avoiding formation of air bubbles. Incubate for 
60–90 min in the dark.   

   5.    Carefully remove the plastic cover slips with tweezers and 
wash briefl y with McIlvaine buffer pH 7.0.   

   6.    Counterstain with methyl green for 7 min in the dark.   
   7.    Wash slides briefl y with McIlvaine buffer pH 5.5.   
   8.    Mount preparations in glycerol antifade solution.   
   9.    Store slides in the dark. For long-term conservation store at 4 °C.   
   10.    Observe under an epifl uorescence microscope with appropri-

ate fi lters.    

    Following are the techniques of Martin and Hesemann [ 27 ].

    1.    Prepare air-dried slides with cover slips removed as described 
in Subheading  3.3 .   

   2.    Melt McIlvaine buffer pH 5.5 and Ho work solution.   
   3.    Rehydrate slides by incubating successively in 70, 50, and 

30 % ethanol series and in ddH 2 O for 5 min.   
   4.    Add a few drops of McIlvaine buffer pH 5.5 to the slides and 

incubate for 10 min.   
   5.    Gently shake off slide and apply 80–100 μL of Ho working 

solution to the slide for 2 min. Cover with a plastic cover slip, 
avoiding air bubbles, and protect from light.   

   6.    Carefully remove the plastic cover slip with tweezers and wash 
briefl y with McIlvaine buffer pH 5.5.   

   7.    Apply McIlvaine buffer pH 5.5 to the whole slides and incu-
bate for 15 min.   

   8.    Gently shake off slides. Add a few drops of ddH 2 O to the 
slides and incubate for 15 min.   

   9.    Shake the water off, dry the slides, and mount it in glycerol 
antifade solution.   

   10.    Store slides in the dark. For long-term conservation store at 4 °C.   
   11.    Observe under an epifl uorescence microscope with appropri-

ate fi lters.    

3.4  Chromomycin 
Banding

3.5  Hoechst Banding
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        1.    Immerse slides in the Carnoy I in staining dish until cover slips 
fl oat off.   

   2.    Successively dehydrate slides in ice-cold ethanol series (70, 90, 
and 100 % ethanol) for 5 min each ( see   Note 12 ).   

   3.    Dry the slides for a couple of days in a vertical position in a 
closed plastic box to prevent accumulation of dust.      

  Following is the technique of Heslop-Harrison et al. [ 28 ] with 
minor modifi cations by Siljak-Yakovlev et al. [ 3 ]. 

  Day One 

    1.    Prepare a humid chamber using a plastic box with moistened 
paper tissues in the bottom. Warm up to 37 °C.   

   2.    Add 200 μL of RNase A working solution to each slide, cover 
with plastic cover slips, and incubate in a humid chamber at 
37 °C for 1 h.   

   3.    Carefully remove the plastic cover slips with tweezers and 
wash slides in a Coplin jar in 2× SSC twice for 5 min.   

   4.    Briefl y rinse slides in a 0.01 M HCl solution.   
   5.    Incubate slides with 80–100 μL of pepsin working solution for 

10–15 min at 37 °C ( see   Note 13 ).   
   6.    Rinse slides in deionized H 2 O for 2 min.   
   7.    Wash slides in 2× SSC two times for 5 min.   
   8.    Facultative step: Denaturation in 50 or 70 % (for Gymnosperms) 

formamide, 2 min at 70 °C. Rinse slides in 2× SSC for 5 min.   
   9.    Dehydrate slides in an ethanol series: 70, 90, and 100 % 

(−20 °C), 3 min each.   
   10.    Air dry the slides for 1–2 h.   
   11.    Prepare 50 μL of hybridization buffer consisting of 50 % for-

mamide, 10 % dextran sulfate, 0.6 % sodium dodecyl sulfate, 
1.5 μL salmon sperm, and 20× SSC. Per 50 μL of hybridiza-
tion buffer, add 0.5–2 μL of 18S–26S DNA probe (40 ng/
μL) and 0.5–2 μL of 5S DNA probe (50 ng/μL) to obtain a 
hybridization mix ( see   Note 14 ).   

   12.    Denature the probe by incubating the hybridization mixture 
in a water bath (or a heat block) at 72 °C for 10 min and trans-
fer immediately on ice for a minimum of 5 min ( see   Note 15 ).   

   13.    Add 50 μL of hybridization mixture to each slide and cover 
with plastic cover slips. Place slides in a plastic box and incu-
bate in a water bath at 72 °C for 10 min ( see   Note 16 ).   

   14.    Place the box to another water bath set at 55 °C for 5 min.   
   15.    Place slides in a humid chamber and incubate over night at 

37 °C ( see   Notes 17  and  18 ).    

3.6  Destaining Slides 
After Fluorochrome 
Bandings

3.7  FISH
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   Day Two 

    1.    Preheat the buffers (0.1× SSC, 2× SSC, 4× SSCT) in a water 
bath to 42 °C.   

   2.    Carefully remove the plastic cover slips with tweezers and 
immerse slides in a Coplin jar with 2× SSC buffer for 3 min at 
room temperature.   

   3.    Wash slides twice in 2× SSC for 5 min at 42 °C.   
   4.    Facultative step to reduce background: wash slides in 20 % for-

mamide at 42 °C, two times for 5 min.   
   5.    Wash slides in 0.1× SSC for 5 min at 42 °C.   
   6.    Wash slides in 2× SSC for 5 min at 42 °C.   
   7.    Wash slides in 4× SSCT for 5 min at 42 °C ( see   Note 19 ).   
   8.    Blocking: apply 100 μL of blocking buffer on the slides, cover 

with plastic cover slips, and incubate for 5 min at room tem-
perature, protect from light. Carefully remove the plastic cover 
slips.   

   9.    Antibody detection: apply 50 μL of antibody buffer on the 
slides, cover with plastic cover slips, and incubate at 37 °C for 
1 h in a preheated plastic humid chamber.   

   10.    Carefully remove the plastic cover slips and immerse slides in 
4× SSCT buffer three times for 5 min.   

   11.    Shake the buffer off, dry the slides, and counterstain with fi nal 
antifade mounting medium with DAPI. Leave to stand for 
5–10 min and remove surplus medium using paper tissue.   

   12.    Store slides in the dark at 4 °C.   
   13.    Observe under an epifl uorescence microscope with appropri-

ate fi lters.    

    In this paragraph we present a modifi ed and much shorter version of 
our standard FISH protocol, which we already used and verifi ed for 
some genera (e.g.,  Crepis ,  Iris ,  Narcissus ,  Quercus , and  Triticum ). 

  Day One 

    1.    Prepare a humid chamber by placing moistened paper tissues 
on the bottom of a plastic box and preheat to 37 °C.   

   2.    Add 200 μL of RNase A working solution on each slide, cover 
with plastic cover slips, and incubate in a humid chamber at 
37 °C for 1 h.   

   3.    Immerse slides in a Coplin jar with 2× SSC buffer and wash 
twice for 5 min. The plastic cover slips will fl oat off the slides 
during the fi rst wash.   

   4.    Add 50 μL of proteinase K working solution to the slides and 
incubate for 15 min at 37 °C ( see   Note 13 ).   

3.8  Modifi ed FISH 
Protocol
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   5.    Wash slides in 2× SSC for 5 min.   
   6.    Dehydrate slides in an ethanol series: 70, 90, 100 % (−20 °C), 

3 min each.   
   7.    Air dry the slides for 1–2 h.   
   8.    Prepare a modifi ed hybridization buffer consisting of 50 % for-

mamide, 10 % dextran sulfate, 2× SSC, and 50 mM NaH 2 PO 4  
pH = 7.0 ( see   Note 20 ). Per 50 μL of hybridization buffer, add 
0.5–2 of 18S–26S DNA probe (40 ng/μL) and 0.5–2 μL 
of 5S DNA probe (50 ng/μL) to obtain a hybridization mix 
( see   Note 14 ).   

   9.    Add 50 μL of hybridization mix per slide and cover with a 
cover slips. Place the slides in a water bath set at 85 °C and 
incubate for 6 min ( see   Note 16 ).   

   10.    Transfer the slides to a humid chamber and hybridize overnight 
(16–20 h) at 37 °C.    

   Day Two 

    1.    Preheat the buffers (0.1× SSC, 2× SSC, 4× SSCT) in a bath at 
42 °C.   

   2.    Immerse slides in a Coplin jar with 2× SSC buffer and wash for 
5 min at room temperature.   

   3.    Wash slides twice in 2× SSC for 5 min at 42 °C.   
   4.    Wash slides in 0.1× SSC for 5 min at 42 °C.   
   5.    Wash slides in 2× SSC for 5 min at 42 °C.   
   6.    Wash slides in 4× SSCT for 5 min at 42 °C.   
   7.    Wash slides 5 min in 4× SSCT at room temperature.   
   8.    Blocking: apply 100 μL of blocking buffer on the slides, cover 

with plastic cover slips, and incubate in a humid chamber for 
30 min at room temperature, protected from light.   

   9.    Antibody detection: dilute antibody stock solution (200 μg/
mL) 1:75 with blocking buffer. Gently lift the plastic cover slips 
and apply 25 μL of this dilution per slide. Cover with plastic 
cover slips and incubate in a humid chamber for 1 h at 37 °C.   

   10.    Immerse slides in a Coplin jar with 4× SSCT buffer and wash 
twice for 5 min at room temperature.   

   11.    Gently shake off excess buffer and counterstain with antifade 
mounting medium with DAPI. Remove surplus of medium 
using paper tissue, after 5–10 min. Alternatively, counterstain 
slides with 0.5 μg/μL DAPI for 8 min. After a brief wash in 2× 
SSC, apply the antifade solution (AF 2 ) and cover with a cover 
glass. Remove excess medium using a paper tissue.   

   12.    Place slides in a dark place, at 4 °C. Observe under an epifl uo-
rescence microscope with appropriate fi lters.    
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        1.    Immerse slides in the 2× SSC in staining dish, until cover slips 
do not lapse.   

   2.    Dehydrate slides in a graded icy ethanol series (70, 90, and 
100 %) for 5 min ( see   Note 12 ).   

   3.    Dry the slides in vertical position in closed plastic boxes to 
avoid dust for a couple of days.

 4. Re-start new FISH experiment on the same slides from step 9 
(standard protocol) or 6 (modifi ed protocol) on Day One.       

4    Notes 

     1.    Store at 4 °C, in a dark glass bottle, not longer than 2 months.   
   2.    It is necessary to use fresh solutions to minimize ester formation, 

stop mitosis, and preserve chromosome structure integrity.   
   3.    This solution is recommended for oily and waxy tissues to 

increase the penetration ability of the fi xative.   
   4.    It is possible to use MgCl 2  instead of MgSO 4 : add 0.1017 g of 

MgCl 2 ·6H 2 O.   
   5.    Proposed enzyme composition and concentrations may 

require modifi cation for different plant species.   
   6.    Put powder in the buffer and keep at 37 °C for a couple of 

minutes (without shaking) for easier and faster dissolution.   
   7.    Detection step is not needed if FISH is done with directly 

labelled probes.   
   8.    For long-term preservation, keep material in the Carnoy fi xa-

tive (4 °C) for a few days and then transfer it to 70 % ethanol 
fi xative and store at 4 °C or −20 °C.   

   9.    In case of large chromosomes and low number of available 
root tips, avoid centrifugation protocol. Enzyme mixtures can 
be reused several times in which case digestion time might 
need to be slightly increased after each round of use.   

   10.    Exposure time of meristems to enzyme mixture depends on 
tissue thickness. It is necessary to verify the homogeneity and 
successive decomposition of meristems of analyzed species: 
material should be soft and break up easily for optimal time.   

   11.       When using a freezer, preparations need to stay at −80 °C at 
least 24 h to avoid chromosome loosing during cover slips 
removing.   

   12.    Store alcohol solutions at −20 °C.   
   13.    Incubation in pepsin and proteinase K should be prolonged in 

case of larger amounts of cytoplasm on the slides.   
   14.    Calculate the required amount of ddH 2 O to the fi nal volume 

of 50 μL/slide. The probes should be added last and the 
hybridization mix should be homogenized by vortexing.   

3.9  Destaining Slides 
After FISH
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   15.    Rapid cooling of the hybridization mix prevents reannealing 
of the probe.   

   16.    The exact temperature and duration of treatment varies 
between species and should be experimentally determined if 
not already published.   

   17.    It is important to prevent moisture loss by evaporation. 
However, too much moisture can lead to condensation on the 
slides which can result in poorly hybridized slides.   

   18.    Duration of hybridization should be prolonged for gymno-
sperms to up to 48 h.   

   19.    During this step thaw blocking buffer.   
   20.    Hybridization buffer can be prepared in excess volume and 

stored at −20 °C.         
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    Chapter 16   

 GISH: Resolving Interspecifi c and Intergeneric Hybrids 

           Nathalie     Piperidis    

    Abstract 

   Genomic in situ hybridization (GISH) is an invaluable cytogenetic technique which enables the visualiza-
tion of whole genomes in hybrids and polyploidy taxa. Total genomic DNA from one or two different 
species/genome is used as a probe, labeled with a fl uorochrome and directly detected on mitotic chromo-
somes from root-tip meristems. In sugarcane we were able to characterize interspecifi c hybrids of two 
closely related species as well as intergeneric hybrids of two closely related genera.  

  Key words     GISH  ,   Fluorochrome  ,   Interspecifi c  ,   Intergeneric  ,   Genome  

1      Introduction 

  GISH was derived from fl uorescent in situ hybridization (FISH) 
techniques developed in the early 1980s by biomedical researchers 
and it was eventually applied to plant chromosomes in the late 
1980s. GISH was fi rst demonstrated in synthetic  Hordeum chilense  
×  Secale africanum  [ 1 ] and also used to track artifi cial introgres-
sion of chromosomes in wide crosses [ 2 ]. The challenges faced by 
plant chromosome researchers are mainly based on the fact that 
plants have cell walls and cytoplasmic debris and more condensed 
chromosomes at privilege stage than in the mammalian cells. GISH 
is a powerful tool and can be used, for example, to distinguish the 
genome of one parent from the other by preferential labeling of 
the genome of one parent. It can also be used to detect alien 
chromosome(s) in addition lines or alien species in recipient par-
ent, for example. GISH is extremely useful to identify parental 
chromosomes in interspecifi c or intergeneric hybrids, to test the 
origin of natural amphiploids, to track down the introgression of 
alien chromosomes, or to test the occurrence of exchange between 
the genomes involved [ 3 ,  4 ]. Multicolor GISH is allowing simul-
taneous discrimination of multiple genome and identifi cation of 
diploid progenitor in allopolyploids. GISH requires genomic DNA 
labeled directly with a fl uorochrome or with a hapten capable of 

1.1  Genomic In Situ 
Hybridization (GISH)
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indirect association with fl uorochromes. Nucleic acid of the fl uoro- 
probe(s) will then provide an assay through complementarity pair-
ing with nucleotides of the target DNA on a slide. Fluorochromes 
provide the ability to visualize in situ homologous regions to the 
probe within the cellular structure using a fl uorescence micro-
scope. Digital camera coupled to the microscope allows the cap-
ture of permanent images of the fl uorescent patterns on the 
chromosomes. Figure  1  represents the outline of the procedure.

     Although    classical cytological studies in sugarcane [ 5 ] allowed a 
better understanding of the sugarcane genome, molecular cytoge-
netic methods lead to important breakthroughs, not only revealing 
the level of the complexity of modern sugarcane cultivars but also 
unraveling the taxonomy of the  Saccharum  genus. Modern sugar-
cane cultivar is one of the most diffi cult species to work with on a 
genetic and molecular level. Sugarcane species are considered to 
have one of the most complicated genome studied. Chromosome 
numbers were determined, uncovering highly polyploid and, fre-
quently, aneuploid members in this genus [ 6 ]. The genome of 
modern cultivar results in the hybridization of two species of 
 Saccharum , the noble cane  S. offi cinarum  and the wild species  S. 
spontaneum  which was also revealed by GISH studies. In the past 
15 years, molecular cytogenetic techniques have been proven to be 
a very effi cient tool to better understand this complex genome and 
reveal outcomes that classical molecular markers alone could not. 
These techniques proved to be particularly relevant to refi ne our 
understanding of the genome structure of sugarcane and its 
 taxonomy [ 7 ,  8 ]. In our laboratory we used GISH to characterize 
interspecifi c hybrids to taxonomic reclassifi cation of atypical  S. offi -
cinarum  as well as intergeneric hybrids involving two different 
genomes,  Saccharum  and  Erianthus . 

1.2  Example 
of Application 
in Sugarcane

  Fig. 1    Overview of the GISH procedure       
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  Since the original classifi cation of  Saccharum  species, taxonomy 
within the genus  Saccharum  has been controversial.  S. offi cinarum  
is known to have 2 n  = 80 chromosomes; therefore, clones with 
more than 80 chromosomes should be classifi ed as hybrids. 
However, Irvine [ 9 ] has debated this and suggested that clones 
that fi t the botanical description for  S. offi cinarum  with more than 
80 chromosomes should remain in this classifi cation. GISH studies 
have contributed to understanding the taxonomic status and rela-
tionships of species and clones within the  Saccharum  genus. We 
used GISH to verify the taxonomic reclassifi cation of atypical  S. 
offi cinarum  with more than 80 chromosomes revealed by fl ow 
cytometry [ 7 ]. GISH results of atypical  S. offi cinarum  clone 
Muntok Java are presented in Fig.  2a . Genomic DNA from  S. offi -
cinarum  was labeled in “red” with the Alexa Fluor 594-5- dUTP 
or Rhodamine 5-d-UTP and genomic DNA from  S. spontaneum  

1.2.1  Interspecifi c Hybrid 
Between  S. offi cinarum  
and  S. spontaneum 

  Fig. 2    ( a ) Interspecifi c chromosome composition of an atypical  S. offi cinarum  revealed by GISH using total 
genomic DNA for  S. offi cinarum  (in  orange ) and total genomic DNA from  S. spontaneum  (in  green ); recombined 
chromosomes appeared in  both color . B. C. Intergeneric chromosome composition of an F1 ( b ) and a BC1 ( c ) 
revealed by GISH using total genomic DNA from  S. offi cinarum  (in  green ) and  E. arundinaceus  (in  red )       

 

GISH for Hybrids



328

was labeled in “green” with the Alexa Fluor 488-5-dUTP or 
Fluorescein 12-d-UTP. Both species are relatively closely related; 
therefore,  S. offi cinarum  chromosomes appear “orange” while  S. 
spontaneum  chromosomes appear “yellow-green,” and recom-
bined chromosomes from both species can also be visualized.

     For our intergeneric GISH characterization,  Erianthus arundina-
ceus  was labeled in “red” with the Alexa Fluor 594-5-dUTP or 
Rhodamine 5-d-UTP while the other genera  S. offi cinarum  was 
labeled in “green” with the Alexa Fluor 488-5-dUTP or Fluorescein 
12-d-UTP [ 8 ]. GISH of an F1 and back-cross 1 (BC1) between 
the 2 genomes are presented in Fig.  2b, c . In these intergeneric 
hybrids,  E. arundinaceus  appear “red” and the  S. offi cinarum  chro-
mosomes appear “green” as the two species are not as closely 
related than in the interspecifi c hybrids. The fl uorochrome colors 
do not overlap as the genome has minimal cross-hybridization.    

2    Materials 

 Prepare all stock solutions using deionized distilled water (ddH 2 O) 
and chemicals with the highest grade available. For most steps in 
DNA handling, it is essential that ddH 2 O is autoclaved for at least 
20 min at 130 °C in order to destroy any DNase activity and ensure 
sterility. All stock solutions have to be stored at room temperature 
(RT) unless stated otherwise. 

  Besides the laboratory standard equipment, few specialized items 
are needed.

    1.    CCD (charge-couple device) camera with image capture and 
processing software.   

   2.    Coplin jars.   
   3.    Epifl uorescence/light microscope.   
   4.    Heating plate with magnetic stirrer.   
   5.    Hot plate with digital temperature control for slide warming.   
   6.    Refrigerated centrifuge.      

      1.    Dextran sulfate (DS): Dissolve 5 g of DS to a fi nal volume of 
10 mL of ddH 2 O. Stir slowly until dissolved; it could take up 
to 24 h for the DS to be completely dissolved.   

   2.    2× SSC (saline sodium citrate) pH 7.0: Dilute 100 mL of 20× 
SSC pH 7.0 in 900 mL for a fi nal volume of 1,000 mL.      

      1.    Antifade for mounting slide: Vectashield mounting media with 
DAPI ( see   Note 1 ).   

   2.    0.25 N HCl: Always work under fume hood, measure 195.56 
mL of ddH 2 O, and then add 4.44 mL of pure HCl ( see   Note 1 ).   

1.2.2  Intergeneric Hybrid 
Between  S. offi cinarum  
and  E. arundinaceus 

2.1  Equipment

2.2  Stock Solutions 
Stored at Room 
Temperature

2.3  Stock Solutions 
Stored at 4 °C
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   3.    0.04 % 8-Hydroxiquinoline: Add 40 mg of 8-Hydroxiquinoline 
to 100 mL of ddH 2 O. Place on a stirrer at RT for several 
hours. Store at 4 °C up to 1 year ( see   Note 2 ).   

   4.    3 M NaOAc (CH3COONa) pH 5.2: Dissolve 40.81 g of 
sodium acetate×3H 2 O in 30 mL ddH 2 O, titrate pH to 5.2 
with glacial acetic acid, and dilute with ddH 2 O to a fi nal vol-
ume of 100 mL.   

   5.    TE buffer pH 8.0 (10 mM Tris–HCl pH 8.0, 1 mM 
Na 2 EDTA): Dilute 20 μL of 1 M Tris–HCl pH 8.0 + 4 μL of 
500 mM Na 2 EDTA pH 8.0 with 1,976 μL ddH 2 O.      

      1.    BIOPRIME DNA labeling system for Random Priming 
labeling.   

   2.    1 μg/μL carrier DNA Sheared Salmon sperm DNA (SS DNA): 
Mix 10 mg of DNA with 10 mL of TE pH 8.0. Shear in auto-
clave for 5 min, denature for 10 min in boiling water, and then 
place on ice. Aliquot and store.   

   3.    Deionized formamide (FA): ( see   Note 1 ). Work under the 
fume hood. Add 5 g of ion exchange resin for each 100 mL 
formamide, cover with aluminum, and stir for 30–60 min. 
Filter twice with Whatman No. 1. Aliquot in 1 mL tubes as 
well as in 20 mL tubes and store. Deionize all formamide 
when a new bottle is opened. Do not keep FA after opening.   

   4.    Digestion citrate buffer: Add 1.47 g of trisodium citrate- 
dihydrate (Na 3 C 6 H 5 O 7 ×2H 2 O) + 1.05 g of citric acid- 
monohydrate (C 6 H 8 O 7 ×H 2 O) + 2.8 g of KCl and add ddH 2 O 
up to 500 mL. Adjust pH to 4.5, aliquot, and store.   

   5.    Digestion enzyme solution: 0.25 g (5 % fi nal concentration) of 
cellulase Onozuka R-10 (Yakult Honsha Co. Ltd., 
Japan) + 0.05 g (1 % fi nal concentration) of pectolyase Y-23 
(Seishin Pharmaceutical Ltd., Japan) +5 mL of digestion 
citrate buffer. Place on stirrer at RT for 1 h. Aliquot into 
microtubes and freeze.   

   6.    Ethanol series: Prepare three solutions at 70, 95, and 100 % 
ethanol in three Coplin jars and place at −20 °C.   

   7.    70 % FA/2× SSC: 35 mL FA + 15 mL of 2× SSC ( see   Note 1 ).   
   8.    Fluorochromes: 1 mM F-x-dUTP ( see   Note 3 ): ChromaTide 

Alexa 594-5-dUTP; ChromaTide Alexa 488-5-dUTP; 
Fluorescein-12-dUTP; Rhodamine-5-dUTP.   

   9.    dNTP for Random Priming: dATP, dCTP, dGTP, dTTP 
(100 mM). Dilute all of the individual dNTP at 10 mM fi nal 
concentration (10 μL of dNTP + 90 μL of ddH 2 O).   

   10.    10x dNTP Fluorochromes (10 mM) mix: On ice add 5 μL of 
dATP, dGTP, dCTP + 2.5 μL of dTTP + 25 μL dUTP- 
Alexa + 7.5 μL of ddH 2 O. Keep at −20 °C for up to 6 months.   

2.4  Stock Solutions 
Stored at –20 °C
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   11.    10x dNTP Fluorescein and/or Rhodamine mix: On ice add 
5 μL of dATP, dGTP, dCTP + 3.25 μL of dTTP + 17.5 μL 
dUTP-Alexa + 14.25 μL of ddH 2 O. Keep at −20 °C for at least 
6 months.   

   12.    1 % RNase A in 10 mM Tris–HCl pH 7.5, 15 mM NaCl 
(DNase-free): Dissolve 10 mg of RNase A + 10 μL of 1 M 
Tris–HCl pH 7.5 + 3 μL of NaCl in 987 μL ddH 2 O; incubate 
in boiling water bath for 15 min, cool slowly, and store in 
aliquots.       

3    Methods 

  Root-tip meristems are the most commonly used plant tissues used 
in cytogenetic methods for preparing mitotic chromosomes as they 
contain cells in active division. Most mitotic chromosome prepara-
tions are made from root-tip meristems. Plants are grown in a glass 
house in 20 L pots with a mixture of 50/50 vermiculate (coarse 
grade)/perlite (grade 3) with regular and suffi cient application of 
water and nutrients ( see   Note 4 ). Root-tip collection includes a 
pretreatment in order to arrest as many metaphase cells as possible, 
a fi xative treatment, and then the roots can be stored in a 70 % 
ethanol solution at 4 °C. For species with low mitotic index, it 
could be important to estimate the time of the day where best 
mitotic index slides are obtained. It is usually recommended to set 
up an assay where quality/mitotic index of slides is recorded in 
function of the collection time. The harvesting should be con-
ducted by 1/2 h periods over an 8 h day. For example, in sugar-
cane, we harvest roots between 10:30 h and 11:00 h during the 
optimal growth period days of October to December [ 7 ]. 

      1.    Approximately 0.5 cm of roots are harvested with fi ne forceps 
and placed directly in 5 mL bottles containing 0.04 % 
8-Hydroxyquinoline for 4 h at RT to arrest cells at metaphase 
( see   Note 1 ).   

   2.    Fix in freshly made 3:1 (3 volumes of 100 % ethanol to 1 
 volume of glacial acetic acid) fi xative for 72 h at RT.   

   3.    Store roots in 70 % ethanol at 4 °C until ready for use.      

      1.    Rinse roots twice in ddH 2 O for 10 min at RT.   
   2.    Hydrolyze roots in 0.25 N HCl for 10 min at RT.   
   3.    Rinse roots in ddH 2 O for 10 min at RT.   
   4.    Place roots in digestion citrate buffer for 10 min at RT.   
   5.    Cut the distal 1–1.5 mm of the root tip with a fi ne scalpel; blot 

away excess moisture with fi lter paper.   

3.1  Root 
Pretreatment and 
Slide Preparation

3.1.1  Root Treatment

3.1.2  Slide Preparation 
( See   Note 5 )
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   6.    Digest root tips in digestion enzyme solution for 90–180 min 
in a water bath at 37 °C. The length of time will vary with spe-
cies and/or size of the root tips.   

   7.    Carefully remove root tips from tubes and place in ddH 2 O in 
a watch glass for at least 20 min at room temperature. Time 
must be optimized and the root cap must be removed to avoid 
high background.   

   8.    Use a Pasteur pipette to carefully remove one root tip and 
place it on a pre-cleaned slide ( see   Note 6 ).   

   9.    Add one or two drops of freshly made 3:1 fi xative, immedi-
ately break apart the tip, and spread it with a pair of fi ne for-
ceps ( see   Note 7 ).   

   10.    Air-dry and store overnight in a desiccator (37 °C).       

  Prior any GISH experiment, slides are screened to select the one 
with the best mitotic chromosome cells. Therefore, to avoid disap-
pointment and reduce the cost of GISH if you work with species 
prominent to low mitotic index (e.g., as in sugarcane), we recom-
mend to only hybridize slides with good mitotic preparations, i.e., 
with at least fi ve “complete” 2 n  cells. We also recommend taking 
note of the coordinates of the good mitotic cells for tracking pur-
poses to be able to fi nd the good cell when capturing images. We 
are also delimiting the hybridization area (with a diamond pen on 
the back of the slide) for a targeted and more effi cient use of the 
hybridization buffer.

    1.    Thaw RNase A on ice prior use and remove an 8-μL aliquot.   
   2.    Dilute (1/100) the thawed RNase A aliquot on ice: 8 μL of 

1 % RNase A + 80 μL of 20× SSC + 712 μL ddH 2 O.   
   3.    Add 50–100 μL of diluted RNase A onto one slide, cover with 

a plastic cover slip ( see   Notes 8  and  9 ), and incubate in a 
humidifi ed incubation chamber ( see   Note 10 ) for 45 min at 
37 °C.   

   4.    Rinse slides in a Coplin jar in 2× SSC for 10 min at RT.    

    The method described here for GISH experiment involves Random 
Priming labeling methods with direct fl uorochrome. This method 
is the preferred method in our laboratory as it is very simple and 
reliable in order to acquire relatively quick and effi cient results. 
There are alternative options to perform GISH in plants. Different 
methods such as Nick Translation (NT) labeling with different 
types of haptens are extensively described in Zhang and Friebe 
[ 10 ]. One of the most common methods for GISH is NT labeling 
with Biotine and/or Digoxygenin   . These haptens will have to be 
detected and amplifi ed in order to visualize the fl uorescent signal. 

3.2  RNase A 
Treatment

3.3  GISH Experiment
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  Random Priming achieves best result with good quality DNA. 
A mixture of different combination of hexamers, octamers, or non-
amers is annealed randomly to denatured DNA. The annealed 
small oligonucleotides will then act as primers and allow the syn-
thesis of the complementary DNA strand by the Pol1 fragment of 
the Klenow enzyme (Pol1 has a DNA polymerase activity as well as 
exo-nucleasic activity 3′ → 5′). Labeled DNA will consist of a mix-
ture of double- and single-stranded fragments. We used the kit 
BIOPRIME DNA labeling system with the “green” and “red” 
Alexa fl uorochromes (F-x-dUTP) or with Fluorescein 12-d-UTP 
and Rhodamine 5-d-UTP ( see   Notes 11  and  12 ).

    1.    On ice, fi rstly dilute 1 μg of genomic DNA to a volume of 
19 μL ddH 2 O and add 20 μL of Random Primers (from the 
kit). Denature the 39 μL in boiling water for 6 min and stand 
on ice for 15 min.   

   2.    Finally add 10 μL of 10× dNTP mix + 1 μL of Klenow enzyme. 
Mix gently, centrifuge briefl y, and incubate in a water bath 
from 5 h to overnight at 37 °C. Longer incubation times usu-
ally increase product yield.   

   3.    Add 5 μL of stop buffer.   
   4.    Removal of unincorporated nucleotides and primers is not 

essential but can be performed by adding 1/10 volume of 
3 M NaOAc and 2.5 volumes of 100 % ethanol and centrifug-
ing at 15,000 ×  g  for 30 min at 4 °C. Discard supernatant and 
add 250 mL of 70 % ethanol; centrifuge for 15 min. Discard 
supernatant carefully. Air-dry tubes for 5 min and resuspend in 
20 μL of TE at 37 °C for 5 min. The concentration of the 
probe should be around 40–50 ng/μL ( see   Note 12 ).   

   5.    The fl uorescence of fl uorochrome-labeled probes can be esti-
mated by a spot test as follows. Spot 1 μL of fl uorochrome- 
labeled probe onto a small piece of nylon membrane, let 
air-dry for approximately 10 min, and then examine the fl uo-
rescence intensity under a fl uorescence microscope with a suit-
able fi lter.   

   6.    Probes can be stored at −20 °C.    

    Chromosomes are denatured by placing slides on a hot plate at 
80 °C in order to be ready for the in situ hybridization.

    1.    Set a hot plate at 80 °C for at least 30 min prior to the dena-
turation process. We use a digital hot plate for better tempera-
ture accuracy ( see   Note 13 ).   

   2.    Apply 200 μL of a solution of 70 % FA/2× SSC, apply cover 
slip, and place on hot plate for 3 min at 80 °C ( see   Note 1 ). 
Denaturation time has to be optimized according to the 
species.   

3.3.1  Probe Labeling 
by Random Priming

3.3.2  Slide Denaturation
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   3.    Remove cover slip ( see   Note 8 ) and rinse slides in a Coplin jar 
standing in ice with 2× SSC (at −20 °C) for 3 min.   

   4.    Dehydrate slides through an ethanol series of 70 %, 95 %, and 
fi nally 100 % at −20 °C, for 5 min each step.   

   5.    Air-dry vertically ( see   Note 14 ).      

      1.    Prepare 50 μL of hybridization    buffer (HB) per slide: 25 μL 
FA, 10 μL DS, 5 μL 20× SSC, 1.5 μL SS DNA, 80–100 ng of 
each DNA probe, and make up to a fi nal volume of 50 μL with 
ddH 2 O ( see   Notes 3  and  15 ).   

   2.    Denature the HB for 10 min in boiling water and then place 
on ice for at least 15 min.   

   3.    Deposit 50 μL of the HB on dried slide, and cover with a plas-
tic cover slip. Avoid bubbles.   

   4.    Place slides in a humidifi ed incubation chamber ( see   Note 10 ) 
overnight at 37 °C.   

   5.    Prepare three Coplin jars with 2× SSC, 0.5× SSC, and 0.1× 
SSC in a 42 °C water bath for stringency washes.   

   6.    Remove cover slips with a squirt of 2× SSC, and wash slides in 
the 2× SSC for 10 min, then in the 0.5× SSC for 10 min, and 
fi nally wash with agitation in the last Coplin jar (0.1× SSC) for 
another 10 min at RT ( see   Note 16 ).   

   1.    Drain slightly one slide at a time without letting it dry. 
Counterstain the slides with a drop of antifade vectashield 
mounting media with DAPI ( see   Notes 15  and  17 ). Cover 
with a cover glass. Seal cover slip with transparent nail polish. 
Dry slides horizontally in a slide holder protected from light. 
Observe under fl uorescence microscope with appropriate fi l-
ter. Store slides horizontally in the dark at 4 °C.        

4    Notes 

     1.    Some chemicals especially HCl, FA, DAPI, and glacial acetic 
acid are dangerous and should be handled with extreme cau-
tion. Some product such as FA become even more dangerous 
when heated, so always follow good laboratory practice and 
use the fume hood when required.   

   2.    8-Hydroxyquinoline is sensitive to light. It is therefore impor-
tant to store the solution in the dark in a bottle covered with 
aluminum foil. At least ½ h before using the solution, it is best 
to place the bottle on a stirrer. Finally just before root collec-
tion, fi ll up 5 mL bottles and keep bottles in a box away from 
the light to ensure a good effi ciency of the active product.   

3.3.3  In Situ 
Hybridization
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   3.    Fluorochromes will photo-bleached if exposed to light for 
long periods of time. During probe labeling preparation, it is 
recommended to work with a benchtop lamp.   

   4.    Ensure that at least for 4 h prior harvesting, the roots are not 
being watered; they will be more accessible if the pots are not 
soaked. Good size roots are collected approximately every 3 
weeks; if roots are not growing properly, use nutrients special-
ized in root growth.   

   5.    Root treatment for the slide preparation can be performed in 
the bottle and the storage solution is removed completely with 
plastic pipettes. If there is more than one clone/species to be 
treated, we use a microplate with 24 wells. We treat 2–15 roots 
from four different species per plate. Each line has 6 wells with 
5 in use containing, respectively, ddH 2 O, ddH 2 O, HCl, 
ddH 2 O, and digestion buffer. Roots are handled carefully with 
tweezers in each bath for the ten required minutes. Root tips/
sample are then cut and grouped by size before being set up in 
digestion enzyme solution. After 90 min the fi rst lots of tips are 
placed in the same microplate which only contains ddH 2 O. The 
remaining tips are left in the water bath until ready to be spread.   

   6.    Slides are placed in Coplin jars with 100 % ethanol and dried 
just before use with Kimwipes. Excess water is removed with a 
homemade micro Pasteur pipette fi rstly and then we use the 
folded Kimwipes used to pre-clean the slide. The Kimwipes 
with residual ethanol will suck the remaining water around the 
root.   

   7.    If chromosomes on the slide have too much cytoplasm/too 
much cell wall debris, make sure that the root cap was removed 
before spreading as it increases the quality of the slide prepara-
tion. The root cap does not normally detach itself from the tip 
and tweezers are most of the time required to remove the cap 
at this stage without damaging the tip itself. The digested cap-
free tip has to be spread evenly on a 32 mm x 40 mm surface 
of the slide to concentrate the metaphasic chromosomes to a 
small area.    Avoid spreading twice in the same localization.   

   8.    We use precuts of autoclave bags for plastic cover slip as they 
handle high temperature well and also as it seems that they do 
not trap too many bubbles.   

   9.    To remove the cover slip, a squirt bottle of 2× SSC is 
recommended.   

   10.    Our humidifi ed incubation chamber consists of a large Petri 
dish lined with paper at the bottom and soaked with water. 
The slides are set on plexiglass stick or bended Pasteur pipette 
so they are not directly in contact with the water.   

Nathalie Piperidis



335

   11.    To ensure better result during ethanol precipitation, we are 
using 100 % ethanol at −20 °C, and after adding acetate sodium 
and ethanol, we leave the tube at −20 °C for 2 h or at −80 °C 
for 15 min. We also use a refrigerated centrifuge with a swing-
ing bucket as the pellet of DNA would be precipitated at the 
bottom of the tube. We also preferably use screw cap tubes. 
After ethanol precipitation DNA pellets labeled with a red fl u-
orochrome are usually readily seen by the eyes whereas DNA 
labeled with the green fl uorochrome are usually of a pale shade 
of yellow and could be not so easy to see. Before resuspending 
the probe, make sure that all the ethanol has been removed 
from the tube. Centrifuging tubes for another minute at 
10,000 ×  g  can get rid of the excess ethanol as residual ethanol 
in probe and slides could result in higher background signal.   

   12.    If your slides present no, weak, or patchy hybridization, it is 
often the results of labeling problems. Check the quality of the 
DNA before labeling as good quality DNA will give a better 
probe and the length of the probe is also essential. 
 Also check the expiry date of the enzymes and dUTPs being 
used.   

   13.    If you encounter a poor signal from the probe as well as from 
the counterstain and chromosome morphology appears 
abnormal, try denaturing the slide a little less than the recom-
mended 3 min and ensure that the temperature of the hot 
plate is ≤ to 80 °C.   

   14.    The slides can be put in an oven at 37 °C to reduce drying 
time. Residual ethanol in slide can cause higher background 
signal.   

   15.    It is recommended to avoid as much as possible exposure to 
light during the entire procedure (labeling, hybridization, 
post-hybridization wash, image capture). The laboratory 
should be entirely dark except from a benchtop lamp. When 
capturing images, be as quick as possible because each expo-
sure to fl uorescent light will remove energy from the fl uoro-
chrome and therefore decrease its intensity. 

 If the hybridization signal is poor, the concentration of the 
probe used during hybridization might be too low. Try different 
concentrations of the probe but ensure that the concentration 
of the probe after precipitation has not been overestimated. 
Also make sure that the hybridization solution was mixed 
thoroughly as the DS solution is very viscous. It is possible to 
use a special piston-pipette or a normal pipette with a cutoff 
pipette tip to slowly mix the solution up and down. 

 Finally, ensure that no bubbles remain between the slide 
and cover slip after adding the hybridization solution. If bub-
bles appear, use fi ne tweezers to lift up and down the cover slip 
to carefully remove them.   
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   16.    Post-hybridization washes are very important to remove 
 unattached probe and therefore reduce the background signal. 
Ensure that washes are performed according to the 
procedure.   

   17.    After applying a drop of mounting media, we apply gentle 
pressure on the glass cover slip in order to remove excess 
media. We used a layer of Kimwipes directly on the cover slip 
and three layers of Whatman paper. Always apply pressure with 
the thumb when slides are placed on a fl at surface in order to 
prevent breaking the slide and/or cover slip.         
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    Chapter 17   

 On the Relevance of Molecular Tools for Taxonomic 
Revision in Malvales, Malvaceae s.l., and Dombeyoideae 

           Timothée     Le     Péchon      and     Luc     D.    B.     Gigord   

    Abstract 

   In this article, we present an overview of changes to the taxonomy of Malvales. In traditional classifi cations, 
this order was variously circumscribed as including four main families (i.e., Malvaceae, Bombacaceae, 
Sterculiaceae, and Tiliaceae, also known now as “Core Malvales”), but major disagreements existed between 
different taxonomic treatments. Contributions from molecular data, new morpho-anatomical data, and 
progress in methodological approaches have recently led to a new broader concept of this order (namely, 
“expanded Malvales”). Now, expanded Malvales includes ten families (Neuradaceae, Thymelaeaceae, 
Sphaerosepalaceae, Bixaceae, Cistaceae, Sarcolaenaceae, Dipterocarpaceae, Cytinaceae, Muntingiaceae, 
Malvaceae s.l.) distributed among seven monophyletic lineages. All these families were previously consid-
ered to have malvalean affi nities in some traditional treatments, except the holoparasitic and highly modifi ed 
Cytinaceae. Although molecular evidence has clarifi ed the Malvales taxonomy, the phylogenetic positions of 
Sarcolaenaceae, Thymelaeaceae, and Sphaerosepalaceae are still controversial and need new analyses focus-
ing specifi cally on these families to assess their phylogenetic placement and their morphological evolution. 

 In a phylogenetic context, molecular data combined with recent examination of morphological char-
acters supported the hypothesis of a common origin of “core Malvales.” However, these analyses also 
showed that the former families but Malvaceae s.s. were paraphyletic or polyphyletic. As a consequence, 
recent taxonomic treatments grouped taxa formerly included in “Core Malvales” in a broader concept of 
Malvaceae s.l. Additionally, the intrafamilial taxonomy has been deeply modifi ed, and in its present circum-
scription, Malvaceae includes nine subfamilies (Grewioideae, Byttnerioideae, Sterculioideae, Dombeyoideae, 
Brownlowioideae, Tilioideae, Bombacoideae, Malvoideae, Helicteroideae) in two main lineages. 
Phylogenetic studies on subfamilial rearrangements have focused on the relationships between emblematic 
taxa such as Bombacoideae and Malvoideae (which form together the /Malvatheca lineage). However, our 
understanding of the phylogenetic relationships among and within taxa of the other subfamilies (e.g., 
Dombeyoideae, Tilioideae, and Sterculioideae) has not followed at the same pace. Despite recent investi-
gations, the relationships between the subfamilies of Malvaceae s.l. remain controversial. As an example of 
these taxonomic issues, we review the systematic studies on Dombeyoideae, with special emphasis on taxa 
endemic to the Mascarene archipelago (Indian Ocean). Recent investigations have shown that several 
island endemic genera such as  Trochetia ,  Ruizia , and  Astiria  (endemic to the Mascarenes) are nested 
within the mega-genus  Dombeya . Consequently, the current taxonomy of this genus does not match the 
phylogeny and should be modifi ed. Therefore, we propose three possible taxonomic schemes as part of an 
ongoing revision of the Mascarene Dombeyoideae. However, these taxonomic rearrangements should 
only be made after a broader study of the diversity in Madagascar and adjacent areas. This broader approach 
shall avoid possibly multiple and contradictory taxonomic revisions of restricted regions if they were each 
studied in isolation.  
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1      Introduction 

 During the two last decades, plant systematics have been deeply 
modifi ed and improved by the increasing use of molecular data as 
source of phylogenetic signals. The technical advances made in 
DNA sequencing and in computational power have allowed the 
analysis of large quantities of molecular data to reconstruct phylo-
genetic relationships among living organisms. Through the 
Angiosperm Phylogeny Group (APG; [ 1 – 3 ]), the taxonomic cir-
cumscription of many traditional taxa has been signifi cantly 
improved by taking into account their phylogenetic relationships. 
Malvales are one of the striking examples illustrating such deep 
taxonomic changes. 

 In this book chapter, we provide an overview of the recent 
delimitations of this order. We also present taxonomic modifi ca-
tions for the most diverse taxa within Malvales (i.e., Malvaceae). 
Finally, we discuss the implication of molecular taxonomy at the 
species level for Dombeyoideae (newly circumscribed taxon 
included in Malvaceae s.l.) with special emphasis on the species 
endemic to the Mascarene archipelago (Indian Ocean).  

2    Evolution of the Classifi cation Within the Malvales 

  Malvales were traditionally circumscribed as four main families—
referred to by some authors as “core Malvales”—namely, 
Bombacaceae (ca. 250 species), Malvaceae (ca. 1,500 species), 
Tiliaceae (ca. 400 species), and Sterculiaceae (ca. 1,000 species; 
[ 4 ]). These four taxa, mainly tropical, include economically impor-
tant species such as cotton ( Gossypium  spp.), kola nut ( Cola nitida  
(Vent.) Schott & Endl.), or cocoa ( Theobroma cacao  L.) and 
numerous ornamental species in various genera ( Dombeya  Cav., 
 Hibiscus  L.,  Malva  L.,  Tilia  L.). In addition to the “core Malvales,” 
groups such as Elaeocarpaceae, Bixaceae, and Cistaceae were 
reported to have malvalean affi nities [ 5 – 8 ]. The circumscription of 
this order was therefore not clear. However, numerous botanists 
(except Hutchinson [ 9 ]) recognized the unity of Malvales on the 
basis of close relationships between the four families of the “core 
Malvales” [ 5 – 8 ]. Several morphological features have been 
 proposed as diagnostic criteria for Malvalean affi nities (e.g., the 
presence of mucilage cells, stellate trichomes, a stratifi ed phloem in 
a wedge shape, mucilage canals and cavities, malvoid teeth on the 
leaves, and cyclopropenoid seed oils; [ 4 ,  10 – 13 ]). Nevertheless, 
the distribution of these characters appeared erratic throughout 

2.1  Traditional View 
of the Classifi cation
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this order. Morphological features alone were not suffi cient to 
defi ne unambiguously the composition of this order around the 
“core Malvales.” As a consequence, the intra-ordinal relationships 
in Malvales varied according to the author considered (Table  1 ).

     The fi rst broad survey of angiosperm phylogeny using the chloro-
plast gene  rbcL  [ 13 ] suggested close relationships between the tradi-
tional “core Malvales” and the Dipterocarpaceae. The monophyly 
and the taxonomic delimitations of this clade (namely, the 
“expanded” Malvales, Fig.  1 ) were confi rmed and refi ned by recent 
investigations focused on Malvales [ 10 ,  14 – 16 ] as well as in broader 
taxonomic surveys [ 17 – 20 ]. In its modern circumscription [ 3 ], 
“expanded” Malvales is a sister group of Brassicales with moderate 
support [ 20 ]. This order includes ten families (ca. 338 genera, [ 21 ]) 
in seven well-supported lineages (Fig.  1 ; [ 10 ,  14 ,  16 ,  18 ,  21 ]).

   In APGIII [ 3 ], Bixaceae were broadly circumscribed by includ-
ing Cochlospermaceae and Diegodendraceae. This family is highly 
supported by molecular data [ 10 ,  14 – 16 ]. Despite several common 
morphological features [ 12 ,  22 ,  23 ], this circumscription of Bixaceae 
was never proposed in the past traditional treatments (Table  1 ). 

2.2  Molecular Data: 
Upheavals of the 
Classifi cation

           Table 1  
  Evolution in the traditional classifi cations of families considered as currently including within the 
Malvales   

 APG 
III [ 3 ] 

 Kubitzki and 
Chase [ 12 ]  Takhtajan [ 6 ]  Thorne [ 7 ]  Dahlgren [ 8 ]  Cronquist [ 5 ] 

 Bixaceae  +  +  − (Cistales)  − (Violales)  +  − (Violales) 

 Bombacaceae  [+]  [+]  +  +  +  + 

 Cistaceae  +  +  − (Cistales)  − (Violales)  +  − (Violales) 

 Cochlospermaceae  [+]  +  − (Cistales)  − (Violales)  +  − (Violales) 

 Cytinaceae  +  −  − (Raffl esiales)  − (Raffl esiales)  − (Raffl esiales)  − (Raffl esiales) 

 Diegodendraceae  [+]  +  +  +  ?  − (Theales) 

 Dipterocarpaceae  +  +  +  +  +  − (Theales) 

 Malvaceae s.s.  [+]  [+]  +  +  +  + 

 Monotaceae  [+]  [+]  +  +  [+]  − (Theales) 

 Muntingiaceae  +  +  [+]  [+]  [+]  [+] 

 Neuradaceae  +  +  − (Rosales)  − (Rosales)  − (Rosales)  − (Rosales) 

 Sarcolaenaceae  +  +  +  +  +  − (Theales) 

 Sphaerosepalaceae  +  +  +  +  +  − (Theales) 

 Sterculiaceae  [+]  [+]  +  +  +  + 

 Thymelaeaceae  +  +  − (Thymelaeales)  − (Euphorbiales)  − (Thymelaeales)  − (Myrtales) 

 Tiliaceae  [+]  [+]  +  +  +  + 
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This may be the consequence of poor morphological knowledge 
of the monogeneric and monospecifi c family Diegodendraceae. 
The phylogenetic position of Bixaceae within “expanded” Malvales 
is ambiguous and not strongly supported [ 10 ,  14 ,  17 ,  20 ]. 
Although recent studies [ 16 ,  20 ] found similar phylogenetic place-
ment (i.e., sister group of Dipterocarpean lineage), this result is 
not supported in Nickrent et al. [ 16 ]. Additionally, the sampling is 
not representative of “expanded” Malvales in the broad survey of 
Soltis et al. [ 20 ]. 

 Frequently associated with Bixaceae and considered as related 
to Malvales, Cistaceae were, however, not included in Malvales 
(except by Dahlgren [ 8 ]; Table  1 ). Contrary to traditional treat-
ments, molecular data strongly support a sister position of the 
Dipterocarpean clade (Fig.  1 ; [ 10 ,  14 ,  16 ,  18 ,  20 ]). These close 
relationships are confi rmed by several morphological features (e.g., 
vestured pits and bixoid chalazal region) that link Cistaceae to the 
Dipterocarpean lineage and Bixaceae [ 22 ,  24 ]. 

Cistaceae

Brassicales

Neuradaceae

Thymelaeaceae (including Tepuianthaceae)

Sphaerosepalaceae

Bixaceae (including Cochlospermaceae and Diegodendraceae)

Sarcolaenaceae

Dipterocarpaceae

Cytinaceae

Muntingiaceae

Malvaceae s.l. (including traditional «core Malvales»)

Dipterocarpean lineage

  Fig. 1    Summary of the phylogenetic relationships within “expanded Malvales.” Nodes indicated by a “-” are 
moderately supported by the different molecular analyses. Nodes indicated by a “*” are strongly supported by 
molecular evidence       
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 Cytinaceae were traditionally included in Raffl esiales (Table  1 ). 
Members of this order consisted of holoparasitic plants diffi cult to 
ally with green plants because of extreme reduction and/or loss of 
morphological features [ 16 ,  25 ]. Molecular evidence showed that 
Raffl esiales were composed of four independent lineages [ 25 ]. One 
of these four groups, the Cytinaceae, was placed in Malvales as the 
sister group of Muntingiaceae with strong support by Nickrent 
[ 16 ]. Despite the extreme morphological modifi cations, several 
characters link Cytinaceae to Muntingiaceae and more generally to 
Malvales (e.g., trichome types and fruit morphology; [ 16 ]). 

 Dipterocarpaceae were frequently considered as belonging to 
Malvales (Table  1 ). Many morphological and anatomical characters 
(e.g., trichome anatomy, structure of connective appendages, 
appearance and placement of mucilage cells) strongly suggest close 
affi nities between Dipterocarpaceae, Sarcolaenaceae, and “core” 
Malvales [ 12 ,  26 ,  27 ]. According to Maguire and Ashton [ 28 ] and 
Ashton [ 26 ], Dipterocarpaceae were composed of three groups: 
Diptercarpoideae, Monotoideae, and Pakaraimoideae. Kostermans 
[ 29 ,  30 ] argued that the two latter subfamilies should be included 
in Tiliaceae. Molecular phylogenies confi rm the malvalean affi nities 
of Dipterocarpaceae, validating Ashton’s hypothesis (Fig.  1 ; [ 14 , 
 15 ,  18 ]). This constitutes a group with Sarcolaenaceae and 
Cistaceae, the Dipterocarpean lineage [ 10 ,  12 ], strongly supported 
by molecular data. However, phylogenetic relationships between 
Sarcolaenaceae and the monophyly of Dipterocarpaceae (including 
Diptercarpoideae, Monotoideae, and Pakaraimoideae) remain 
unclear. According to Kubitzki and Chase [ 12 ] and Ducoussu et al. 
[ 31 ], Sarcolaenaceae are nested within Dipterocarpaceae, which 
leads to paraphyly of this family. Phylogenetic relationships inferred 
from sequences of the chloroplast gene  rbcL  give another view by 
positioning Sarcolaenaceae as the sister group of Dipterocarpaceae 
([ 10 ,  27 ,  32 ]; Fig.  1 ). However, neither hypothesis is supported by 
any statistical index (i.e., bootstrap or posterior probabilities). 

 Muntingiaceae are composed of three monospecifi c genera 
( Muntingia  L.,  Neotessmannia  Burret, and  Dicraspidia  Standl.) 
with strong malvalean affi nities (Table  1 ; [ 15 ,  33 ]). According to 
Bayer and Kubitzki [ 34 ], this family could also include  Petenaea  
Lundell. (placed in  Incertae sedis ). These genera were frequently 
placed in Tiliaceae [ 6 ,  9 ]. Benn and Lemke [ 35 ] suggested close 
relationships between  Muntingia ,  Neotessmannia , and  Dicraspidia  
and placed them in the same tribe Neotessmannieae (Tiliaceae). 
From molecular data,  Dicraspidia  and  Muntingia  are included in 
a monophyletic group with high support [ 14 ] and constitute a 
distinct lineage within the “expanded” Malvales. Based on the 
sequences of two chloroplast genes ( rbcL  and  atpB ) and morpho-
logical features, Bayer et al. [ 15 ,  33 ] have defi ned the family 
Muntingiaceae, which includes  Muntingia ,  Dicraspidia , and 
 Neotessmannia . Evidence from anatomical features also confi rms 
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the Malvalean affi nities of this family [ 36 ]. The phylogenetic 
 placement of  Petenaea  as the sister group of Muntingiaceae is not 
supported and therefore appears unclear. Further investigations are 
required for validating the inclusion of  Petenaea  in Muntingiaceae 
[ 34 ]. The position of Muntingiaceae is still controversial (i.e., 
without statistical support), but generally, this family is related to 
the Dipterocarpean lineage [ 10 ,  12 ,  14 ,  15 ,  18 ]. A recent molecu-
lar investigation using four DNA regions has proposed a different 
phylogenetic placement of Muntingiaceae by supporting a sister 
relationship with the Cytinaceae holoparasitic group [ 16 ]. 
However, improved sampling within Muntingiaceae is needed to 
defi nitively assess this result. 

 Many morphological characters provide evidences placing 
Neuradaceae near or in Rosales ([ 10 ,  37 ]; Table  1 ). For example, 
on the basis of fl oral development, Ronse Decraene and Smets [ 38 ] 
suggested the genus  Neurada  L. should be included in Rosaceae. 
Hubert [ 39 ] argued for a placement of  Neurada  within Malvales 
and provided two potential synapomorphies for “expanded” 
Malvales (i.e., seed coat anatomy and the presence of cycloprope-
noid fatty acid in seeds). Despite the apparent divergence of mor-
phology between Neuradaceae and the “expanded” Malvales, 
molecular data [ 10 ,  14 – 16 ,  18 ,  20 ] strongly support malvalean 
affi nity for this family. This taxon is placed as the sister group of the 
whole expanded Malvales with strong statistical support. 

 The systematic position of Sarcolaenaceae was ambiguous, and 
it was variously referred to as Theales, Ochnales, or Malvales 
(Table  1 ). Morphological and anatomical features such as the pres-
ence of mucilage cells, the stratifi ed secondary phloem [ 40 ], and 
the occurrence of cyclopropanoid fatty acids in the seeds [ 41 ] 
strongly suggest malvalean affi nities. According to Maguire et al. 
[ 42 ] and Ashton [ 26 ], Sarcolaenaceae and Dipterocarpaceae are 
closely related and share several important morphological (e.g., 
imbricate calyx) and wood anatomical characters. Molecular evi-
dence from different DNA regions [ 10 ,  14 – 16 ] clearly supports 
placement in the Dipterocarpean lineage together with Cistaceae 
and Dipterocarpaceae. This clade is also characterized by the bix-
oid chalazal region of the seed coat [ 22 ]. The phylogenetic distinc-
tion between two subfamilies of Dipterocarpaceae (i.e., 
Pakaraimoideae and Monotoideae) and Sarcolaenaceae is not 
 supported by molecular data [ 27 ,  31 ,  32 ]. New analyses focusing 
on these relationships are still needed to assess the taxonomy of the 
Dipterocarpean lineage. 

 Although Hutchinson [ 9 ] and Cronquist [ 5 ] placed 
Sphaerosepalaceae within Theales or Ochnales, respectively, this 
family is more likely included in Malvales [ 6 – 8 ]. This placement is 
confi rmed by anatomical characters, which link Spaherosepalaceae 
to Diegodendraceae [ 43 ]. Molecular phylogenetic approaches 
also support malvalean affi nities for Sphaerosepalaceae. However, 
the precise position of this family within Malvales is ambiguous. 
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In the analyses of Fay et al. [ 14 ] and Bayer et al. [ 15 ], 
Sphaerosepalaceae are the sister group of Thymelaeaceae. However, 
recent molecular investigations [ 10 ,  16 ,  17 ] placed Spaherosepalaceae 
close to Bixaceae (sensu APG III; 3). Both hypotheses concerning 
the phylogenetic placement of Sphaerosepalaceae are weakly sup-
ported. In the light of these two hypotheses, Horn [ 44 ] conducted 
a comprehensive study focused on the comparative vegetative and 
reproductive morphology and anatomy of Sphaerosepalaceae. 
Bixaceae and Sphaerosepalaceae share several morpho-anatomical 
characters (e.g., fl oral monosymmetry, single series of stamen trunk 
bundles, and a well-developed bixoid chalazal), which suggest close 
affi nities between these two families. On the other hand, several 
features such as leaf architecture, calyx vasculature, and endostomal 
micropyles clearly support the second hypothesis (i.e., close rela-
tionships between Sphaerosepalaceae and Thymelaeaceae). 
Currently, both hypotheses should be considered and new analyses 
including molecular and morphological characters must be under-
taken to resolve the position of Sphaerosepalaceae within Malvales. 

 Thymelaeaceae is monophyletic and highly supported by 
molecular data [ 10 ,  14 – 16 ,  18 ,  50 ]. However, the placement of 
Thymelaeaceae remained controversial for a long time. Depending 
on the interpretation of several fl oral characters (i.e., the gynoe-
cium, the nature of the fl oral tube, and the interpretation of the 
petallike structures), various taxonomic positions have been pro-
posed for this family ([ 45 – 47 ]; Table  1 ). Molecular systematics 
clearly place Thymelaeaceae within “expanded Malvales.” This 
taxonomic position is supported by the occurrence of cycloprope-
noid fatty acids, the exotegemic tegument in seeds, and the fea-
tures of the secondary phloem [ 10 ,  44 ,  48 ,  49 ]. The malvalean 
affi nities of Thymelaeaceae may have been masked by the number 
of highly derived features in fl owers and pollen [ 44 ]. Based on 
both molecular and morphological evidence, Wurdack and Horn 
[ 51 ] showed that the monogeneric Tepuianthaceae is the sister 
group of Thymelaeaceae. This result is confi rmed by several poten-
tial morphological synapomorphies. Consequently, the Angiosperm 
Phylogeny Group [ 3 ] adopted an expanded concept of 
Thymelaeaceae including members of Thymelaeaceae and 
Tepuianthaceae. Within Malvales, fi rst analyses viewed 
Thymelaeaceae as the sister group of Sphaerosepalaceae [ 14 ,  15 ] 
or sister to a clade including both Bixaceae and Dipterocarpean 
lineages [ 10 ]. For Soltis et al. [ 18 ], Thymelaeaceae are placed in an 
unresolved position in Malvales, whereas Savolainen et al. [ 17 ] and 
Nickrent [ 16 ] found Thymelaeaceae as the sister group of 
Muntingiaceae. The last broad survey of angiosperm phylogeny 
[ 20 ] found Thymelaeaceae as sister to Malvaceae. However, none 
of these hypotheses is supported by statistical analyses. 

 The last family, Malvaceae s.l. or the “core” Malvales, is mono-
phyletic and includes taxa previously placed in the four traditional 
families of Malvales: Tiliaceae, Malvaceae s.s.., Bombacaceae, and 
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Sterculiaceae. The taxonomy of Malvaceae s.l. has been so deeply 
modifi ed by molecular data that we will focus in the next section 
on the taxonomic changes within this family. 

 Molecular evidence has undoubtedly clarifi ed understanding 
of the Malvales taxonomy. Traditionally limited to four main fami-
lies, this order currently includes ten families and seven lineages. 
However, understanding of the evolution of morphological fea-
tures still remains diffi cult due to important unresolved relation-
ships in the phylogeny of Malvales. Besides, the phylogenetic 
placement of several malvalean families is still ambiguous (e.g., the 
position of Sarcolaenaceae, the monophyly of Dipterocarpaceae, 
the position of Sphaerosepalaceae, the position of Thymelaeaceae). 
Only a few studies have focused mainly on the phylogenetic rela-
tionships among Malvales [ 10 ,  11 ,  14 – 16 ], and the different 
hypotheses were not really tested because of reduced sampling. 
New molecular analyses using new markers and focused on Malvales 
are needed to assess the taxonomic composition, the phylogenetic 
placement, and the morphological evolution of this order.   

3    New Classifi cation of the Core Malvales or Malvaceae s.l.: 
Contribution of Molecular Data 

  As already mentioned, Sterculiaceae, Bombacaceae, Malvaceae s.s., 
and Tiliaceae were often grouped together in Malvales, constitut-
ing the “core” Malvales. Morphological features used for delimit-
ing the different taxa were too scanty and diffi cult to interpret. As a 
consequence, the taxonomic boundaries among these families 
remained unclear. For example, Tiliaceae and Sterculiaceae were 
mainly distinguished by the degree of fusion of free part of fi la-
ments in the androecium [ 5 ,  6 ,  9 ]. Hutchinson [ 9 ] stated: “It will 
be observed that there is no tangible difference between the two 
families […] except in the stamens, which in Tiliaceae are numer-
ous, free or very shortly connate at the base, whilst in Sterculiaceae 
they are united high up or if free and single or in separate bundles 
then they are opposite to the petals. […] Although the two families 
are here maintained, a future monographer may combine them into 
one and probably recast the rather unsatisfactory tribes.” Similar 
issues can be pointed out between Sterculiaceae and Bombacaceae 
and also between Malvaceae s.s. and Bombacaceae [ 15 ]. 

 Families of the “core Malvales” were viewed as a grade of evo-
lution, from the “primitive” Tiliaceae to the “evolved” Malvaceae 
s.s. As with many “primitive taxa”, Tiliaceae often included “aber-
rant” genera because they presented both plesiomorphic and apo-
morphic characters (e.g.,  Schoutenia  Korth.,  Nesogordonia  Baill., 
 Burretiodendron  Rehder). Consequently, such taxa were diffi cult 
to place and move in the traditional classifi cation according to the 
author’s point of view (Table  2 ).

3.1  Traditional View 
and Issues in 
Delimitating Families
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            Table 2  
  Evolution of the classifi cation of selected genera within the Malvaceae s.l.   

 Genus  Hutchinson [ 9 ]  Takhtajan [ 6 ]  Bayer et al. [ 15 ] 

 Whitelock et al. [ 57 ], 
Nyffeler et al. [ 59 ], 
Baum et al. [ 69 ] 

 Sterculiaceae  Sterculiaceae  Byttneroideae  /Byttneriina Byttneroideae 

  Theobroma   Theobromeae  Theobromeae  Theobromeae 

  Byttneria   Byttnerieae  Byttnerieae  Byttnerieae 

  Ayenia   Byttnerieae  Byttnerieae  Byttnerieae 

  Melochia   Hermannieae  Hermannieae  Hermannieae 

  Leptonychia   Theobromeae  Theobromeae  Incertae sedis 

 Tiliaceae  Tiliaceae  Grewioideae  /Byttneriina Grewioideae 

  Entelea   Enteleeae  Enteleeae 

  Corchorus   Enteleeae  Corchoreae 

  Sparmannia   Sparmannieae  Sparmannieae 

  Apeiba   Apeibeae  Apeibeae 

  Triumfetta   Triumfetteae  Triumfetteae 

  Grewia   Grewieae  Grewieae 

  Tilia   Tilieae  Tilieae  Tilioideae  /Malvadendrina Tilioideae 

  Mortoniodendron   Enteleeae  Enteleeae  Incertae sedis 

 Sterculiaceae 

  Craigia   Lasiopetaleae  Craigieae  Incertae sedis 

 Sterculiaceae  Helicteroideae  /Malvadendrina 
Helicteroideae 

  Triplochiton   Tarrietieae  Triplochitoneae  /Helictereae 

  Reevesia   Helictereae  Helictereteae 

  Helicteres   Helictereae  Helictereteae 

 Bombacaceae  Bombacaceae 

  Durio   Durioneae  Durioneae  Incertae sedis  /Durioneae 

 Tiliaceae  Tiliaceae  Brownlowoideae  /Malvadendrina 
Brownlowoideae 

  Berrya   Berryeae  Berryeae 

  Pentace   Berryeae  Berryeae 

(continued)
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 Genus  Hutchinson [ 9 ]  Takhtajan [ 6 ]  Bayer et al. [ 15 ] 

 Whitelock et al. [ 57 ], 
Nyffeler et al. [ 59 ], 
Baum et al. [ 69 ] 

  Brownlowia   Brownlowieae  Brownlowieae 

 Sterculiaceae  Sterculiaceae  Dombeyoideae  /Malvadendrina 
Dombeyoideae 

  Dombeya   Dombeyeae  Dombeyeae 

  Pterospermum   Helictereae  Helictereteae 

  Nesogordonia   Helmiopsideae  Helmiopsideae  Incertae sedis 

 Tiliaceae  Tiliaceae 

  Schoutenia   Tilieae  Tilieae 

 Sterculiaceae  Sterculiaceae  Sterculioideae  /Malvadendrina 
Sterculioideae 

  Sterculia   Sterculieae  Sterculieae 

  Cola   Sterculieae  Sterculieae 

  Hildegardia   Tarrietieae  Tarrietieae 

  Fremontodendron   Fremontieae  Fremontodendreae  Bombacoideae  /Malvadendrina /
Malvatheca 
Bombacoideae 

 Bombacaceae  Bombacaceae 

  Pachira   Adansonieae  Bomcaceae 

  Bombax   Adansonieae  Bomcaceae 

  Adansonia   Adansonieae  Bomcaceae 

 Tiliaceae  Tiliaceae 

  Pentaplaris   Brownlowieae  Brownlowieae 

 Bombacaceae  Bombacaceae  /Malvadendrina /
Malvatheca 

  Ochroma   Mantisieae  Mantisieae 

  Mantisia   Mantisieae  Mantisieae  /Malvadendrina /
Malvatheca Malvoideae 

  Phragmotheca   Mantisieae  Mantisieae 

 Malvaceae  Malvaceae  Malvoideae 

  Hibiscus   Hiscisceae  Hibisceae 

  Gossypium   Hiscisceae  Hibisceae 

  Lavatera   Malveae  Malveae 

Table 2 
(continued)
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     Despite these taxonomic problems, the traditional circumscription 
of “core Malvales” was widely accepted. Using morphological, 
anatomical, palynological, and chemical features, Judd and 
Manchester [ 11 ] published the fi rst phylogenetic study focused on 
this group. They established the monophyly of the “core Malvales” 
prefi gured by previous authors [ 5 – 8 ]. However, Judd and 
Manchester [ 11 ] showed that Bombacaceae, Sterculiaceae, and 
Tiliaceae were polyphyletic and therefore did not form natural lin-
eages. In contrast, Malvaceae s.s. was identifi ed as monophyletic 
and supported by one synapomorphy: the monothecal anther [ 11 ]. 
As a consequence, these authors argued for the recognition of the 
“core” Malvales at the familial level, i.e., as Malvaceae s.l. This 
clade is supported by one unambiguous synapomorphy: the fl oral 
nectaries composed of densely packaged multicellular glandular 
hairs on the sepals. Vogel [ 52 ] confi rmed the unique anatomy of 
this feature. However, lack of resolution in the phylogeny hindered 
the redefi nition of taxonomic groups within Malvaceae s.l. This 
phylogenetic study of Judd and Manchester [ 11 ] is the basis of the 
modern taxonomic treatment of Malvaceae s.l.  

  Two years after Judd and Manchester [ 11 ], the fi rst molecular sys-
tematic studies focused on Malvaceae s.l. were conducted in paral-
lel by Alverson et al. [ 53 ] and Bayer et al. [ 15 ]. In both molecular 
investigations, the monophyly of the “core” Malvales was con-
fi rmed with strong statistical support. Following Judd and 
Manchester [ 11 ], Alverson et al. [ 53 ] and Bayer et al. [ 15 ] opted 
for merging all the members of the “core” Malvales into a single 
family: “expanded” Malvaceae or Malvaceae s.l. Three morpho-
logical apomorphies, i.e., the specialization within the infl ores-
cences termed “bicolor unit” [ 54 ,  55 ], the fl oral nectaries, and the 
tile cells, also provided evidence for the broad circumscription of 
the Malvaceae [ 12 ,  15 ,  53 ]. Malvaceae s.l. are divided into two 
strongly supported lineages (named by Baum et al. [ 56 ] following 
the phylogenetic code of nomenclature) including nine subfamilies 
(Fig.  2 ; [ 15 ,  53 ,  57 – 59 ,  61 ]). We use “/” before a name to indi-
cate those names that have been defi ned following the phyloge-
netic nomenclature.

    This well-supported clade is the sister group (with moderate sup-
port) of the remaining taxa of Malvaceae s.l. The Byttneriina lin-
eage is composed of two subfamilies (detailed below) including 
taxa of former Sterculiaceae and Tiliaceae.  

  All the taxa of this subfamily previously belonged to Sterculiaceae 
(Table  2 ). Based on molecular data [ 15 ,  57 ,  58 ], Byttnerioideae 
includes four tribes: Theobromeae, Byttnerieae, Lasiopetaleae, and 
Hermannieae. While this clade was traditionally diagnosed by its 
peculiar cucullate petals, the petal evolution traced on the 

3.2  First 
Phylogenetic Analysis 
from Judd and 
Manchester [ 11 ]

3.3  Contribution 
of Molecular Data: 
From the Intuition 
to the Confi rmation

3.3.1  The /Byttneriina 
Lineage (Fig.  2 ; [ 53 ,  56 ])

3.3.2  Byttnerioideae 
(Fig.  2 )
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molecular phylogeny highlights the signifi cant homoplasy of this 
character [ 15 ,  57 ]. As a consequence, morpho-anatomical 
approaches as well as developmental studies must be undertaken to 
defi ne new potential synapomorphy.  

  Taxa of Grewioideae were formerly included in Tiliaceae on the 
basis of the large number of stamens and the free part of the fi la-
ments (Fig.  2 ; Table  2 ). Grewioideae is highly supported by molec-
ular data [ 10 ,  15 ,  58 ]. However, its phylogenetic placement varies 
depending on the molecular markers. Based on  atpB  and  rbcL  
[ 15 ], Grewioideae are nested in Byttnerioideae, but with low sta-
tistical support. Results from the plastid gene  ndhF  clearly show a 
sister relationship between the two subfamilies of the /Byttneriina 
lineage [ 53 ,  57 ,  58 ]. This subfamily is also supported by several 
morphological features notwithstanding polymorphic features 

3.3.3  Grewioideae 
(Fig.  2 )

Grewioideae

Hermannieae

Lasiopetaleae

Byttnerieae

Theobromae

Dombeyoideae

Helictereae

Durioneae

Tilioideae

Sterculioideae

Brownlioideae

Fremontodendreae sensu Takhtajan

Bombacoideae

Septotheca

Malvoideae

Ochroma + Patinoa

/B
yttneriina

/M
alvadendrina

Helicterioideae

/M
alvatheca

Byttnerioideae

  Fig. 2    Molecular phylogenetic relationships within Malvaceae s.l. Subfamilies are indicated in  bold . Names 
preceded by a “/” have been defi ned following phylogenetic nomenclature.  See  Fig.  1  for node legends       
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such as the shape of the pollen, the position of the nectaries, and 
the origin of the stamen during fl oral development [ 15 ,  60 ,  61 ].  

  This lineage is found in all molecular systematic studies on Malvaceae 
s.l., with strong statistical support [ 15 ,  53 ,  57 – 59 ]. A unique 21-bp 
deletion in the chloroplast gene  ndhF  provides additional evidence 
for the monophyly of this group [ 53 ]. The /Malvadendrina lineage 
includes all of the former members of Bombacaceae and Malvaceae 
s.s. together with several tribes of Sterculiaceae (e.g., Dombeyeae, 
Sterculieae) and Tiliaceae (Tilieae; Table  2 ). In all molecular analy-
ses [ 15 ,  53 ,  59 ], these taxa are distributed in seven subfamilies 
within six lineages [ 59 ,  61 ]. Nyffeler et al. [ 59 ] noticed inconsisten-
cies between the phylogenetic signal of  rbcL  and those of the three 
other genes ( matK ,  ndhF , and  atpB ). Consequently, phylogenetic 
relationships between the different clades remain unresolved and 
problematic. The latest phylogenetic hypotheses need to be assessed 
by additional molecular and/or morphological data.  

  This subfamily is strongly supported by molecular and morphologi-
cal characters [ 15 ,  53 ,  59 ,  62 ]. This group includes representatives 
of former sterculoid tribes (mainly Dombeyeae and Helmiopsideae) 
but also several genera traditionally placed in Tiliaceae, such as 
 Burretiodendron  and  Schoutenia  (Table  2 ). Dombeyoideae also 
includes the enigmatic and morphologically “aberrant” genus 
 Nesogordonia . Indeed, this subfamily can be diagnosed by the pres-
ence of bifi d cotyledons and spinose pollen [ 15 ,  61 ], while 
 Nesogordonia  presents simple cotyledons and smooth pollen [ 63 ]. 
The phylogenetic position of Dombeyoideae within the /Malvatheca 
lineage is unclear. Depending on the DNA region used, molecular 
analyses placed Dombeyoideae in three different positions: (1) as 
the sister group of a clade including Brownlowioideae and 
Sterculioideae [ 15 ],    (2) closely related to Tilioideae in a sister rela-
tionship [ 53 ], (3) or in a basal position in the /Malvandendrina 
lineage (Fig.  2 ; [ 59 ]). However, these different relationships are 
only weakly or moderately supported by molecular data.  

  Helicteroideae are consistently well supported by molecular data 
[ 15 ,  53 ,  59 ,  64 ]. This subfamily consists of two distinct lineages: 
the Helicteroideae s.s. ([ 61 ], or /Helictereae sensu [ 64 ]) which 
mainly includes taxa (e.g.,  Helicteres  L.,  Reevesia  Lindl.) from 
Helictereae ( sensu  Hutchinson [ 9 ] and Takhtajan [ 6 ], former 
Sterculiaceae) and Durioneae [ 61 ,  64 ] which is composed of taxa 
( Durio  Adans.,  Neesia  Blume) from the Bombacaceae. While the 
alliance of Helicteroideae s.s. and Durioneae is strongly supported 
by molecular data, the morphological link between the two lineages 
is diffi cult to identify and needs further investigation [ 15 ,  59 ,  64 ]. 
The phylogenetic position of Helicteroideae is still equivocal within 

3.3.4  The/
Malvadendrina Lineage 
(Fig.  2 ; [  53 ,  56 ])

3.3.5  Dombeyoideae 
(Fig.  2 )

3.3.6  Helicteroideae 
(Fig.  2 )
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/Malvadendrina. This subfamily varies    between sister relationships 
with the remaining taxa of the /Malvadendrina [ 15 ,  53 ] or branch-
ing directly after Dombeyoideae as sister to Tilioideae-
Brownlowioideae- Sterculioideae-/Malvatheca [ 59 ]. However, 
both hypotheses are weakly supported by molecular data.  

  Traditionally, Tiliaceae included ca. 400 species in many genera 
such as  Tilia  L.,  Schoutenia ,  Burretiodendron ,  Pentaplaris  L.O. 
Williams & Standl.,  Grewia  L., and  Brownlowia  Roxb. In the mod-
ern taxonomic treatment of “core” Malvales, the Tilioideae is dras-
tically narrowed and only includes three genera:  Tilia , 
 Mortoniodendron  Standl. & Steyerm, and  Craigia  W.W.Sm. & 
W.E.Evans. Sister relationships between  Craigia  and  Tilia  are well 
supported by molecular data from the chloroplast gene  ndhF  [ 53 ]. 
Based on three chloroplast markers ( ndhF ,  matK ,  atpB ), Nyffeler 
et al. [ 59 ] clearly place  Mortoniodendron  as sister to the  Tilia - 
Craigia     clade. In addition to the molecular evidence, these three 
genera share a crucial morphological feature, the “tilioid” pollen 
[ 11 ,  15 ]. The fl ower organization also links  Craigia  and  Tilia  [ 15 , 
 61 ]. Phylogenetic position of Tilioideae within /Malvandendrina 
is unclear and needs further investigation for assessing their place-
ment [ 59 ].  

  The monophyly of Sterculioideae is well supported by molecular 
studies [ 15 ,  53 ,  59 ,  65 ]. According to Bayer et al. [ 15 ], Wilkie 
et al. [ 65 ], and Bayer [ 61 ], this subfamily includes genera 
 traditionally placed in Sterculieae (former Sterculiaceae; Table  2 ). 
In addition to molecular characters, this group can be diagnosed by 
several morpho-anatomical features: the apetalous fl owers, the pet-
aloid sepals, the secondary apocarpy, and the presence of sheath 
cells in the rays [ 11 ,  15 ,  65 – 67 ]. Using the plastid marker  ndhF , 
Wilkie et al. [ 65 ] identify four clades (i.e.,  Sterculia  L.,  Heritiera  
Aiton,  Cola  Schott & Endl., and  Brachychiton  Schott & Endl.) 
within Sterculioideae. However, phylogenetic relationships between 
these different monophyletic groups remain unresolved. Similarly, 
Sterculioideae are not clearly placed within /Malvadendrina. Based 
on the molecular dataset, this subfamily is sister either to 
Brownlowioideae [ 15 ] or to /Malvatheca [ 59 ]. Neither of these 
two hypotheses is supported by statistical analysis. Based on devel-
opmental investigations, Sterculioideae share with /Malvatheca 
similar androecium development [ 68 ].  

  Brownlowioideae contain taxa of the former Tiliaceae (i.e., the 
tribes Berryeae and Brownlowieae). This subfamily is supported by 
both molecular data and morphological characters [ 15 ,  53 ,  59 , 
 64 ]. Brownlowioideae are characterized by their campanulate epi-
calyx composed of fused sepals, the apocarpous gynoecium, and 
their special arrangement of staminal thecae (i.e., divergent at the 

3.3.7  Tilioideae (Fig.  2 )

3.3.8  Sterculioideae 
(Fig.  2 )

3.3.9  Brownlowioideae 
(Fig.  2 )
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base but convergent at the top of the connective; [ 15 ,  61 ]). 
Morphological and molecular data are congruent and support a 
clear division in two distinct lineages. The fi rst clade includes gen-
era with inner staminodes (e.g.,  Pentace ,  Brownlowia ), while the 
second monophyletic group is composed of genera that have only 
fertile stamens. 

 The phylogenetic position of Brownlowioideae remains unclear 
within /Malvadendrina. This subfamily is more likely placed as sis-
ter to Sterculioideae [ 15 ,  59 ]. These two taxa share the fused 
sepals, but they differ in the shape of their pollen (tilioid-shaped 
pollen for Brownlowioideae versus Grewia-type pollen for 
Sterculioideae, [ 15 ,  60 ,  61 ]). The alternative sister relationships 
branch Brownlowioideae to a clade containing Sterculioideae and 
/Malvatheca.  

  In former taxonomic classifi cations, Bombacaceae and Malvaceae 
s.s. were reported as closely related, and boundaries between the 
two taxa were diffi cult to perceive. Recent molecular studies have 
confi rmed the phylogenetic link between these families by regroup-
ing bombacoid and malvoid genera together within the same lin-
eage, named /Malvatheca [ 53 ,  56 ]. This clade is strongly supported 
in most analyses using molecular data [ 53 ,  59 ,  69 ]. The highly 
modifi ed anthers were often reported as a synapomorphy [ 59 ]. 
However, this character seems to be homoplasious and may have 
evolved at least twice independently in /Malvatheca (Bombacoideae 
and Malvoideae [ 68 ]). Recent developmental investigations [ 68 , 
 70 ] show that the androecial development is a synapomorphy of 
this clade and unifi es /Malvatheca. Concerning the sister clade of 
this lineage, the most likely hypothesis places the Sterculioideae as 
the sister group of /Malvatheca based on several common mor-
phological features and molecular characters [ 59 ]. 

 Molecular taxonomic studies in /Malvatheca [ 59 ,  69 ,  71 ] have 
identifi ed fi ve major monophyletic groups. The fi rst lineage, 
Bombacoideae ( sensu  [ 69 ]), corresponds to the palmately 
compound- leaved Bombacaceae [ 15 ,  53 ,  69 ,  71 ]. In former clas-
sifi cations, Durionae was included in Bombacaceae on the basis of 
similar anther structure [ 59 ]. However, molecular evidence 
excluded Durionae from Bombacoideae and placed this tribe in 
Helicteroideae with strong support [ 15 ,  53 ,  59 ,  64 ]. Moreover, 
developmental approaches confi rmed the exclusion of Durionae by 
demonstrating the different origins of the anthers [ 70 ]. 

 The second lineage, Malvoideae, mainly corresponds to the 
former family Malvaceae s.s. and includes the tribes Hibisceae and 
Gossypieae. Molecular evidence [ 53 ,  69 ,  71 ] strongly supports the 
inclusion of the tribe Matiseae ( Matisia  Bompl.,  Phragmotheca  
Cuatrec., and  Quararibea  Aubl., but excluding  Ochroma  Sw., for-
merly in Bombacaceae; Table  2 ) and  Pentaplaris  (formerly in 

3.3.10  The /Malvatheca 
Lineage (Fig.  2 )
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Tiliaceae [ 9 ]; Table  2 ). These genera share several morphological 
characters such as the globose and spinose pollen ( Pentaplaris ) and 
the usually palmately veined leaves (for Matiseae). However, as 
noticed by Alverson et al. [ 53 ], such features are not unique in 
Malvaceae s.l.; other subfamilies also present these characters (e.g., 
Dombeyoideae have a similar shape of pollen). As argued by von 
Balthazar et al. [ 68 ,  70 ], the simplifi cation of vascular system rep-
resents a potential synapomorphy and thus supports the new cir-
cumscription of Malvoideae. 

 In the light of molecular evidence, the phylogenetic position 
of the third lineage composed of two genera (i.e.,  Ochroma  and 
 Patinoa  Cuatrec., formerly in Bombacaceae) remains controversial 
(Table  2 ).  Ochroma  and  Patinoa  were considered as belonging to 
Bombacoideae [ 15 ,  61 ], but studies using different chloroplast 
genes found that these two genera constitute an independent lin-
eage early divergent in /Malvatheca [ 53 ,  59 ,  69 ]. The last molecu-
lar taxonomic study [ 71 ] focused on Bombacoideae gives an 
accurate view of the phylogenetic relationships of  Ochroma  and 
 Patinoa : these are placed at the basal position of Malvoideae with 
moderate statistical support. This result is corroborated by other 
morphological and developmental characters [ 68 ,  70 ]. Contrary 
to Malvoideae and Bombacoideae,  Ochroma  and  Patinoa  are char-
acterized by sessile, often elongate anthers, which appear pleisio-
morphic in /Malvatheca [ 68 ]. Similarly, vegetative and reproductive 
features such as simple leaves and petaloid-margined calyces might 
be pleisiomorphic [ 53 ]. 

 In the traditional taxonomy, Fremontodendraceae were 
included in Sterculiaceae based on the apetalous fl owers with col-
orful calyces and stamens with two theca and four locules ([ 53 , 
 69 ]; Table  2 ). However, based on chloroplast markers, 
Fremontodendraceae are unambiguously included in /Malvatheca 
[ 15 ,  53 ,  59 ,  69 ]. Baum et al. [ 69 ] argued for a placing 
Fremontodendraceae in an early diverging position, which is 
strongly supported by a single non-homoplasious deletion in a 
conserved region of  matK  [ 69 ]. Developmental investigations 
[ 68 ] provide other evidence for strengthening this hypothesis. 

 The genus  Septotheca  Ulbr. constitutes the fi fth lineage within 
/Malvatheca. Placed by Baum et al. [ 69 ] as the sister group to the 
rest of Bombacoideae, this result is not supported by statistical 
analysis. Recent molecular investigations [ 71 ] and developmental 
studies [ 68 ] have found this same phylogenetic position but with-
out statistical support [ 71 ]. 

 Recent molecular phylogenetic analyses give an accurate view 
of the relationships within Malvaceae s.l. This family appears clearly 
monophyletic supported both by molecular and morphological 
data. Nine main subfamilies within two lineages have been identi-
fi ed. The main monophyletic groups (i.e., subfamilies and lineages) 
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are supported by molecular data. However, higher phylogenetic 
relationships of Malvaceae s.l. are still controversial and lack sup-
port from morphology or molecules. Moreover, while the phylog-
eny of taxa included in the /Malvatheca lineage has been widely 
investigated, the understanding of relationships among and within 
the taxa of Tilioideae, Sterculioideae, and Dombeyoideae has not 
followed at the same pace. As a consequence, phylogenetic rela-
tionships within and around these taxa are still largely unknown 
and are under investigation, and their taxonomy clearly needs fur-
ther clarifi cation. As an example, we discuss in the next section past 
and recent studies on the Dombeyoideae with special focus on the 
taxa endemic to the Mascarenes. Using these endemic species, we 
will illustrate three possible taxonomic schemes consequent to 
recent molecular studies.    

4    General Presentation of the Dombeyoideae 

 The number of species in Dombeyoideae (ca. 350 species; [ 61 ]) is 
relatively low in comparison to other subfamilies of Malvaceae s.l., 
such as Malvoideae (ca. 1,730 species) or Grewioideae (ca. 700 
species). However, this subfamily includes one of the most diversi-
fi ed genera in Malvaceae s.l.,  Dombeya  (ca. 215 species, [ 72 ]). 
Strikingly,  Dombeya  also represents almost 2 % of Malagasy plant 
diversity [ 73 ] and more than 2 % of the diversity of species endemic 
to the Mascarene archipelago. Dombeyoideae are distributed in 
South Asia and in continental Africa, but the center of diversity is 
undoubtedly the Southwest Indian Ocean biodiversity hotspot, 
which includes Madagascar and the nearby oceanic archipelagos. 
The three young volcanic islands of the Mascarenes (Mauritius, 
8–10 My; La Réunion, 2–3 My; Rodrigues 8–10 My; [ 74 ]) are 
home to 24 species included in four genera:  Trochetia  DC.,  Ruizia  
Cav.,  Astiria  Lindl.—all endemic to the archipelago—and  Dombeya  
Cav. (Fig  3 ,  [ 75 – 78 ]). Besides their high diversity in the Mascarenes, 
Dombeyoideae have a strong ecological importance in numerous 
diverse vegetation communities. Species occur in most of the habi-
tats found in the archipelago, from the dry environments to the 
tropical mountain cloud forests [ 79 ,  80 ] in which  Dombeya  species 
are particularly abundant and are the main contributors of the can-
opy. These forests are given the local name “colored tree forest” 
due to the large range of leaf coloration among  Dombeya  species. 
Many species are considered as critically endangered, endangered, 
or vulnerable ([ 77 ];  see  Table  3  for details regarding IUCN evalu-
ation). For these different reasons, the Dombeyoideae and more 
specifi cally the genera  Ruizia  and  Trochetia  symbolize both the 
richness and the weakness of the Mascarene fl ora.
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5        Past Taxonomy Versus Phylogenetic Systematics of the Mascarene 
Dombeyoideae 

 Taxonomic studies of the Mascarene Dombeyoid taxa started in 
the eighteenth century and are still in progress [ 75 ,  77 ,  78 ,  81 –
 86 ]. There are three traditional treatments of the Dombeyoideae 
in the Mascarenes but with major disagreements between them 
(Table  4 ). Jacob de Cordemoy [ 85 ] described 27 species placed in 
four genera ( Astiria ,  Dombeya ,  Ruizia,  and  Trochetia ). Arènes 
[ 86 ] focused on the species of  Dombeya  and did not recognize the 
endemic genera  Astiria  and  Trochetia . This author placed the spe-
cies of these two latter genera in  Dombeya  (sections  Trochetia  and 
 Dombeya ), these two genera being therefore considered as syn-
onyms of  Dombeya . Arènes [ 86 ] placed his taxonomic study of the 
Mascarene species in the broader framework of the fl ora of 
Madagascar [ 87 ] and he did not accept the sections described by 
Jacob de Cordemoy [ 85 ]. As a consequence, Arenes [ 86 ] recog-
nized 27 species placed in fi ve sections of  Dombeya  (Table  4 ). More 
recently, Friedmann [ 75 ] adopted a broad taxon circumscription 
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  Fig. 3    Illustration of the alternative taxonomic schemes discussed for Dombeyoideae of the Mascarene region       
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   Table 3  
  IUCN Red List for Dombeyoideae native taxa of the Mascarene archipelago [ 77 ]   

 Taxa  IUCN criteria 
 Taxa 
endemism 

  1   Astiria rosea  Lind.  EX  Ma 

  2   Dombeya populnea  (Cav.) Baker  CR  Re  Ma 

  3   Dombeya mauritiana  Friedmann  CR  Ma 

  4   Dombeya sevathianii  Le Péchon & Baider  CR  Ma 

  5   Dombeya rodriguesiana  Friedmann  CR  Ro 

  6   Ruizia cordata  Cav.  CR  Re 

  7   Trochetia boutoniana  Friedmann  CR  Ma 

  8   Trochetia parvifl ora  Bojer  CR  Ma 

 10   Dombeya acutangula  Cav. subsp.  acutangula  var. 
 palmata  Arènes 

 CR  Re 

 11   Dombeya acutangula  subsp.  rosea  Friedmann  CR  Ma 

 12   Dombeya elegans  var.  virescens  Cordem.  EN  Re 

 13   Dombeya blattiolens  Frapp. ex Cordem.  EN  Re 

 14   Dombeya ferruginea  Cav. subsp.  ferruginea   EN 

 15   Dombeya umbellata  Cav.  EN  Re 

 16   Dombeya acutangula  subsp . acutangula  var. 
 acutangula  Arènes 

 VU  Re  Ro 

 17   Dombeya delislei  Arènes  VU  Re 

 18   Trochetia blackburniana  DC.  VU  Ma 

 19   Trochetia trifl ora  DC.  VU  Ma 

 20   Trochetia unifl ora  DC.  VU  Ma 

 21   Trochetia granulata  Cordem .   NT  Re 

 22   Dombeya ciliata  Cordem.  LC  Re 

 23   Dombeya elegans  Cordem. subsp . elegans   LC  Re 

 24   Dombeya ferruginea  Cav. subsp.  borbonica  Friedmann  LC  Re 

 25   Dombeya fi culnea  Baill.  LC  Re 

 26   Dombeya formosa  Le Péchon & Pausé  LC  Re 

 27   Dombeya pilosa  Cordem.  LC  Re 

 28   Dombeya punctata  Cav.  LC  Re 

 29   Dombeya reclinata  Cordem.  LC  Re 

  UICN criteria:  EX  extinct,  CR  critically endangered,  EN  endangered,  VU  vulnerable,  NT  nearly threatened,  LC  low 
concern. Taxa endemism:  Re  Réunion,  Ma  Mauritius,  Ro  Rodrigues  
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and considered many morphological variations to be infraspecifi c 
polymorphism. He accepted 22 species included in four genera: 
 Astiria ,  Dombeya ,  Ruizia,  and  Trochetia . He placed numerous 
species in synonymy (e.g.,  D. tiliioides  Arènes as a synonym of  D. 
delislei  Arènes;  D. lancea  Cordem. and  D. obovata  Cordem. as syn-
onyms of  D. punctata  Cav.;  D. pilosa  var.  globigera  Cordem.,  D. 
pilosa  var.  amplifolia  Cordem.,  D. hispides  Arènes, and  D. bailloni-
ana  Arènes as synonyms of  D. pilosa  Cordem.;  Dombeya trifl ora  
Arènes and  D. serrata  Arènes as synonyms of  Trochetia trifl ora  
DC.). Confl icting views between these three taxonomic treatments 
highlight problems in defi ning the morphological delimitation of 
the Mascarene genera. For example,  Astiria  only differs from 
 Dombeya  by the absence of staminodes within the androecium. 
However, the number of fertile stamens is variable in several 
 Dombeya  species (e.g.,  Dombeya ferruginea  and  Dombeya sevathia-
nii , [ 76 ]). Molecular and morphological phylogenetic analyses 
[ 88 ,  89 ] have been conducted to clarify the taxonomy of 
Dombeyoideae from the Mascarenes. In both investigations, 
taxa from the archipelago are polyphyletic and included in four 
 different lineages. In both analyses, using different sources of 

     Table 4  
  Comparison between different classifi cations of the Mascarene Dombeyoideae   

 Genus  Subgenus  Section  Species number 

 Jacob de Cordemoy [ 85 ]   Astiria   1 

  Dombeya    Dombeya    Assonia   2 

  Eudombeya   17 

  Dombeyella   2 

  Ruizia   1 

  Trochetia   4 

 Arènes [ 86 ]   Dombeya    Dombeya    Astrapeae   1 

  Trochetia   6 

  Assonia   1 

  Capricornua   3 

  Dombeya   17 

 Friedmann [ 75 ]   Astiria   1 

  Dombeya    Dombeya   14 

  Ruizia   1 

  Trochetia   6 
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phylogenetic signal, the taxonomy of the Mascarene Dombeyoideae 
is congruent apart from the position of the genus  Trochetia  and the 
placement of  Dombeya rodriguesiana  [ 88 ,  89 ].  Astiria  and  Ruizia  
(based on morphological characters, [ 88 ]) or  Trochetia  and  Ruizia  
(based on molecular characters, [ 89 ]) are nested in  Dombeya . 
Therefore,  Dombeya  is paraphyletic in relation to  Astiria, Ruizia,  
and  Trochetia  (Figure  3 ) and needs further study to confi rm the 
status of the putative endemic genera from the Mascarenes.

6        Future Taxonomic Treatments: Different Possibilities to Revise the Taxonomy 
of Dombeyoideae from the Mascarenes 

  Dombeya  is non-monophyletic in its current delimitation (Fig.  3a ; 
[ 73 ,  88 ,  89 ]). Therefore, a new circumscription following the 
monophyly criterion is needed. As there is no strict guideline to 
defi ne a rank such as an order, family, or genus, several possibilities 
can be contemplated for a taxonomic revision. Besides taxonomists 
should minimize nomenclatural changes compared to previous 
classifi cations and should name taxa based on clades that are mor-
phologically consistent (i.e., supported by a synapomorphy or by a 
combination of apomorphic features). Depending on the group, 
several subjective criteria could be considered. Some groups 
have also an anthropological and societal emblematic signifi cance. 

   Table 5  
  List of molecular markers used for studying the phylogeny of the Malvales, Malvaceae s.l.   

 Genome  Gene expression  Studies using the gene  Taxonomic levels 

  rbcL   Chloroplast  Coding  [ 10 ,  13 – 18 ,  20 ,  27 ,  31 ,  32 , 
 46 ,  50 ,  51 ,  58 ,  59 ,  62 ] 

 Order, family, 
subfamily 

  atpb   Chloroplast  Coding  [ 15 – 18 ,  20 ,  50 ,  51 ,  59 ,  62 ]  Angiosperm, order, 
family, subfamily 

  ndhF   Chloroplast  Coding  [ 16 ,  20 ,  53 ,  57 – 59 ,  62 ,  64 , 
 65 ,  69 ] 

 Angiosperm, order, 
family, subfamily 

  trnK / matK   Chloroplast  Noncoding/
coding 

 [ 20 ,  59 ,  69 ,  71 ]  Angiosperm, order, 
family 

  trnL-F   Chloroplast  Noncoding  [ 46 ,  71 ]  Family, species 

  trnQ-rps16   Chloroplast  Noncoding  [ 89 ]  Species 

  Rpl16  intron  Chloroplast  Noncoding  [ 89 ]  Species 

  psbM - trnD   Chloroplast  Noncoding  [ 89 ]  Species 

 18S rDNA  Nuclear  Coding  [ 16 ,  18 ,  20 ,  50 ,  51 ]  Angiosperm, order 

 26S rDNA  Nuclear  Coding  [ 20 ,  50 ]  Angiosperm 

 ITS  Nuclear  Noncoding  [ 64 ,  71 ,  89 ]  Genera, species 
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For instance,  Trochetia  is the national emblem of the Republic of 
Mauritius. In 1992,  T. boutoniana  was declared the National 
fl ower to celebrate gaining the status of the Republic. Similarly, 
 Ruizia cordata  Cav. is one of the most famous threatened species 
in La Réunion and symbolizes the highly endangered fl ora of the 
dry environments of the island. As a consequence, this nonscien-
tifi c dimension should be taken into account by taxonomists when 
proposing taxonomic changes. To illustrate these criteria and their 
consequences for taxonomy, we propose three possible classifi ca-
tions for the Dombeyoideae of the Mascarenes (Fig.  3 ). The fi rst 
possible taxonomic scheme expands the limits of  Dombeya  to 
include all the species of  Trochetia  and the two monotypic genera 
 Ruizia  and  Astiria  (Fig.  3b ). In such a scheme, the number of 
changes is minimized and this taxonomy corresponds to the 
Arènes’ treatment of the taxonomy of Mascarene taxa [ 86 ]. 
However, in this broad circumscription,  Dombeya  is diffi cult to 
diagnose using morphological characters alone (Table  4 ). 
Furthermore, this treatment strongly modifi es the traditional treat-
ments [ 5 ,  6 ,  9 ,  75 ,  84 ,  85 ] which recognized  Ruizia ,  Astiria , 
 Trochetia,  and  Dombeya  (except Arènes [ 86 ]). Alternatively, to 
avoid the recognition of  Dombeya  s.l. (i.e., an “expanded” 
 Dombeya ), the second possible classifi cation is to identify the clade 
including  Ruizia ,  Astiria ,  Dombeya,  and  Trochetia  as a single 
generic-ranked taxon (Fig.  3c ).  Ruizia  was published earlier than 
 Astiria  and  Trochetia  [ 81 ], so  Ruizia  should therefore be adopted 
as the name of this monophyletic group. This solution highlights 
the island endemic status of this group. However, this treatment 
will imply the highest number of taxonomic changes. Besides, 
 Ruizia  is a monotypic genus and the name does not refl ect the 
diversity of this clade, which is mainly concentrated within 
 Trochetia . The third possible taxonomy is to recognize both 
 subclades (i.e.,  Trochetia  and  Ruizia  Fig.  3d ) at the generic rank. 
 Trochetia  [ 82 ] has priority over  Astiria  [ 83 ]. As a consequence, 
 Trochetia  should be redefi ned to refer to the plant species included 
in this monophyletic group. The clade “ Ruizia ” is only composed 
of  Ruizia  and  Dombeya  species. All these taxa should be renamed 
with the generic name  Ruizia . In this taxonomic confi guration, 
this treatment implies nine taxonomic changes and conserves both 
the names  Ruizia  and  Trochetia , the most emblematic genera 
endemic to the Mascarene. The new circumscription of  Ruizia  
modifi es the former morphological descriptions, but this mono-
phyletic group can be diagnosed by the heteromorphic juvenile 
leaves, the particular epicalyx, and the reduced or absent stami-
node. In contrast, the broad circumscription of  Trochetia  is mor-
phologically heterogeneous. Indeed,  D. ferruginea  has a divergent 
morphology in comparison to  Trochetia  (most notably in infl ores-
cence architecture and size of fl owers). 

 These three taxonomic treatments are a selection among many 
taxonomic possibilities. There is no absolute criterion to determine 
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which one is better compared to the others. However, a combina-
tion of subjective criteria (i.e., depending on the taxon) can help a 
taxonomist to determine the most satisfactory treatment given the 
evidence available. The Dombeyoideae of the Mascarenes repre-
sent a limited fraction of the global diversity of this subfamily, 
which is mainly found in Madagascar. With more than 200 
Malagasy species, the current circumscription of  Dombeya  is still 
unclear. Similarly to  Ruizia ,  Astiria,  and  Trochetia , several genera 
endemic to Madagascar with a low species number, such as 
 Helmiopsis  H. Perr. and  Helmiopsiella  Arènes, are also nested in 
 Dombeya  [ 73 ,  89 ]. As a consequence, any new taxonomic treat-
ment of the Mascarene taxa should be put on hold until they have 
been included in a broader revision of the Malagasy Dombeyoideae. 
This approach will avoid multiple and contradictory taxonomic 
revisions of smaller regions.  

7    Conclusion 

 The history of the Malvales classifi cation is a perfect illustration of 
the past two decades great advances in the fi eld of systematic bot-
any. The taxonomy of this group has been deeply modifi ed and 
improved by the extensive use of molecular characters for recon-
structing evolutionary relationships (Table   5  ). “Expanded” 
Malvales are currently circumscribed to include 10 families, which 
are confi rmed by all of the phylogenetic analyses. All of these fami-
lies were previously considered to have malvalean affi nities by vari-
ous previous workers (except the holoparasitic and highly modifi ed 
Cytinaceae). Although the delimitation of the Malvales is now 
widely accepted, the intra-ordinal relationships remain problem-
atic. As a  consequence, morphological evolution is still unclear in 
Malvales. Similar issues are reported in the most emblematic taxa 
of Malvales, the Malvaceae s.l. In its present circumscription, this 
family includes all of the former families of the “core Malvales.” 
From both molecular and morphological evidence, the Malvaceae 
is strongly supported and monophyletic. If the taxonomic compo-
sition is quite similar to the previous “core Malvales,” delimitation 
within the family is completely modifi ed. Malvaceae includes nine 
subfamilies in two main lineages. Despite recent investigations 
based on four different markers, the relationships between the dif-
ferent subfamilies of Malvaceae s.l. are poorly resolved. While the 
phylogeny of several emblematic subfamilies such as Bombacoideae, 
Malvoideae, and Helicteroideae is well understood, other taxa 
(e.g., Tilioideae, Brownlowioideae, and Dombeyoideae) are still 
poorly known. As a consequence, these subfamilies need to be 
revised and the morphological delimitations of their genera 
assessed. The Mascarene Dombeyoideae exemplifi ed the substan-
tial taxonomic changes, which have to be done for taking into 
account the recent progress of the molecular taxonomy. While 20 
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years ago the fi rst development of molecular sequencing was con-
sidered as a  revolution for systematics, we can observe a new 
upheaval approaching with the development of next-generation 
sequencing technologies [ 90 ], which study not just one or several 
regions within a genome but the genome as a whole.     
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    Chapter 18   

 What Has Molecular Systematics Contributed 
to Our Knowledge of the Plant Family Proteaceae? 

           Peter     H.     Weston    

    Abstract 

   Molecular systematics has revolutionized our understanding of the evolution of the Proteaceae. 
Phylogenetic relationships have been reconstructed down to generic level and below from alignments of 
chloroplast and nuclear DNA sequences. These trees have enabled the monophyly of all subfamilies, tribes, 
and subtribes to be rigorously tested and the construction of a new classifi cation of the family at these 
ranks. Molecular data have also played a major part in testing the monophyly of genera and infrageneric 
taxa, some of which have been recircumscribed as a result. Molecular trees and chronograms have been 
used to test numerous previously postulated biogeographic and evolutionary hypotheses, some of which 
have been modifi ed or abandoned as a result. Hypotheses that have been supported by molecular phylo-
genetic trees and chronograms include the following: that the proteaceous pattern of repeated disjunct 
distributions across the southern hemisphere is partly the result of long-distance dispersal; that high pro-
teaceous diversity in    south-western Australia and the Cape Floristic Region of South Africa is due to high 
diversifi cation rates in some clades but is not an evolutionary response to Mediterranean climates; that the 
sclerophyllous leaves of many shrubby members of the family are not adaptations to dry environments but 
for protecting mesophyll in brightly illuminated habitats; that deeply encrypted foliar stomata are adapta-
tions for minimizing water loss in dry environments; and that  Protea  originated in the Cape Floristic 
Region of South Africa and that one of its subclades has greatly expanded its distribution into tropical 
savannas. Reconstructing phylogeny down to species level is now the main goal of molecular systematists 
of the Proteaceae. The biggest challenge in achieving this task will be resolving species trees from numer-
ous gene trees in complexes of closely related species.  

  Key words     Proteaceae  ,   Molecular  ,   Systematics  ,   Taxonomy  ,   Phylogeny historical biogeography  

1       Introduction 

 Two British botanists active in the early to mid-nineteenth century, 
Robert Brown and Joseph Hooker, and two Australians of the late 
twentieth century, Lawrie Johnson and Barbara Briggs, were 
largely responsible for proposing the hypotheses that molecular 
systematists of the Proteaceae have sought to test. In 1810, Brown 
published the fi rst taxonomic revision of the family down to species 
level [ 1 ], which included an introductory essay on the taxonomy, 
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morphology, and biogeography of the family that is a classic text in 
all of those fi elds. In that essay, Brown identifi ed systematic and 
biogeographic patterns that subsequent generations of botanists of 
the Proteaceae have attempted to explain. He observed that the 
Proteaceae are almost entirely confi ned to the southern hemisphere 
but restricted to its continental landmasses and larger islands; that 
taxa native to South America had much closer affi nities to those of 
Australia than to those of Africa; that the family is most diverse at 
warm temperate latitudes, particularly in the Cape Floristic Region 
of South Africa and in south-western Australia; and that the 
Proteaceae are almost entirely restricted to low-nutrient soils. 

 Hooker, in his introductory essays to the fl ora of New Zealand 
[ 2 ] and fl ora of Tasmania [ 3 ], noted that several taxa within the 
family formed part of his Antarctic fl oristic relationship, arguing 
that such a pattern had to be explained as the remnants of a once 
continuous Antarctic fl ora that had been fragmented by geological 
and climatic changes. Hooker went on later to invoke now-sunken 
land bridges to account for these broken connections, but the pat-
terns that he identifi ed came very much back into focus when plate 
tectonic theory seemed to explain them comprehensively in the 
late 1960s and early 1970s. 

 Brown’s classifi cation recognized taxa at only generic and spe-
cifi c ranks, but other botanists soon converted many of his key 
leads into named higher taxa. These mostly survived, unchanged, 
apart from the addition of newly discovered species and genera, 
until Johnson and Briggs critically reexamined them from a mod-
ern evolutionary perspective in a landmark paper [ 4 ]. Johnson and 
Briggs not only erected a strikingly new classifi cation at subfamilial, 
tribal, subtribal, and generic ranks but also proposed detailed 
hypotheses of morphological character phylogeny, cytoevolution, 
historical biogeography, and evolutionary ecology. They based 
their new classifi cation and evolutionary and biogeographic infer-
ences largely on the results of a numerical phylogenetic analysis of 
morphological, embryological, phytochemical, and cytological 
characters derived from both the literature and their own observa-
tions. Their tree was not constructed using a “completely rigorous 
procedure” but by manually modifying the results of their own 
constrained parsimony algorithm that favored multiple parallel 
changes over reversals. 

 Opinions concerning the closest relatives of the Proteaceae 
varied widely among competing purveyors of angiosperm systems 
in the 1970s. Johnson and Briggs were confi dent that the 
Proteaceae were not closely related to any particular families and 
that they diverged early from a primitive stock and tentatively sug-
gested that they might be allied to the Rosales as a basis for char-
acterizing a hypothetical ancestor, or “proto-proteacea.” However, 
outgroup comparison was not the only logic that they used for this 
purpose. They also appealed to general “morphological and 
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adaptational principles” such as the assumption that reduction in 
number of parts such as ovules is more likely than their increase. 

 Johnson and Briggs’ classifi cation included fi ve subfamilies, 12 
tribes, 28 subtribes, and 74 genera, for a total of 119 higher taxa, 
of which 41 were monotypic, leaving 78 higher taxa that were 
open to testing for monophyly (Table  1 , Fig.  1 ). By the mid-1970s, 
the theory of plate tectonics and associated hypotheses of conti-
nental movement had achieved almost universal acceptance among 
geologists, and Johnson and Briggs invoked it to add a further ten 
putative clades to Hooker’s list of three “well-marked groups” 
showing austral distributions involving two or more Gondwanic 
landmasses. They did, however, suggest that some groups might 
have achieved their disjunct distributions as a result of both vicari-
ance and long-distance dispersal. Johnson and Briggs argued that 
“proto-proteacea” was a rainforest-dwelling tree with fl owers pol-
linated by nectar-feeding insects, with carpels that each matured 
into a dehiscent, follicular fruit, which released numerous, winged 
seeds at maturity. Different lineages had convergently adapted to 
different environments, moving into sclerophyll woodlands, heath-
lands, savannas, alpine zones, and even deserts, often acquiring 
new pollinators such as nectar-feeding birds and mammals, and 
evolving both dry and fl eshy indehiscent fruits—the former moved 
by wind, water, or gravity and the latter dispersed by vertebrates. 
They also strongly criticized what they called the “Mediterranean 
myth”—the notion that the high biodiversity of “Mediterranean 
hotspots” such as south-western Australia and the Western Cape of 
South Africa was an evolutionary response to the Mediterranean 
climates of these regions. Johnson and Briggs’s classifi cation and 
other ideas all required highly resolved, well- supported phyloge-
netic trees before they could be rigorously tested. That is where 
molecular systematics came in handy.

2         Molecular Phylogenetic Studies Above Generic Level and Their Implications 

 The fi rst phylogenetic trees of the Proteaceae produced from align-
ments of macromolecular sequences were those of Martin and 
Dowd [ 5 ,  6 ], as part of their broader research program on angio-
sperm phylogeny and biogeography. This program relied entirely 
on alignments of sequences of the 40 N-terminal amino acids of 
the small subunit of ribulose-1,5-bisphosphate carboxylase. This 
protein is the nucleus-encoded small subunit of the photosynthetic 
enzyme rubisco, the large subunit of which is encoded by the much 
more frequently sequenced chloroplast gene  rbcL . Martin and 
Dowd sequenced these 40 amino acids from a sample of 14 species 
of Proteaceae, representing 13 of Johnson and Briggs’ genera, nine 
of their subtribes, and the largest three of their subfamilies. They 
aligned them under the unproblematic assumption that  rbcS  was 
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  Fig. 1    Johnson and Briggs’s [ 4 ] phylogenetic tree of the Proteaceae ([ 4 ]: Figs. 1 and 2), redrawn as a clado-
gram.  Names above branches  are Johnson and Briggs’s subfamilies, tribes, and subtribes       
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free of indels and then translated them into a DNA alignment of 
120 sites, in which ambiguous third codon positions were 
 “conservatively” translated. Their phylogenetic analysis involved 
two branch and bound parsimony searches in which members of 
the subfamily Grevilleoideae were analyzed separately to those of 
the subfamilies Persoonioideae and Proteoideae, with a hypotheti-
cal ancestor for the monocots being used to root both trees and a 
hypothetical ancestor for the Grevilleoideae being included in the 
Persoonioideae/Proteoideae analysis. Of the 11 unconstrained 
clades in their trees, only three were congruent with Johnson and 
Briggs’ classifi cation ( see  Table  1 ). The congruent taxa were at 
generic and subtribal levels, and the incongruent ones did not even 
closely match any groupings found in subsequent studies, suggest-
ing that estimated patristic distances at higher taxonomic levels 
were saturated with multiple substitutions. Martin and Dowd’s 
analysis was inadequate by today’s standards for a number of rea-
sons, most glaring of which was the tiny number of variable sites 
they analyzed, but it did show that macromolecular sequencing, 
conducted in ordinary university laboratories, could produce use-
ful phylogenetic data. It thus heralded the coming era of molecular 
systematics of the Proteaceae. 

 It did not take long for automated sequencing of PCR- 
amplifi ed DNA fragments to replace protein-based approaches as 
the standard source of data for molecular systematic studies above 
generic level nor for  rbcL  to replace  rbcS  as the fi rst gene of choice 
for resolving such problems. The fi rst broad analysis of interfamil-
ial angiosperm relationships was based on a parsimony analysis of 
 rbcL  sequences [ 7 ] and placed the Proteaceae as the sister group of 
the Sabiaceae, near the base of the “eudicot” clade, but without 
any indication of the level of support for this grouping. This result 
vaguely confi rmed Johnson and Briggs’ earlier opinion concerning 
the taxonomic isolation of the Proteaceae. Other botanists soon 
came up with more precise estimates of the family’s position in the 
angiosperm tree with the inclusion of data for additional chloro-
plast and nuclear loci and the use of more sophisticated parsimony 
search methods. By 1994, new research had tentatively identifi ed 
the sister group of the Proteaceae as the family Platanaceae [ 8 ], 
and by 2000, the Nelumbonaceae had been confi rmed, with mod-
erate support, as the third member of the order Proteales [ 9 ]. By 
2011, the monophyly of the Proteales, its position branching off 
one node above the base of the eudicots, and the sister group rela-
tionship between Proteaceae and Platanaceae had all received 
100 % bootstrap support in a phylogenetic study of a large sample 
of angiosperms, represented by sequences from all three plant 
genomes, and the Sabiaceae had tentatively been added as the sis-
ter group of the Proteales [ 10 ]. 

 Identifi cation of the closest relatives of the Proteaceae was an 
exciting advance in both our understanding of angiosperm 
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phylogeny as a whole and in our ability to reconstruct relationships 
within the family with precision. It also revealed the relevance of 
fossils of the Platanaceae that would soon prove useful in calibrat-
ing molecular chronograms. Ironically, the families that make up 
the Proteales are so morphologically divergent from one another 
that Johnson and Briggs would have had a diffi cult job fi nding 
many homologous character states shared by them in constructing 
their “Proto- Proteacea      .”  Nelumbo , in particular, is about as differ-
ent from the Proteaceae as one can imagine, with its aquatic habi-
tat, herbaceous habit, lack of trichomes, numerous tepals, stamens, 
and carpels. Only one plausible morphological synapomorphy, the 
distinctive trichome base, has been identifi ed as shared by the 
Proteaceae and Platanaceae [ 11 ], and none has yet been recog-
nized for the Proteales. But Platanaceae and Nelumbonaceae have 
proved to be very useful outgroups for molecular phylogenetic 
analyses within the Proteaceae. 

 The fi rst authors to test the subfamilies, tribes, and subtribes of 
Johnson and Briggs rigorously were Hoot and Douglas [ 12 ], with 
their parsimony analysis of an alignment of the chloroplast gene 
 atpβ  and the  atpβ–rbcL  spacer from representatives of 46 genera 
(Table  1 ). This sample included the then recently described 
 Eidothea , which had been placed in its own new subfamily, as well 
as representatives of all fi ve of Johnson and Briggs’ subfamilies, all 
12 of their tribes, and 23 of their subtribes. A slightly confounding 
factor was the inclusion of two misidentifi ed sequences (their 
 Protea  was really a  Leucadendron  and their  Roupala  was  Floydia 
praealta ) [ 13 ]. The tree from their full matrix included 33 unequiv-
ocal nodes, of which 29 received some bootstrap support, with 16 
earning indices of 95 % or higher. It corroborated one    of Johnson 
and Briggs’ subfamilies, the Proteoideae, as monophyletic (includ-
ing  Eidothea  in its basal radiation), could not resolve relationships 
between the Carnarvonioideae, Sphalmioideae, and Grevilleoideae, 
and found the Persoonioideae weakly to be paraphyletic. Of the 9 
tribes tested for monophyly, only 2, the Banksieae and Oriteae, 
were supported, and of 12 subtribes tested, 5 were corroborated. 
Hoot and Douglas concluded (p. 314) that “future work within 
the family must include a re-evaluation of taxonomic delimitations 
and hierarchies.” This paper represented the greatest single advance 
in our understanding of proteaceous phylogeny in at least 23 years. 

 Two limitations of Hoot and Douglas’s analysis were the low 
number of non-Australian genera included in their sample and the 
fact that they sequenced only parts of the chloroplast genome. 
Their representation of the African Proteoideae (Johnson and 
Briggs’ tribe Proteeae) was especially low, including only 2 of the 
13 currently recognized genera,  Leucadendron  and  Aulax . These 
gaps were rectifi ed to some extent in the parsimony analyses pub-
lished by Barker et al. [ 14 ] of an alignment of ITS nrDNA 
sequences from a sample of 50 species, which included representa-
tives of 11 of the 12 currently recognized African genera of 
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subfamily Proteoideae (only  Aulax  was missing). All of their analy-
ses strongly contradicted monophyly of the tribe Proteeae and of 
its two subtribes (Table  1 ). Instead, these genera formed two sepa-
rate clades, all but  Protea  and  Faurea  strongly grouping with the 
Australian genera  Isopogon  and  Adenanthos . Barker et al. [ 14 ] 
dubbed the larger of the two African clades the “Cape Clade” and 
found not only strong support for its monophyly but also signifi -
cant resolution within it, with  Leucadendron  being shown to be 
the sister group of the rest of the clade with 100 % bootstrap sup-
port and several other groupings of genera also receiving moderate 
to strong support that was incongruent with clades postulated by 
Johnson and Briggs [ 4 ]. 

 It had become clear that a revision of the suprageneric classifi -
cation of the Proteaceae was necessary and that a comprehensive 
molecular phylogenetic analysis should strongly infl uence the shape 
of the new system. Weston and Barker [ 13 ] undertook this task by 
synthesizing the results of published molecular phylogenetic analy-
ses (based on sequences for the chloroplast regions  atpβ ,  atpβ–rbcL  
spacer,  trnL  intron,  trnL / trnF  spacer,  rp116  intron) along with 
their own trees derived from analyses of alignments of ITS nrDNA 
and  rbcL  cpDNA as a phylogenetic supertree, in which compo-
nents were weighted according to the levels of bootstrap support 
they had received in the original analyses. They were able to include 
sequence data for all but two of the currently recognized genera, 
including all six genera that had been named since 1975. Of 31 of 
Johnson and Briggs’ suprageneric taxa that were open to testing 
for monophyly (i.e., those that included two or more subtaxa), 
Weston and Barker’s supertree decisively tested all of them 
(Table  1 ). Two of Johnson and Briggs’ three testable subfamilies, 
4 of their 11 testable tribes, and 7 of their 17 testable subtribes 
were corroborated as monophyletic. On the other hand, 18 higher 
taxa had been rejected as either para- or polyphyletic, necessitating 
the abandonment of some names, recircumscription of others, the 
resurrection of several names from synonymy, and the coining of 
seven new names. Weston and Barker’s new classifi cation included 
5 subfamilies, 10 tribes, 19 subtribes, and 79 genera (Table  2 ). It 
was not fully resolved, with 12 genera having to be included,  incer-
tae sedis , at various ranks and a few tribes and subtribes receiving 
only weak support, but this classifi cation represented a signifi cant 
progressive step in the history of proteaceous taxonomy.

   One might argue that incongruence between trees derived 
from different data sets identifi es a taxonomic problem but does 
not resolve it. However, where weakly and strongly supported 
results are found to be incompatible, it is reasonable to prefer the 
latter. In cases of disagreement between Johnson and Briggs’s 
morphology-based tree and Weston and Barker’s molecular super-
tree, it is reasonable mostly to prefer groupings specifi ed by the 
molecular tree because:
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     Table 2  
  Weston and Barker’s [ 13 ] classifi cation of the Proteaceae, with levels of support for named clades 
found by Sauquet et al .  [ 18 ] indicated in columns 5 (Bayesian posterior probabilities from the BEAST 
analysis) and 6 (parsimony bootstrap percentages)   

 Weston and Barker’s (2006) classifi cation 
 Sauquet 
et al. (2009) 

 Subfamily  Tribe  Subtribe  Genus  PP  BS 

 Bellendenoideae   Bellendena  
 Persoonioideae  1.00  100 

 Placospermeae   Placospermum  
 Persoonieae  1.00  100 

  Toronia  
  Garnieria  
  Acidonia  
  Persoonia  

 Symphionematoideae  1.00  100 
  Symphionema  
  Agastachys  

 Proteoideae  1.00  57 
  Incertae sedis    Eidothea  
  Incertae sedis    Beauprea  
  Incertae sedis    Beaupreopsis  
  Incertae sedis    Dilobeia  
  Incertae sedis    Cenarrhenes  
  Incertae sedis    Franklandia  
 Conospermeae  1.00  100 

 Stirlingiinae 
  Stirlingia  

 Conosperminae  1.00  100 
  Conospermum  
  Synaphea  

 Petrophileae  1.00  100 
  Petrophile  
  Aulax  

 Proteeae  1.00  100 
  Faurea  
  Protea  

 Leucadendreae  1.00  100 
 Isopogoninae   Isopogon  
 Adenanthinae   Adenanthos  
 Leucadendrinae  1.00  99 

  Leucadendron  
  Serruria  
  Paranomus  
  Vexatorella  
  Sorocephalus  
  Spatalla  
  Leucospermum  
  Mimetes  
  Diastella  
  Orothamnus  

 Grevilleoideae  1.00  100 
  Incertae sedis    Sphalmium  
  Incertae sedis    Carnarvonia  
 Roupaleae  1.00  92 



  Incertae sedis    Megahertzia  
  Incertae sedis    Knightia  
  Incertae sedis    Eucarpha  
  Incertae sedis    Triunia  
 Roupalinae  1.00  100 

  Roupala  
  Neorites  
  Orites  

 Lambertiinae  1.00  100 
  Lambertia  
  Xylomelum  

 Floydiinae  1.00  100 
  Darlingia  
  Floydia  

 Heliciinae  1.00  100 
  Helicia  
  Hollandaea  

 Banksieae  1.00  97 
 Musgraveinae  1.00  100 

  Austromuellera  
  Musgravea  

 Banksiinae   Banksia  
 Embothrieae  1.00  98 

 Lomatiinae   Lomatia  
 Embothriinae  1.00  100 

  Embothrium  
  Oreocallis  
  Alloxylon  
  Telopea  

 Stenocarpinae  >0.50  ns 
  Stenocarpus  
  Strangea  

 Hakeinae  1.00  100 
  Opisthiolepis  
  Buckinghamia  
  Hakea  
  Grevillea  
  Finschia  

 Macadamieae  0.94  <50 
 Macadamiinae a   1.00  100 

  Macadamia  
  Panopsis  
  Brabejum  

 Malagasiinae  1.00  100 
  Malagasia  
  Catalepidia  

 Virotiinae  1.00  99 
  Virotia  
  Athertonia  
  Heliciopsis  

 Gevuininae  1.00  100 
  Cardwellia  
  Sleumerodendron  
  Euplassa  
  Gevuina  
  Bleasdalea  
  Hicksbeachia  
  Kermadecia  
  Turrillia  

   a Includes two additional genera named in ([ 17 ] Mast et al .  2008):  Lasjia  and  Nothorites   
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    1.    The molecular supertree was based to a large extent on con-
gruence between nuclear and chloroplast trees and thus 
between biparentally and maternally inherited markers, 
between which recombination is practically nonexistent. They 
are therefore close to the ideal of independent sources of phy-
logenetic evidence. Given the number of taxa sampled, the 
probability of congruence between the trees due to chance 
alone is vanishingly small. The morphological tree was based 
on analysis of one data set.   

   2.    The molecular trees    on which the supertree was based were all 
constructed using an explicit phylogenetic method, maximum 
parsimony, the merits and weaknesses of which had been dis-
cussed extensively in the methodological literature. The mor-
phological tree was constructed by manually modifying the 
results of a previously unpublished constrained parsimony 
method that was explained briefl y by Johnson and Briggs 
through a worked example.   

   3.    The molecular tree was based on phylogenetic analyses in 
which the level of empirical support for groupings was explicitly 
tested using the parsimony bootstrap. Confi dence in the 
groupings of the morphological tree was subjectively assessed.     

 Weston and Barker [ 13 ] based their new classifi cation almost 
entirely on their supertree. The only groupings that they chose to 
disregard were the placements of  Carnarvonia  and  Sphalmium . 
These clustered with the tribes Macadamieae and Banksieae, respec-
tively, both with weak bootstrap support in the ITS tree, but both 
unresolved or untested in the other constituent analyses. Both gen-
era lack the most striking synapomorphy possessed by other mem-
bers of the subfamily Grevilleoideae, grevilleoid fl ower pairs, so 
both genera were included in this subfamily as  taxa incertae sedis . 

 A major incentive to conduct molecular systematic research on 
the Proteaceae has been the prospect of testing Johnson and 
Briggs’s [ 4 ] biogeographic hypothesis that most clades showing 
disjunct, transoceanic distribution patterns are the result of vicari-
ance, mediated by continental drift. Until the late 1990s, cladistic 
biogeographic methods offered the best way of rigorously doing 
this, and several of Johnson and Briggs’s higher taxa offered the 
possibility of resolving relationships between taxa endemic to three 
or more Gondwanic continental blocks. However, Weston and 
Barker’s [ 13 ] tree resolved few of these relationships cleanly, with 
uninformative paralogous patterns tending to dominate intercon-
tinental area relationships. By 2006 the advent of sophisticated 
new methods for conducting relaxed clock molecular dating analy-
ses offered a different way to test hypotheses of vicariance. 
Vicariance theory predicts that the estimated age of a putatively 
vicariant clade should be as old as, or older than, the geological age 
of the barriers that are responsible for the disjunct distribution. 
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 Three research groups proceeded to use a combination of 
molecular phylogenetic analysis and paleobotanical evidence to 
estimate molecular chronograms for higher taxa in the Proteaceae. 
Barker et al. [ 15 ] produced a molecular chronogram based on an 
alignment of  rbcL  sequences for a sample of 45 species represent-
ing 45 genera from across the family, analyzed using the Bayesian 
methods implemented in MrBayes and Multidivtime. Their results 
were shocking to those of us who had been comfortable in the 
belief that long-distance dispersal had almost no role in establish-
ing transoceanic relationships in the Proteaceae [ 16 ]. Barker et al. 
concluded that of eight transoceanic disjunctions of sister groups 
within their sample, four postdate the breakup of Gondwana and 
are better explained as the result of long-distance dispersal than 
vicariance. Especially striking was the 30–50 million year estimate 
for the age of the tribe Leucadendreae, which spans the Indian 
Ocean and includes the largest African clade in the family, the sub-
tribe Leucadendrinae. To be consistent with a vicariant history, the 
Leucadendreae would have to be at least 105 million years old, the 
estimated timing of fi nal separation of Africa from the remains of 
Gondwana. However, four disjunctions between Australia and 
South America were all old enough (>33 million years) to be expli-
cable by fragmentation of ancestors that were formerly widespread 
from Australia to South America through Antarctica. 

 Mast et al. [ 17 ] used the same phylogenetic methods as Barker 
et al. but concentrated on the widely distributed tribe Macadamieae 
sensu Weston and Barker, analyzing an alignment of 7 nuclear and 
chloroplast genes and a morphological data set of 53 characters 
scored for a sample of species that included all 16 recognized genera 
of the tribe. They concluded that Barker et al .  [ 15 ] had underesti-
mated the role of long-distance dispersal in the Macadamieae, 
largely as a result of incomplete sampling of genera. While Barker 
et al. had interpreted the biogeographic history of this tribe as pre-
dominantly involving vicariance, with one instance of long-distance 
dispersal across the Atlantic Ocean from South America to Africa, 
Mast et al. concluded that no transoceanic disjunctions in the 
Macadamieae were old enough to have been caused by continental 
drift. Interestingly, they found a signifi cant correlation between evo-
lutionary origins of indehiscent fruits and reconstructed dispersal 
events, implying that sealed fruits have facilitated long-distance dis-
persal, presumably by protecting the embryo from toxic salt water. 

 Relaxed clock molecular dating has its methodological limita-
tions, the most obvious of which is that fossils can provide only the 
minimum age of a clade or character, so they are likely mostly to 
provide underestimates of the ages of clades to which they are 
assigned. Fossil-calibrated molecular chronograms are therefore 
more likely to underestimate the ages of clades than overestimate 
them. A second limitation is that the affi nities of many fossils have 
only been determined by non-phylogenetic methods such as 
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simple matching and may be inaccurate due to symplesiomorphy 
or convergence. Mistakes of this kind are likely to result in overes-
timation of the ages of clades. Thirdly, fossils are preserved parts of 
dead organisms and are therefore fragmentary and usually offer far 
fewer morphological characters than living plants, limiting our 
ability to associate them precisely with nodes of phylogenetic trees. 
The estimated ages of some transoceanic disjunctions in the 
Proteaceae are not much lower than the ages of the ocean basins 
that they span, and these might well represent cases in which vicari-
ance has been falsely rejected because of a general bias towards 
underestimation of clade ages in molecular chronograms.  Knightia , 
a monotypic genus endemic to New Zealand, is a good case in 
point. Its precise placement near the root of the tribe Roupaleae is 
not yet known with much confi dence, but wherever it belongs, its 
lineage dates back at least 35–70 million years, consistent with 
divergence as little as 14 million years after rifting commenced 
between Zealandia and the remains of Gondwana, 84 million years 
ago.  Knightia  is thus a reasonable candidate for a plant group that 
occurs in New Zealand as a result of vicariance and survived wide-
spread inundation of Zealandia during the late Oligocene. Other 
clades that have been estimated to be almost old enough for vicari-
ance are the African-Australian tribe Petrophileae and the weakly 
supported clade consisting of the African-Madagascan tribe 
Proteeae and the New Caledonian genus  Beauprea  [ 18 ]. 

 Another research group used molecular dating for an entirely 
different purpose, to discover whether high species richness in 
some biodiversity hotspots with Mediterranean climates was the 
result of a long period of occupancy or high rate of diversifi cation 
[ 18 ,  19 ]. Sauquet et al. [ 18 ] used three different tree-building 
techniques (parsimony, and the Bayesian phylogenetic algorithms 
implemented in MrBayes and BEAST), three different relaxed 
clock dating methods (penalized likelihood, and the Bayesian 
methods implemented in Multidivtime and BEAST), and a data set 
that included alignments of 8 DNA regions scored for 79 genera, 
the most comprehensive molecular sample of proteaceous genera 
yet assembled. They calibrated their tree using a subset of 25 fossil 
pollen grains that had been described in the paleobotanical litera-
ture but tested their identities using an innovative, parsimony- based 
method for associating fossils with the nodes of a phylogenetic tree. 
This study produced a tree (Fig.  2 ) that was highly congruent with 
the new classifi cation of Weston and Barker [ 13 ] (Tables  1  and  2 ), 
necessitating no changes to the circumscriptions of named taxa. 
Sauquet et al. estimated net diversifi cation rates for every branch in 
their tree and found that rates were signifi cantly higher in some of 
the lineages concentrated in Mediterranean biodiversity hotspots 
(tribes Persoonieae and Leucadendreae and subtribes Hakeinae 
and Banksiinae) than in those from elsewhere (Fig.  3 ). However, 
very slowly diversifying lineages were also found in all areas with 
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  Fig. 2    Majority-rule consensus tree from the unpartitioned Bayesian analysis in MrBayes of Sauquet et al .  ([ 18 ], 
fi gure S1, reproduced with permission of the senior author), with parsimony optimization of biogeographic 
distribution. Branch support: posterior probabilities from MrBayes ( above ,  left  ) and BEAST ( above ,  right  ) and 
parsimony bootstrap values ( below ); ns = not supported (branch collapsing or support <0.5); na = not appli-
cable. Node labels are arbitrary unique numbers.  Plain black dots  identify nodes on which age constraints were 
applied in the dating analyses.  PERS  Persoonioideae       
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  Fig. 3    Molecular chronogram for the Proteaceae, produced using the Bayesian uncorrelated lognormal method 
(implemented in BEAST) from an alignment of nucleotide sequence data for eight loci ([ 18 ], Fig. 1, reproduced 
with permission of the senior author). Nodes associated with fossil age constraints (as uniform prior distribu-
tions) are marked with  black dots. White dots  identify additional, redundant, or uninformative age constraints. 
Branches are  colored  according to absolute net diversifi cation rate by stem age of their subtending clade. Taxa 
present in Mediterranean hotspots are identifi ed with either SWA (south-western Australia) or CFR (Cape 
Floristic Region). Where not endemic to these hotspots, the percentage of hotspot species is mentioned in 
 brackets . Total species numbers are indicated in  brackets  after the name of each taxon. Absolute ages are in 
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Mediterranean climates, including the central Chilean biodiversity 
hotspot, where the Proteaceae are represented by only three spe-
cies, from two tribes and three subtribes. Sauquet et al. [ 18 ] had to 
agree with Johnson and Briggs [ 4 ] that low soil fertility was much 
more likely than Mediterranean climates to be responsible for the 
high diversity of Proteaceae in south-western Australia and the 
Cape Region of South Africa.

    The results of the analyses of Sauquet et al. had interesting 
methodological as well as theoretical implications. Firstly, the three 
different tree-building algorithms gave remarkably similar results, 
with parsimony supporting 71 of the 84 nodes found within the 
Proteaceae by MrBayes. The BEAST tree was even more highly 
congruent with the MrBayes tree, supporting 80 of its 84 nodes. 
Of particular interest was the difference between all tree-building 
methods with respect to their placements of  Carnarvonia . 
Parsimony had this genus nested with the tribe Macadamieae, 
whereas MrBayes found it to be the sister group of this tribe. 
BEAST, however, placed it as sister group to the rest of the sub-
family Grevilleoideae, consistent with Johnson and Briggs’s [ 4 ] 
morphology-based tree. This implies that incorporating a relaxed 
molecular clock into the model assumed by the tree-building algo-
rithm may be a strength rather than a weakness of BEAST. The 
estimates of clade ages provided by the three different relaxed 
clock molecular dating analyses were also highly correlated, sug-
gesting that, despite their disparate assumptions, these methods 
can produce highly congruent and, presumably, robust results. 
Congruence was low between many of the original identifi cations 
of fossil pollen grains reported in the primary literature and those 
inferred by the authors’ parsimony analysis of palynological charac-
ters, constrained by the best molecular tree. The fact that most 
molecular dating analyses rely on calibration fossils that have never 
been phylogenetically analyzed at all is a reason to be cautiously 
skeptical of their results. 

 Molecular systematic studies of suprageneric relationships 
within the Proteaceae have severely tested the classifi cation and 
biogeographic hypotheses of Johnson and Briggs [ 4 ], found some 
of their ideas wanting, and in most cases provided well- corroborated 
replacements for them (Tables  1  and  2 ). They have also implied 
that some of Johnson and Briggs’s “morphological and adapta-
tional principles” needed critical reexamination. For example, the 
assumption that reduction in ovule number from multiple ovules 
per carpel in the most recent common ancestor of Proteaceae to 
two and then to one has not been supported by the published 
molecular trees. The most parsimonious reconstruction of the evo-
lution of ovule number in the Proteaceae resolves the ancestral 
condition for the family as two ovules per carpel, with multiple 
parallel decreases to one and increases to a range of higher num-
bers in diverse lineages, possibly also with reversals back to two in 
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some groups (unpublished data). Similarly, Johnson and Briggs’s 
assumption that changes in carpel orientation from anteroposterior 
to diagonal would only be possible in actinomorphic fl owers is not 
supported by the reconstruction of ancestral zygomorphic fl oral 
symmetry in taxa such as the tribe Embothrieae (unpublished 
data), in which carpel orientation has clearly been quite labile. 

 A number of botanists who were not involved in the primary 
molecular systematic research have used the new phylogenetic 
knowledge to test other evolutionary hypotheses. Jordan et al. 
[ 20 ], for instance, used a combination of anatomical and environ-
mental data and a supertree constructed from published molecular 
phylogenies to test competing explanatory hypotheses for the evo-
lution of sclerophylly in the Proteaceae. They found that origins of 
sclerophyllous anatomical features were signifi cantly correlated 
with brightly illuminated environments, not with low water avail-
ability as predicted by conventional functional explanations for 
sclerophylly. Sclerophylly was interpreted as an adaptation to pro-
tect foliar mesophyll tissue from photo-inhibition, not from desic-
cation. Some of the same scientists went on to test the association 
between concealed stomata and dry environments, fi nding a sig-
nifi cant correlation between deep stomatal encryption and aridity 
[ 21 ] but no correlation between shallow encryption and any envi-
ronmental variable. Crisp et al. [ 22 ] used trees from Mast et al. 
[ 17 ] and Sauquet et al. [ 18 ], to reconstruct the evolution of biome 
transitions as part of a broader meta-analysis examining the fre-
quency of such transitions and their association with instances of 
long-distance dispersal in plant taxa of the southern hemisphere. 
They found that biome transitions were surprisingly rare across 
their huge sample extracted from 45 published molecular system-
atic studies of a wide range of plant groups.  

3     Monophyly of Genera and Phylogenetic Relationships Within Them 

 Most effort in molecular taxonomic research on the Proteaceae so 
far has concentrated on testing the monophyly of taxa higher than 
generic rank, but 81 genera are currently in common use in scien-
tifi c communication and 55 of these comprise two or more species 
and thus need to be tested for monophyly. The tendency of previ-
ous generations of taxonomists to distinguish closely related gen-
era on the basis of alternative states for a single character has 
provided us with a number of generic pairs and triplets where one 
or two monophyletic genera are likely to be nested within a para-
phyletic residue that has also been treated as a genus. One conse-
quence of the phylogenetic revolution in biological systematics is 
that the great majority of systematists now regard this practice as a 
kind of error, of which  Banksia  and  Dryandra  provide a textbook 
example:  Dryandra  possesses distinctive infl orescence synapomor-
phies,  Banksia sensu stricto  has no morphological synapomorphies 
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at all, but  Banksia sensu lato  (i.e., including  Dryandra  as an infra-
generic taxon) possesses several synapomorphies of the wood, 
infl orescence, and fruit [ 4 ]. Other generic pairs and triplets that 
seem likely to illustrate this problem once they have been investi-
gated more rigorously include the following: (a)  Hakea  and 
 Finschia , which are both characterized by distinctive morphologi-
cal synapomorphies of their fruits, but which are likely to be nested 
within  Grevillea , which has no obvious synapomorphy of its own; 
(b)  Strangea , characterized by woody, serotinous, two-seeded fol-
licles and which is likely to be nested within  Stenocarpus , with 
leathery, multiseeded fruits; (c)  Spatalla , which has distinctively 
zygomorphic fl owers and which seems likely to be nested within 
actinomorphic fl owered  Sorocephalus ; (d)  Orothamnus  and 
 Diastella , which both have terminal infl orescences, surrounded by 
large, colorful, involucral bracts and which are both probably 
nested within  Mimetes , with axillary infl orescences and less con-
spicuous involucral bracts. 

 The fi rst published molecular taxonomic test of the mono-
phyly and phylogeny of a proteaceous genus was Mast’s [ 23 ] analy-
sis of  Banksia  and  Dryandra , followed several years later by papers 
by Mast and Givnish [ 24 ] and Mast et al .  [ 25 ], based on a larger 
set of DNA regions and more comprehensive samples of species. 
The primary aim of this project was to test the morphology-based 
classifi cation of George [ 26 ,  27 ] and the morphology-based clado-
gram and cladistic classifi cation of Thiele and Ladiges [ 28 ]. Thiele 
and Ladiges treated  Banksia  and  Dryandra  as sister taxa, as indi-
cated by the existing classifi cation, and proceeded to polarize char-
acters in  Banksia sensu stricto  on the basis of outgroup comparisons 
with  Dryandra . 

 The most dramatic taxonomic fi nding of the molecular system-
atic results was the relationship between  Banksia  and  Dryandra , 
with the few sampled species of  Dryandra  forming a clade that was 
deeply nested within a paraphyletic  Banksia . Thiele and Ladiges’s 
morphological cladogram had been rooted on a strikingly errone-
ous branch as a consequence of treating  Dryandra  as an outgroup. 
George’s infrageneric classifi cation was similarly disoriented with 
respect to Mast and Givnish’s moderately well-supported and 
resolved tree. The basal dichotomy in the molecular tree separated 
the subtribe Banksiinae into two clades characterized by markedly 
different positioning of stomata on the abaxial leaf surface. One, 
which has superfi cial stomata and is comprised of about half of the 
species of  Banksia sensu stricto , was given the informal name 
 Phanerostomata . The other, which has the stomata deeply encrypted 
within cavern-like pits and is comprised of  Dryandra  plus the other 
half of  Banksia sensu stricto , was dubbed  Cryptostomata . Thiele and 
Ladiges’s morphological cladogram treated  Phanerostomata  as a 
clade nested within a paraphyletic  Cryptostomata  and thus could be 
simply re-rooted on the branch connecting these two parts of the 
tree. Once re-rooted, substantial parts of the morphological tree 
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can be seen to be congruent or combinable with the molecular tree. 
Of George’s 14 higher infrageneric taxa that were open to testing, 
5 were corroborated as monophyletic, but 7 were found to be 
polyphyletic, 6 of them moderately to strongly so. Thiele and 
Ladiges’ [ 28 ] cladistic classifi cation fared better, with 11 of its 
higher infrageneric taxa of more than one species being corrobo-
rated as monophyletic but 8 rejected as polyphyletic. 

 Mast and Thiele [ 29 ] proceeded to revise the classifi cation of 
subtribe Banksiinae to recognize only corroborated clades as 
named taxa by transferring all species of  Dryandra  to  Banksia  and 
formalizing the names of the two main clades as subgenus  Banksia  
( Cryptostomata ) and subgenus  Spathulatae  ( Phanerostomata ). This 
nomenclatural change has provoked an interesting sociological 
phenomenon: a popular revolt among some Australian native plant 
enthusiasts who do not want to abandon the generic name 
 Dryandra  [ 30 ], actively encouraged by a taxonomist who refuses 
to abandon those parts of his classifi cation that have been shown to 
be incompatible with improved knowledge of phylogeny [ 31 ]. 

 Other authors have repeatedly reanalyzed the sequence data 
that Mast’s research group assembled, to test hypotheses in bioge-
ography and evolutionary ecology. Crisp and Cook [ 32 ], for 
instance, produced a molecular chronogram for  Banksia  as part of 
their analysis of the timing of east–west disjunctions in a diverse 
sample of taxa that are bisected by the arid, calcareous Nullarbor 
Plain in southern Australia. They found a signature of numerous 
congruent disjunctions that coincided with the mid-Miocene ori-
gin of this edaphic and climatic barrier. Of the two disjunctions 
evident in  Banksia , one agreed closely with the congruent signal, 
while the other was found to be signifi cantly older than it, appar-
ently associated with an earlier inundation of the Nullarbor area. 

 He et al. [ 33 ] also used the data of Mast and Givnish [ 24 ] for 
a relaxed clock molecular dating analysis, with the aim of recon-
structing the timing of the evolution of adaptations to fi re. They 
found that two such adaptations, serotinous fruits and retention of 
dead fl ower parts on infructescences, were ancestral states in 
 Banksia . They concluded that fi re has been a selective force in the 
Australian environment since the origin of the stem lineage of 
 Banksia , over 60 million years ago. This conclusion overlooks the 
point that these features are equally likely to have originated as 
recently as 45 million years ago, at the most recent “end” of the 
stem lineage, just before the diversifi cation of extant  Banksia  taxa. 
Nevertheless, these authors were able to demonstrate the consider-
able antiquity of fi re as a signifi cant selective pressure on the biota 
of the Australia–Antarctica–South America remnant of Gondwana. 

 The potential problem of generic paraphyly or polyphyly in the 
Proteaceae is underscored by the results of a couple of studies that 
have focused on relationships among genera but which have also 
tested the monophyly of some genera by including two or more 
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sampled species in their analyses. Barker et al. [ 14 ], for example, 
tested the monophyly of two Australian and nine African genera, 
each represented by between two and seven species in their molec-
ular phylogenetic analysis of the tribe Leucadendreae. Although 
the sampled species of seven genera formed monophyletic groups 
on their best tree, four were found to be para- or polyphyletic, each 
with levels of bootstrap support for groupings of some of their spe-
cies with other genera ranging from weak (60 %) to strong (95 %). 
No one has yet implemented nomenclatural changes on the basis 
of these results because of the limited sample of species and the 
weakness of support for some of the putative groupings that chal-
lenged long-accepted circumscriptions of genera. 

 Mast et al. [ 17 ], on the other hand, did make taxonomic 
changes in response to the results of their analysis of the phylogeny 
of the tribe Macadamieae (already discussed above). Six genera 
were represented by multiple species, the most heavily sampled of 
which was the economically and horticulturally important 
 Macadamia , with all nine of its then recognized species included 
in the analysis and eight of them sequenced for at least one gene. 
A further three genera with multiple species were comprehensively 
sampled at the species level. The most surprising result of this anal-
ysis was the fi nding, supported by both morphological and molec-
ular data sets, that  Orites megacarpus  was not really an  Orites  at all 
and was not even a member of the tribe Roupaleae, to which  Orites  
belongs [ 13 ], but was instead the sister group of  Panopsis  in the 
tribe Macadamieae. A new generic name,  Nothorites , had to be cre-
ated for this species.  Macadamia  was found to be paraphyletic, 
with  Panopsis ,  Nothorites , and  Brabejum  nested within it. This 
necessitated the creation of another new generic name,  Lasjia , to 
take the fi ve tropical species of  Macadamia . On the positive side, 
the sampled species of  Panopsis ,  Heliciopsis ,  Virotia , and  Kermadecia  
all formed clades. 

 Numerous infrageneric classifi cations in the Proteaceae need to 
be tested, requiring analyses in which as many extant species within 
the targeted genera are sampled as possible. Moreover, phyloge-
netic trees resolved down to species level and below are needed for 
testing some of the most interesting hypotheses in evolutionary 
biology and biogeography. Good progress has been made towards 
achieving this goal in several genera, resulting in the publications 
on  Banksia  [ 23 – 25 ,  29 ], discussed above, as well as detailed phylo-
genetic studies of  Leucadendron  [ 34 ],  Protea  [ 35 ,  36 ], and  Hakea  
[ 37 ]. While most of these authors justifi ed their studies primarily 
on grounds other than taxonomy, all noted the degree of congru-
ence between their results and existing infrageneric classifi cations, 
which varied substantially from genus to genus in line with the rich-
ness of both morphological and molecular sources of evidence. 

  Leucadendron , in which most qualitative morphological char-
acters used by Williams [ 38 ] to distinguish higher taxa came from 
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the fruits, showed poor congruence between the existing classifi ca-
tion and the weakly to well-supported components of the maxi-
mum parsimony ITS tree of Barker et al. [ 34 ]. Eleven of Williams’s 
sections and subsections were tested, and of these, only one was 
corroborated as monophyletic. Four were found to be para- or 
polyphyletic with moderate to strong bootstrap support, while evi-
dence for or against monophyly of the remaining six sections and 
subsections was too meager to list. 

 The study of  Protea  by Valente et al. [ 36 ], which was based on 
Bayesian analyses of 4 chloroplast and 2 nuclear DNA sequences 
and 138 AFLPs, showed a higher level of congruence with exist-
ing, morphology-based, intuitively constructed classifi cations than 
did the molecular tree for  Leucadendron . Sixteen of Rebelo’s [ 39 ] 
17 informal species groups were tested, and of these, 5 were cor-
roborated as monophyletic. Ten species groups, on the other hand, 
were found to be polyphyletic, eight of them strongly so, a result 
that Valente et al .  ([ 36 ], page 755) surprisingly concluded was “in 
broad agreement with recent ideas about their taxonomy.” The 
higher level of congruence between the molecular tree and the 
morphology-based classifi cation in  Protea  than in  Leucadendron  
presumably refl ects both the broader source of morphological 
characters that could be recognized in  Protea  and the much larger, 
more diverse molecular data set. 

 A well-supported, highly resolved tree for 55 species of  Hakea  
was produced by Mast et al. [ 37 ] from a combination of 46 mor-
phological character, 4 chloroplast, and 3 nuclear DNA sequences, 
analyzed using Bayesian and parsimony methods. This tree found 
mixed results when compared with the informal infrageneric classi-
fi cation of Barker et al. [ 40 ]. Of the 19 infrageneric groupings that 
the tree of Mast et al. tested for monophyly, 7 were corroborated as 
monophyletic but 10 were found strongly to be polyphyletic and a 
further 2 paraphyletic. Moreover, Mast et al. found a well-supported 
basal split in  Hakea  that had not been recognized previously, which 
separated a clade characterized by obscure leaf venation from one 
with leaves with prominent, parallel veins. These authors refrained 
from erecting a new infrageneric classifi cation of  Hakea  on the 
grounds that morphological evidence was not suffi ciently informa-
tive to allow them confi dently to classify unsequenced taxa. 

 The biogeographic and evolutionary hypotheses that Barker 
et al. [ 34 ], Valente et al. [ 36 ], and Mast et al. [ 37 ] sought to test 
with their trees were both varied and biologically interesting. Both 
Barker et al. and Valente et al. produced center of origin/dispersal 
scenarios for their genera, the former using a parsimony-based dis-
persal–vicariance algorithm (DIVA) and the latter a more sophisti-
cated set of Bayesian probabilistic methods. Both sets of authors 
concluded that their genera had originated in the Cape Floristic 
Region, where a Mediterranean climatic regime now predominates, 
and undergone range expansions into what are now summer–wet 
regions further north and east. In the case of  Protea , considerable 
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range expansion by one clade into tropical Africa, as far north as 
Eritrea and Guinea, was inferred, accompanied by diversifi cation at 
a steady rate. This conclusion strongly contradicted earlier specula-
tion (e.g., [ 4 ]) that  Protea  had a tropical origin from which it 
invaded the Western Cape, where it was thought to have rapidly 
diversifi ed. 

 Mast et al. [ 37 ] eschewed biogeographic reconstruction in 
favor of retesting the hypothesis of Hanley et al. [ 41 ] that bird pol-
lination had evolved multiple times from insect-pollinated ances-
tors in  Hakea  and that the earlier evolution of cyanogenesis in fl oral 
organs had preadapted these lineages to deter potentially destruc-
tive pollinators from damaging their fl owers. Hanley et al. had built 
their analysis on the foundation of the morphological tree of Barker 
et al. [ 34 ], which Mast et al. confi dently showed had been rooted 
on a strikingly wrong internode. Their combined morphological/
molecular tree was more consistent with multiple changes to insect 
pollination from a bird-pollinated ancestor in  Hakea . Floral cyano-
genesis in insect-pollinated  Hakea  species was shown to be an 
example of phylogenetic inertia rather than preadaptation. 

 These four detailed, generic-level studies have focused on vari-
ous aspects of the evolution of these taxa but especially on the 
evolution of adaptations to the drier, more strongly illuminated, 
more fi re-prone environments that came to dominate vast areas of 
Australia and Africa during the late Cenozoic Era. Encrypted sto-
mata, scleromorphic leaf anatomy, serotinous fruits or infructes-
cences, and post-fi re resprouting from lignotubers or epicormic 
buds have all been shown to have signifi cant, sometimes complex 
associations with these environmental changes. Perhaps most 
importantly, however, these papers have laid foundations for pub-
lications in evolutionary ecology that were not anticipated by the 
original authors and also, one presumes, for studies that have yet 
even to be planned.  

4     Molecular Taxonomy at the Species Level and Below 

 Although numerous surveys of genetic variation have been con-
ducted within variable species and species groups in the Proteaceae, 
none has claimed an overtly taxonomic aim. These authors saw 
their studies instead as applications of population genetic analysis 
in aid of conservation biology (e.g., [ 42 – 45 ]), reproductive biol-
ogy (e.g., [ 46 – 51 ]), population structure (e.g., [ 52 – 54 ]), and test-
ing modes of speciation (e.g., [ 55 ]). Despite not mentioning 
taxonomy or systematics in their titles and mostly omitting discus-
sion of these subjects in their text, the results of many of these 
studies have useful taxonomic implications. These have included 
corroboration of the distinctness or monophyly of existing taxa 
(e.g., [ 49 ,  53 ,  55 ]), the demonstration that some previously rec-
ognized taxa are para- or polyphyletic (e.g., [ 53 ,  55 ]), the 
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demonstration of hybridization or introgression between taxa [ 51 , 
 52 ], the resolution of phylogenetic relationships between closely 
related taxa (e.g., [ 53 ,  55 ]), and the resolution of previously unrec-
ognized population structure that could reasonably be used to cir-
cumscribe different taxa [ 42 ,  45 ,  46 ,  48 ,  54 ]. 

 Studies of genetic variation at and below the species level have 
used a variety of sources of genetic data, including allelic variation 
in allozymes (e.g., [ 46 – 48 ,  52 ,  53 ]), restriction fragment length 
polymorphisms from nuclear and chloroplast loci [ 42 ], amplifi ed 
fragment length polymorphisms (AFLPs, e.g., [ 43 ,  44 ,  51 ]), and 
allelic variation at microsatellite loci (e.g., [ 45 ,  49 ,  50 ,  54 ]). Most 
of these studies have used standard taxonomic approaches to char-
acterize population structure, in addition to population genetic 
indices summarizing degrees of differentiation between popula-
tions, levels of gene fl ow, inbreeding, etc. The taxonomic methods 
have included hybrid indices [ 51 ], multivariate ordination of 
genetic distances [ 49 ,  54 ], UPGMA clustering of genetic distances 
[ 42 ,  46 ,  48 ], and phylogenetic analysis of allele frequencies using 
Felsenstein’s [ 56 ] maximum likelihood algorithm implemented in 
the CONTML program of the PHYLIP package[ 42 ,  48 ,  53 ,  55 ]. 
Some recently published studies [ 54 ,  55 ] have also used newer 
Bayesian methods based on probabilistic population genetic mod-
els for clustering individuals into populations (e.g., STRUCTURE 
[ 58 ]) and for assigning individuals to hybrid categories (e.g., 
NEWHYBRIDS [ 59 ]). 

 This latter class of analysis has signifi cant advantages over more 
traditional approaches, and not surprisingly, they have quickly 
gained popularity. They do not assume the divergent evolutionary 
model adopted explicitly by phylogenetic analysis and implicitly by 
UPGMA clustering, an assumption that is likely to be seriously 
violated below the species level. Unlike CONTML and many 
genetic distance indices, the newer Bayesian methods do not 
assume the absence of mutation within the study group, an assump-
tion that is likely to be strongly violated by hypervariable microsat-
ellite loci [ 57 ]. Moreover, the assumptions that these methods do 
make, such as Hardy–Weinberg equilibrium within populations, 
seem biologically reasonable. 

 One of these papers [ 55 ] warrants closer examination because 
it dissected a complex data set from several different angles, using 
some interesting techniques. Prunier and Holsinger analyzed vari-
ation in 10 microsatellite loci sampled from 36 populations of six 
species and two subspecies of the white sugarbushes of the African 
genus  Protea  [ 36 ] with the aim of testing whether this small clade 
had undergone a recent, explosive radiation. They concluded that 
the radiation had been recent but gradual and that geographic iso-
lation had played an important role in differentiation of this clade. 
In doing so, they made some unexpected taxonomic discoveries 
using both STRUCTURE and CONTML. STRUCTURE was 
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used to test the distinctness of named taxa and CONTML to test 
their monophyly, to reconstruct relationships between taxa, and to 
quantify the relative contributions of molecular divergence between 
taxa and between populations within taxa. Two of the named taxa 
were corroborated as distinct clusters by STRUCTURE and as 
clades by CONTML, but all of the other taxa were found to be 
problematic, either by showing signatures of sporadic introgres-
sion or unidentifi ed sympatry with other taxa in the complex 
(revealed most effectively by STRUCTURE) or by showing evi-
dence of polyphyly (revealed most effectively by CONTML). The 
markedly disjunct  Protea mundii  provided the best evidence of 
polyphyly, with its eastern populations being genetically indistin-
guishable from the parapatric  P. aurea  subsp.  aurea  and its western 
populations forming a clade that is sister to their geographic neigh-
bor,  P. lacticolor . Interestingly, the western populations had been 
taxonomically suspect for years [ 55 ], presumably on the basis of 
subtle morphological differences that had not been judged to be 
important enough to warrant taxonomic subdivision. Another 
notable taxonomic insight was the discovery that a “population” 
identifi ed a priori as supposedly pure  P. punctata  turned out to be 
a mixed community of  P. punctata  and sympatric  P. venusta . This 
particular fi nding highlights an improvement that could have been 
made to the design of the analysis: STRUCTURE could have been 
used to select out hybrids and reallocate misidentifi ed individuals 
to circumscribe “pure” taxa prior to phylogenetic analysis, which 
would probably have avoided some anomalous placements of con-
founded “populations” on the CONTML tree. Nevertheless, 
Prunier and Holsinger’s paper illustrates well the great potential 
that molecular systematics has for helping us to resolve in exquisite 
detail the taxonomy of morphologically diffi cult species complexes. 
The main obstacle standing in the way of this potential being real-
ized is the presently high cost of acquiring molecular evidence rela-
tive to the cost of morphometric data.  

5     The Future 

 Much work still needs to be done on the molecular systematics of 
the Proteaceae at all taxonomic levels. Relationships between the 
subfamilies are mostly still weakly supported as is the monophyly of 
the subfamily Proteoideae. We are confi dent about the monophyly 
of most tribes except the Macadamieae, but interrelationships 
between tribes are fragile, as are the positions of a number of gen-
era that group weakly with other taxa at this level:  Eidothea , 
 Beaupreopsis ,  Cenarrhenes ,  Dilobeia ,  Beauprea ,  Franklandia , 
 Carnarvonia , and  Sphalmium . The subtribes are well supported 
with the exception of the Stenocarpinae, but several genera, 
 Knightia ,  Eucarpha  and  Triunia , still fl oat uncomfortably about in 
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the tribe Roupaleae. Relationships between genera within sub-
tribes are often poorly known, and the monophyly of most genera 
has not even been tested at all. Testing relationships between gen-
era using next-generation DNA sequencing techniques would be a 
very powerful way to approach these problems. For example, the 
entire chloroplast genome and nuclear ribosomal RNA repeat unit 
can be assembled for one representative of each genus using a frac-
tion of a single run on the Illumina sequencing platform [ 60 ]. 
Such a molecular data set, once aligned and phylogenetically ana-
lyzed, would have the potential to decisively resolve most, if not 
all, of the questions outlined above, using two sources of evidence 
that recombine only occasionally in evolutionary time and thus 
approach the ideal of independent phylogenetic markers. 

 Reconstructing phylogenetic relationships within all genera 
down to species level is our most formidable remaining task. At 
least fi ve different research groups have made a start on this enor-
mous undertaking, but detailed phylogenetic studies just above the 
species level show that this will not be a job for the fainthearted. 
Taxa that are the subject of current and ongoing species-level stud-
ies include the subfamilies Persoonioideae, Proteoideae, and 
Symphionematoideae; subtribes Hakeinae, Heliciinae, and 
Embothriinae; and the genera  Banksia ,  Lomatia , and  Orites . 

 The main obstacles in the way of achieving these ambitious 
goals are complexities that one encounters when trying to resolve 
relationships between very recently differentiated species, most 
notably low numbers of variable sites, incomplete lineage sorting 
(also referred to as “deep coalescence”), and introgressive hybrid-
ization [ 61 ]. The most effi cient strategy for pursuing phylogenetic 
resolution down to species level seems to be to sequence a range of 
both nuclear and chloroplast genes (the latter analyzed as a concat-
enated unit) and to assess the resulting gene trees for congruence. 
If several nuclear genes are phylogenetically congruent with each 
other and with the chloroplast gene tree, then the strict consensus 
of those trees is probably an accurate species tree. However, if 
 different gene trees are found to be strongly incongruent, incom-
plete lineage sorting and/or introgressive hybridization probably 
needs to be invoked. The methods that have been developed for 
reconciling different, incongruent gene trees to produce a species 
tree require the sequencing of such large numbers of loci for large 
samples of organisms [ 62 ] that they are presently viable only for 
studies demonstrating the feasibility of the approach (e.g., [ 63 ]). 
However, they are unlikely to remain so impractical for long, with 
the cost of high-throughput DNA sequencing continuing to plum-
met. In the meantime, the judicious use of Bayesian clustering and 
phylogenetic analysis of allele frequency data (e.g., [ 55 ]) is proba-
bly the most cost-effective option for resolving recent radiations 
with confi dence.  
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6     Conclusions 

 The development of molecular systematics has been largely respon-
sible for making the last 25 years the most exciting period in the 
history of plant taxonomy. Few angiosperm taxa above generic 
level have escaped having their monophyly rigorously tested and 
their membership recircumscribed if found not to be monophy-
letic. The history of progress in the Proteaceae parallels that of the 
angiosperms as a whole. In 1975 when Johnson and Briggs pub-
lished their phylogenetic tree and classifi cation of the family [ 4 ], 
they knew that the Proteaceae were taxonomically isolated but 
they had no idea of the family’s closest relatives. They were subjec-
tively confi dent about the monophyly of the Proteaceae and of 
many of the higher taxa that they recognized within the family, but 
their confi dence could not be quantifi ed given only the analytical 
tools available then. 

 Thanks to the development of methods of phylogenetic analysis 
since the mid-1960s, later paralleled by the spectacular blossoming 
of new techniques in molecular biology, we now know the phyloge-
netic position of the Proteaceae with a high degree of confi dence. 
Botanists have been able to test the monophyly of all of Johnson 
and Briggs’s infrafamilial taxa down to generic level as well as the 
monophyly of 22 of their 55 testable genera and have been able to 
quantify the degree to which taxa are consistent with the evidence. 
A new classifi cation above generic level has been published that 
refl ects these substantial improvements in our knowledge. 

 Discoveries made through molecular systematic analyses at all 
taxonomic levels have facilitated progress at other levels, although 
the predominant direction of this information fl ow has been down-
wards from order to species. Narrowing down the closest relatives 
of the Proteaceae to the sequential sister groups Platanaceae and 
Nelumbonaceae has enabled the resolution of basal relationships 
within the family and precise circumscription of subfamilies and 
most of the tribes. This in turn has provided the necessary frame-
work for rooting trees within subtribes and genera. Our improved 
understanding of relationships within  Banksia  and  Hakea  is a classic 
example of this process, morphological cladograms for both of 
which [ 28 ,  40 ] had been rooted at profoundly inappropriate nodes 
prior to the availability of molecular trees [ 23 ,  37 ]. Conversely, dis-
coveries of generic polyphyly, such as that of  Orites  [ 17 ], have some-
times necessitated the recircumscription of tribes and subtribes. 

 Johnson and Briggs [ 4 ] also elaborated a detailed scenario of 
the evolution of the family in space and time, invoking new knowl-
edge from the earth sciences to explain repeated distributional pat-
terns across the southern hemisphere and evolutionary shifts 
between biomes. However, the evidence available to them for arbi-
trating between hypotheses of vicariance and long-distance disper-
sal amounted to an intuitively assessed “morphological clock”: 
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disjunct taxa were judged to be probably old enough for Gondwanic 
vicariance if their disjunctions were associated with impressive 
morphological differences. The pattern of generic distributions, in 
which several genera are shared by South America and Australia 
but none by Africa, South America, and Australia, was interpreted 
as consistent with the temporal sequence of continental separation, 
in which Africa rifted from the rest of Gondwana long before 
Australia and South America. 

 Molecular chronograms have now provided an explicit basis for 
estimating the minimum ages of disjunct taxa, along with measures 
of their precision. These estimates have replaced the earlier “eye-
balled” assessments, in some cases corroborating earlier conclu-
sions but more often calling them into question. According to both 
morphological scrutiny and molecular chronograms,  Brabejum  did 
arrive in Africa and  Faurea  in Madagascar by long- distance dispersal. 
Joseph Hooker was most probably right in thinking that  Lomatia  
and the subtribe Embothriinae are remnants of an Antarctic fl ora. 
On the other hand, the tribes Leucadendreae and Macadamieae, 
although both morphologically diverse, now seem to have acquired 
their disjunct distributions by long-distance dispersal, not by vicari-
ance as previously thought. Other evolutionary hypotheses have 
been substantially refi ned as a result of progress in molecular sys-
tematics. Yes, the ancestral biome of the subfamily Grevilleoideae is 
confi dently reconstructed as rainforest but that of the family as a 
whole might well have been sclerophyllous shrubland, implying 
multiple transitions back and forth between these biomes in three 
subfamilies. Yes, insect pollination appears to be ancestral for the 
family, followed by multiple transitions to vertebrate pollination, 
but multiple reversals to insect pollination have been confi dently 
reconstructed within  Hakea  and appear likely in other taxa too, 
contrary to Johnson and Briggs’s narrative. 

 Additional effort needs to be put into resolving the phylogeny 
of the Proteaceae above generic level because the strength of sup-
port for some named higher taxa and many unnamed nodes is still 
only weak to moderate. However, the focus of newly funded molec-
ular systematic research has shifted to reconstructing relationships 
within genera down to species level. Achieving this goal will require 
further improvements in methods of phylogenetic analysis, high-
throughput DNA sequencing, and computing infrastructure for 
managing vast quantities of molecular data. But the prospects for 
exciting progress on all of these fronts appear to be bright.     
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