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Preface

Since its discovery and first publication in 1973, synaptic plasticity in its most 
popular form – the plasticity of excitatory glutamatergic synapses – has been 
widely investigated (Bliss and Lomo 1973; Malenka and Bear 2004). Every year 
hundreds of articles are published regarding the cellular, molecular and functional 
aspects of this fundamental form of plasticity. While it is widely accepted that 
excitatory plasticity is crucial for circuit refinement, learning, memory formation 
and storage, researchers now realize that this is not the only form of synaptic plas-
ticity that these processes rely upon. A new idea that is slowly emerging is that 
multiple forms of synaptic and non-synaptic plasticity are involved in the forma-
tion, maintenance and modification of neural circuits, with all of the components 
acting in harmony.

A surprising discovery that has yet to be explored to its full potential is an unex-
pected, but very prominent form of synaptic plasticity: the plasticity of inhibitory 
GABAergic synapses. New findings are now accumulating that show inhibitory 
synaptic plasticity is widespread in neural circuits throughout the brain, and the 
functional roles of this form of plasticity are now being described.

We thought it timely to assemble a book that brings together these many new find-
ings on inhibitory plasticity. Our goal was to effectively summarize and integrate 
studies that have examined the induction, expression and functional role of inhibitory 
synaptic plasticity at different organizational levels (from the neuron to the circuit). 
We soon realized that there are important common features, but also fundamentally 
different aspects of inhibitory GABAergic plasticity. Different areas of the brain 
require different induction paradigms, and different experimental approaches unveil 
a vast complexity of functional implications. In our minds the most effective way to 
convey all of this complexity was to divide the book into themes that highlight the 
major functions of inhibitory synaptic plasticity: Refinement, Addition, Pain and 
Injury, and Learning and Memory. This allowed us to explore in depth the cellular and 
molecular mechanisms underlying these various forms of inhibitory plasticity that 
appear to have only one thing in common: they occur at GABAergic synapses.

We brought together the new findings about the role of inhibitory synapse plas-
ticity during postnatal circuit development and in the refinement of the circuit. In 
Part 1: Refinement Wang and Maffei discuss the role of inhibitory plasticity in the 
experience-dependent modulation of visual circuit excitability with a look on 
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inhibitory circuits mediated by different subtypes of inhibitory neurons. Komatsu 
and Yoshimura bring together the known cellular mechanisms for inhibitory plas-
ticity in neocortical inhibitory synapses and propose a role for this form of plastic-
ity in visual cortical circuit development. Liu presents recent findings about the role 
of inhibitory plasticity in the processing of auditory stimuli, another sensory system 
that is strongly modulated by this form of plasticity. In addition he discusses his 
exciting new work about the role of inhibitory plasticity in adult rat mothers and 
their sensitivity to the calls of their pups. Kawaguchi and Hirano discuss a form of 
inhibitory GABAergic plasticity that is specific to cerebellar Purkinje neurons high-
lighting mechanisms of induction and expression with important similarities and 
relevant differences with those observed in other systems.

In Part 2: Addiction we brought together chapters discussing the role of inhibi-
tory plasticity in two widespread forms of addiction: drugs and alcohol. Nugent 
brings to bear her knowledge of the mechanisms of inhibitory plasticity in the ven-
tral tegmental area (VTA), an area of the brain that is involved in the general fea-
tures of drug addiction. While the induction paradigm of this form of plasticity is 
identical to that used by Komatsu and Yoshimura in neocortex, the mechanisms of 
expression are profoundly different, highlighting the importance of specificity in 
the inhibitory circuit. Theile, Gonzalez and Morrisett present current thinking about 
the mechanisms of alcohol addiction and propose a new form of plasticity, an etha-
nol induced potentiation of GABA release in the VTA, as a possible mechanism to 
explain their new working hypothesis about the development of addiction.

Part 3: Pain and Injury reveals how serious insults to neurons and the nervous 
system results in drastic plasticity of inhibitory synapses, often reverting these 
synapses to a more immature developmental state. De Konnick and colleagues 
describe how neuropathic pain results from a loss of the chloride gradient that 
maintains inhibitory transmission. Timofeev et al. explain how inhibitory plasticity 
can results in deleterious consequences including seizure activity. And finally 
Moorhouse and Nabekura reveal the process whereby neuronal injury alters neu-
ronal chloride transport, which in turn results in a loss of synaptic inhibition.

The plasticity induced during pain and injury results from pathological levels of 
activity. However inhibitory synaptic plasticity can also be induced by physiologi-
cal levels of activity that occur during learning and memory. Part 4: Learning and 
Memory highlights how both activity itself, and neuromodulators activated by 
activity can modify the strength of inhibitory synapses. Balena, Acton and Woodin 
review literature which reveals how physiological levels of synaptic activity pro-
duce changes in chloride transport that alter GABA

A
-mediated synaptic transmis-

sion. Chiu and Castillo tell of an elegant story of cross-talk between excitatory and 
inhibitory synapses. In this story glutamatergic activity facilitates endocannabinoid 
mobilization that causes a long-lasting reduction of GABA release, resulting in a 
heterosynaptic inhibitory long-term depression. But neuromodulation of inhibitory 
synapses isn’t restricted to endocannabinoids. Gaiarsa and colleagues explain how 
neurotrophins have extended beyond their well known roles in mediating the sur-
vival, growth and differentiation of neurons to include short- and long-term modu-
lations in the strength and development of GABAergic synapses.



viiPreface

As the reader moves through the themes and chapters of this book a complex 
landscape of mechanisms and functions emerges. Such richness and diversity 
clearly show how important the plasticity of inhibitory synapses is for circuit for-
mation, refinement and ultimately for higher functions such as learning and memory. 
Inhibitory circuits do act as brakes that can stop or let go of specific kinds of infor-
mation, sensory or cognitive, but they do so in a complex and refined manner that 
is specific to the many different types of inhibitory neurons that populate the brain 
(Klausberger and Somogyi 2008). To fully understand how brain functions develop 
and are maintained there is a need for studying the interaction between the different 
forms of plasticity. Bringing together a large portion of the current thinking about 
the plasticity of inhibitory synapses will hopefully foster new ideas and hypothesis 
for the study of brain circuits and their function.

Inhibitory synaptic plasticity is a relatively new field that has demonstrated 
exponential growth. Entering the term ‘inhibitory synaptic plasticity’ into a 
PubMed search yields 1,376 publications; with only 3% of those before the 90s, 
and over 70% in the last decade. With such fundamental advances being made at 
such a rapid rate it is exciting to imagine what the next decade of inhibitory synap-
tic plasticity research will reveal.

Toronto, Ontario, Canada  Melanie A. Woodin
Stony Brook, NY, USA Arianna Maffei 
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Abstract Neocortical circuits are highly interconnected networks of excitatory 
and inhibitory neurons. During postnatal development the connectivity and strength 
of excitatory and inhibitory synapses and the intrinsic properties of each neuron 
type sculpt the overall level of excitability of the circuit and support network 
function. Healthy neural circuits are characterized by a high sensitivity to changes 
in environmental stimuli and a finely tuned dynamic range. A balanced combina-
tion of excitatory and inhibitory inputs endows cortical circuits with the ability 
to maintain a dynamically stable level of excitability despite changes in sensory 
inputs. How this dynamically stable state is achieved during development is still 
matter of debate. In the past few decades, our knowledge of cortical neurogenesis, 
layer differentiation and circuit refinement has expanded dramatically. While most 
of the research has focused on the regulation of excitatory neocortical neurons, it 
is now accepted that inhibitory circuits contribute substantially to the achievement 
and maintenance of cortical circuit stability and function. Here we will focus on 
recent advancements in our understanding of the postnatal development of local 
inhibitory circuits and their role in the maintenance of cortical circuit excitability 
and stability.

Inhibitory Circuits

We will begin with a brief introduction about the many subtypes of inhibitory neu-
rons in cortical circuits. Cortical inhibitory interneurons represent a morphologi-
cally, physiologically and chemically heterogeneous population of cells that 
perform different cortical functions (Burkhalter 2008). They have been classified in 

A. Maffei (*) 
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multiple ways. In rat cerebral cortex, three distinct subtypes of GABAergic 
interneurons have been identified based on the expression of calcium binding pro-
teins: parvalbumin (PV), calretinin (CR) and somatostatin (SOM) (Gao et al. 2000; 
Gonchar et al. 2007). Inhibitory neurons have also been classified according to their 
distinct firing properties (Kawaguchi and Kubota 1997; Beierlein et al. 2003; 
Contreras 2004). Fast-spiking (FS) are identified by their high-frequency firing and 
the lack of frequency adaptation during depolarization. They include a morphologi-
cally diverse population composed of basket cells, chandelier cells and neurogliari-
form cells, which are also known as late-spiking (LS) cells (Gupta et al. 2000). 
Another prominent population of interneurons is composed of regular-spiking non 
pyramidal (RSNP) cells, which are subdivided into regularly adapting neurons and 
burst-spiking (BS) cells. BS cells are regular spiking inhibitory neurons that gener-
ate rebound burst spikes following hyperpolarization and are also known as low 
threshold spiking neurons (LTS; Beierlein et al. 2003). Interestingly, there are 
strong correlations between these classifications. For example, PV-expressing 
interneurons display FS properties (Xu et al. 2004; Butt et al. 2005), CR-expressing 
interneurons exhibit RS properties (Butt et al. 2005; Miyoshi et al. 2007), and 
SOM-expressing interneurons show BS properties (Butt et al. 2005; Miyoshi et al. 
2007). Recent experiments suggest that the physiological subtype of cortical 
interneurons can be predicted by their temporal and spatial origins during neuro-
genesis (Butt et al. 2005).

Interneuron-Specific Synaptic Connections

Diverse subtypes of cortical interneurons form distinct synaptic contacts on 
pyramidal neurons and non-pyramidal neurons (Thomson and Lamy 2007). 
PV-expressing basket cells preferentially innervate somata and proximal den-
drites of pyramidal neurons, while PV-expressing chandelier cells are thought to 
form connections with axon initial segments of pyramidal neurons (Kawaguchi 
and Kubota 1997; Gonchar and Burkhalter 1999b; Woodruff and Yuste 2008). 
Since the axon initial segment is the site where action potentials are generated, 
the synaptic contacts in this region are in a privileged position to control the out-
put of pyramidal neurons. Chandelier cells were initially thought to be the only 
type of non-pyramidal cell to perform this fundamental function, but according to 
recent results the axon terminals of SOM-expressing cells also form symmetric 
synapses with the axon initial segments of pyramidal neurons in visual cortical 
supragranular layers (Gonchar et al. 2002). Unlike chandelier cells that innervate 
exclusively the axon initial segments of pyramidal neurons, SOM neurons also 
make synaptic contacts onto somata and dendrites of pyramidal neurons 
(Kawaguchi and Kubota 1997). This anatomical organization suggests that SOM 
neurons may modulate both the integration of inputs and the output of pyramidal 
neurons. All of these results imply a more complex regulation of pyramidal neu-
ron output arising from the integration of different sources of inhibitory inputs. 
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Two distinct subtypes of interneurons, PV positive interneurons and those containing 
the neuropeptide cholecystokinin (CCK; Freund 2003) often form perisomatic 
nets consisting of multiple terminals with large boutons clustered around pyrami-
dal soma and proximal dendrites (Wang et al. 2002; Chattopadhyaya et al. 2004). 
These large webs of perisomatic inhibitory synapses may be exceptionally suited 
for controlling the output of large groups of pyramidal neurons via synchroniza-
tion of action potential firing. The formation and maintenance of terminal 
branches appears to be independent of neuronal activity and possibly relies on 
intrinsic developmental cues. Activity is necessary for the proliferation and 
extension of boutons on the perisomatic contacts (Chattopadhyaya et al. 2004). 
Thus the formation of perisomatic innervations likely depends on intrinsic 
developmental cues, whereas its maturation is modulated by driving inputs. 
CR-expressing neurons predominantly innervate other non-pyramidal interneurons 
(Gonchar and Burkhalter 1999a).

Maturation of Inhibitory Circuits

Neurotrophic factors including nerve growth factor (NGF), brain-derived neu-
rotrophic factor (BDNF), and neurotrophin-3/4 (NT-3/4) are implicated in the regu-
lation of neuronal differentiation (Ghosh and Greenberg 1995), axonal and dendritic 
growth (Horch and Katz 2002; Spatkowski and Schilling 2003), and synapse for-
mation (Genoud et al. 2004; Gomes et al. 2006). In 1997, Marty and collaborators 
proposed that neurotrophins may play a role in cortical development and plasticity 
by regulating GABAergic inhibitory interneurons (Marty et al. 1997). Subsequent 
experiments confirmed this hypothesis. In cortical cell culture, BDNF promotes 
interneuron axon growth, stimulates the expression of GABA and of several 
calcium-binding proteins, and regulates the strength of synaptic inhibition  
(Cellerino 1996; Rutherford 1998). In transgenic mice in which the postnatal 
increase in BDNF in the forebrain was accelerated, the maturation of the 
GABAergic inhibitory circuit was completed earlier than in wild types, suggesting 
a causal relationship between the levels of BDNF and the maturation of inhibition 
(Huang et al. 1999). Another factor crucial to the maturation of cortical inhibition 
is polysialic acid (PSA), a long, linear homopolymer of a-2,8-linked sialic acid 
attached almost exclusively to the neural cell adhesion molecule (NCAM) in verte-
brates (Di Cristo et al. 2007). During postnatal development, premature decline of 
PSA levels in visual cortex results in enhanced inhibitory synaptic transmission 
and accelerated maturation of perisomatic innervations by basket interneurons 
(Di Cristo et al. 2007). Recently a new factor was identified as fundamental for the 
postnatal maturation of inhibitory synaptic transmission: the homeodomain protein 
Otx2. Otx2 is normally required for embryonic head formation (Acampora et al. 
2001), and is also restricted to relay centers along the primary visual pathway at 
birth, including retina, lateral geniculate nucleus (LGN) and visual cortex (Nothias 
et al. 1998). The expression of Otx2 in regions of the dorsal forebrain in rats was 
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expected to be lost by postnatal days 13 (P13) until very recently, when Hensch and 
collaborators found non-cell-autonomous Otx2 coordinates the maturation of 
PV-expressing interneurons even after the third postnatal week and that visual expe-
rience promotes the accumulation of Otx2 in PV-cells (Sugiyama et al. 2008). The 
implications of these results are quite important: the experience–dependent transfer 
of a homeoprotein may regulate the maturation of inhibitory circuits during the first 
few weeks of postnatal life.

Cortical Inputs to Inhibitory Interneuron

The function of an individual neuron is largely determined by the synaptic input 
onto that neuron. Differently from inhibitory innervations in areas without “laminar 
patterns”, cortical interneurons receive distinct laminar inputs that are subtype-
specific (Thomson and Lamy 2007). In layer 2/3 of rat visual cortex, FS basket cells 
receive strong excitatory inputs from middle cortical layers (Dantzker and Callaway 
2000). In contrast, adapting inhibitory interneurons receive their strongest excit-
atory inputs either vertically from deep layers or laterally from within layer 2/3 
(Dantzker and Callaway 2000). In layer 5 of rat frontal cortex, it was found that the 
probability of reciprocal connectivity between pyramidal neurons and FS cells 
within the same layer was much higher than that between pyramidal neurons and 
non-FS cells, whereas non-FS cells in layer 5 received a more substantial set of 
inputs from pyramidal neurons in layer 2/3 (Cruikshank et al. 2007; Otsuka and 
Kawaguchi 2009). Such layer- and subtype-specific inputs contribute to the func-
tional diversity of cortical inhibitory circuits and might depend on the fact that 
cortical circuit maturation is driven simultaneously by the cooperation of activity-
independent cues within the local environment and by sensory inputs. Distinct 
subtypes of interneurons in layer 4 have specific laminar input (Hajós et al. 1997; 
Beierlein et al. 2003) but little is known about how their intracortical input inte-
grates with that carried by thalamocortical afferents. Both FS and RSNP inhibitory 
neurons are thought to take part in a feedforward inhibitory circuit that receives 
thalamic input as well as in the widespread feedback recurrent inhibitory network 
(Beierlein et al. 2003; Cruikshank et al. 2007; Thomson and Lamy 2007; Tan et al. 
2008; Hull et al. 2009).

Cortical Circuit Refinement

As early as in 1963, Sperry, Hubel and Wiesel had noted that the high degree of 
anatomical and functional precision in the visual pathway is present even before 
vision begins (Sperry 1963; Wiesel and Hubel 1963a). According to these find-
ings, it was hypothesized that the wiring of cortical circuits relies on “innate 
cues” (Sperry 1963; Wiesel and Hubel 1963b). After eye opening, however, the 
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postnatal development of cortical circuits occurs through a sequence of adjustments 
in connectivity and synaptic strength that promote the stabilization of active syn-
aptic pathways and the elimination of synapses that are not stimulated by the 
appropriate input (Katz and Shatz 1996). This fine scale refinement occurs during 
periods of heightened sensitivity to changes in the driving input known as “criti-
cal” periods (Hensch 2004). About 50 years ago, Hubel and Wiesel discovered 
that the reduction or the elimination of visual input to one eye during the first few 
weeks of postnatal development induces a dramatic anatomic reorganization of 
the primary visual cortex (Wiesel and Hubel 1965, 1974). Similar reorganizations 
were subsequently observed in somatosensory (Inan 2007), auditory (Yu 2007), 
in motor cortex (Harms 2008), olfactory bulb (Tyler 2007; Marks 2006) and in 
the superior colliculus (Chandrasekaran 2007). Critical periods usually last only 
a few weeks; if sensory inputs are manipulated after the expected closing of these 
windows of opportunity, the rearrangements observed are not as dramatic or do 
not occur at all (Fagiolini et al. 1994; Hensch 2004). The opening and duration 
of the windows for plasticity vary depending on the area of cortex and in some 
brain areas more than one critical period has been identified (Feller and Scanziani 
2005; Tagawa et al. 2005; Hensch 2004). The study of critical periods is espe-
cially important to understand basic mechanisms controlling neural circuit stabil-
ity and flexibility in the face of the constant changes in environmental inputs. In 
the following paragraphs we will discuss the potential roles for inhibitory circuits 
and their plasticity in acquiring and maintaining circuit stability during critical 
periods for visual cortical development.

Plasticity of Inhibitory Synapses onto Cortical Pyramidal Neurons

Inhibitory circuits show complex, broadly defined plasticity: the relative proportion 
of specific populations of neurons can be regulated differentially in areas of the 
cortex processing different functions and/or in response to exposure to environmen-
tal factors (Harvey 2001; Fountain 2000); the axonal arborization and complexity 
can change both during development and in the adult in an activity-dependent manner 
(Dantzker and Callaway 1998; Chattopadhyaya et al. 2004); the subunit composi-
tion of GABA

A
 receptors is developmentally regulated (Dunning et al. 1999; 

Heinen et al. 2004). Finally, the strength of their functional synapses and their 
intrinsic properties are modulated by activity (Maffei 2006; Sun 2009). The diver-
sity of interneurons populations and the complexity of their plasticity allows for an 
extraordinary flexibility in the way inhibitory neurons regulate cortical circuit 
excitability. During development, a subset of inhibitory synapses onto pyramidal 
neurons mediated by specific interneuron types may change the subunit composi-
tion of GABA

A
 receptors on the postsynaptic terminal (Dunning et al. 1999; Heinen 

et al. 2004). GABA
A
 receptors from most basket neurons contain alpha 3 and 

alpha 5 early in development and switch to alpha 1 around the third postnatal week. 
This switch is considered a hallmark of the maturation of GABAergic synapses 
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(Dunning 1999; Heinen 2004; Bosman et al. 2002). Differently, inhibitory synapses 
postsynaptic to chandelier cells express alpha 2 containing GABA

A
 receptors 

throughout development and those postsynaptic to bipolar neurons contain mostly 
alpha 5 subunits (Ali and Thomson 2008). The difference in subunit composition 
underlies specific pharmacological and functional properties. In visual cortex, lack 
of alpha 1 alters the opening and duration of the classical critical period for ocular 
dominance plasticity (Hensch et al. 1998). Differently, lack of alpha 2 subunits during 
development strongly affects pyramidal neuron input/output function, but does not 
change neuronal responsiveness to visual stimulation (Fagiolini and Hensch 2000). 
Alpha 5 containing synapses mediated by bipolar neurons are thought to control the 
dendritic integration of inputs onto excitatory neurons (Ali and Thomson 2008). 
Morphologically, the structures of the axonal arbors of inhibitory neurons are regu-
lated in an activity dependent manner (Chattopadhyaya et al. 2004). The reorgani-
zation of inhibitory synaptic connectivity depends on the maturation and plasticity 
of functional synapses. An interesting finding is that somatic inhibitory synapses 
have the ability to respond to changes in driving input with opposite direction plas-
ticity during two stages of development: the pre-critical period (from eye opening 
to the end of the third postnatal week) and the critical period for visual cortical 
plasticity (Maffei et al. 2004, 2006; Maffei and Turrigiano 2008b). While the spe-
cific mechanisms of these forms of plasticity are yet to be elucidated, the timing of 
the change in the direction of inhibitory plasticity raises the possibility that cellular 
mechanisms underlying the maturation of inhibitory synapses might also promote 
the switch in direction of their plasticity. A variety of patterns of activity producing 
depression and potentiation have been reported for fast inhibitory synapses 
(Komatsu and Iwakiri 1993; Holmgren and Zilberter 2001; Nugent et al. 2007). 
Potentiation of inhibitory inputs onto cortical pyramidal neurons transmission was 
induced with extracellular high frequency stimulation (Komatsu and Iwakiri 1993). 
This groundbreaking work demonstrated for the first time that inhibitory synapses 
are plastic and suggested this plasticity as a potential new mechanism for the for-
mation of memory. High frequency potentiation of IPSPs depends on the het-
erosynaptic activation of NMDA receptors (Komatsu and Iwakiri 1993; Kurotani 
et al. 2008). In layer 5 of rodent visual cortex high frequency stimulation also 
induced a form GABA

B
 receptor dependent inhibitory LTP (Komatsu 1996). Both 

GABA
B
 and NMDA dependent forms of inhibitory plasticity relied on postsynaptic 

dendritic exocytosis, possibly promoting the insertion of new GABA
A
 receptors 

in the postsynaptic membrane (Komatsu and Iwakiri 1993; Komatsu 1996). 
Extracellular stimulation does not allow the subtype of inhibitory interneuron medi-
ating plasticity to be identified, and simultaneously activates quite strongly all of 
the axons (excitatory and inhibitory) travelling in the region of stimulation, sug-
gesting that the NMDA dependence of inhibitory synaptic plasticity might be spe-
cific to this particular mode of induction. Inhibitory circuits mediated by different 
interneuron subtypes are not all affected by experience in the same way (Maffei 
et al. 2004; Bartley et al. 2008). The diversity in experience dependent plasticity is 
also supported by growing experimental evidence in favor of a rich set of plastic 
and experience-dependent changes in inhibitory circuits with potentially important 
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implications for circuit stability and function (Komatsu 1996; Holmgren and 
Zilberter 2001; Fritschy and Brünig 2003; Haas et al. 2006; Bartley et al. 2008; 
Maffei and Fontanini 2009).

Specific Inhibitory Circuits and Their Long Term Plasticity

The use of paired recording electrophysiological techniques and of transgenic 
mouse lines in which the different interneuron subtypes can be identified offered 
new possibilities to investigate the specificity of inhibitory plasticity. The first fun-
damental finding of this novel approach was that plasticity is induced at specific 
connections of inhibitory onto excitatory neurons with different patterns of activity 
depending on the subtype of inhibitory neuron, the brain circuit under analysis, and 
development (Jiao et al. 2006; Maffei and Turrigiano 2008b). In layer 2/3 of neo-
cortex, pyramidal neuron bursting followed by delayed FS neuron spiking potenti-
ates or depresses inhibitory synapses depending on the duration of the delay 
(Holmgren and Zilberter 2001). Both potentiation and depression of FS to pyrami-
dal neuron inhibitory plasticity depends on calcium influx into the postsynaptic 
terminal and is independent of GABA

B
 receptor activation (Komatsu 1996; 

Holmgren and Zilberter 2001). The requirements for the induction of FS mediated 
plasticity in layer 4 are different than those observed in layer 2/3. Successful poten-
tiation of these synapses depends on a timed activation of pre (FS) and postsynaptic 
(Pyramidal) neurons but FS interneuron bursting needs to be paired with pyramidal 
neuron subthreshold depolarization (Maffei et al. 2006). Despite these differences 
in induction, the LTP of inhibition in layer 2/3 and 4 present some interesting simi-
larities: both appear to have a postsynaptic site of expression and no detectable 
changes at the presynaptic site (Holmgren and Zilberter 2001; Maffei et al. 2006). 
Several intracellular pathways are involved in regulating the number of GABA

A
 

receptors at inhibitory synapses (Heuschneider and Schwartz 1989; Brandon et al. 
2000; Kumar et al. 2005; Bogdanov et al. 2006) but whether they are also involved 
in the fast transport required for plasticity is not known. Much less is known about 
the patterns of activity inducing plasticity at inhibitory synapses mediated by non- 
FS interneurons. Experiments measuring the experience-dependent changes at low 
threshold spiking interneurons (LTS) in the barrel cortex and at regular spiking non 
pyramidal neurons (RSNP) in visual cortex prove that these inhibitory connections 
onto pyramidal neurons are plastic and sensitive to changes in the environment 
(Maffei et al. 2004; Bartley et al. 2008). These connections present some interesting 
differences between cortical areas. In visual cortex, reduction of visual drive right 
at eye opening strengthens their synapses onto pyramidal neurons, decreases their 
connection probability, and leaves their short term dynamics unaffected (Maffei 
et al. 2004). In barrel cortex, LTS neurons – also classified as SOM neurons – change 
their short term dynamic in response to activity blockade (Bartley et al. 2008). In 
slice culture from the somatosensory cortex, 5 days incubation with tetrodotoxin, a 
treatment that completely silences neurons in the circuit, specifically affected the 
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short term dynamics of synapses mediated by LTS neurons onto pyramidal neurons, 
leaving FS driven inhibition unaffected (Bartley et al. 2008). These changes may 
shift the relative influence of the two most prevalent inhibitory circuits, differently 
in different cortical areas, and may be specific to the function of RSNP and LTS 
neurons perform in their specific circuits. Combinations of different forms of 
inhibitory plasticity contribute to sculpting the level of excitability of the circuit 
and the integration of sensory inputs (Bartley et al. 2008; Maffei and Fontanini 
2009).

Functional Implications

What is the role of inhibitory plasticity in cortical circuits? The ability to directly 
control pyramidal neuron input integration, excitability, and output suggest that 
inhibitory synaptic transmission is fundamental for cortical circuit function. 
Furthermore, the sensitivity of inhibitory synapses to changes in input and their 
ability to adjust their strength in response to specific patterns of activity allows fast 
regulation of cortical circuit activity and increases flexibility (Maffei and Fontanini 
2009). During the first few weeks of postnatal development, the maturation of 
GABAergic transmission promotes the maturation of connectivity and excitability 
of local microcircuits (Komatsu 1994; Hensch and Fagiolini 2005; Kotak et al. 
2008; Maffei and Turrigiano 2008a). Part of this process is activity dependent and 
driven by the incoming input (Jiao et al. 2006; Katagiri et al. 2007; Kotak et al. 
2008; Maffei and Turrigiano 2008a). Inputs from the environment together with the 
state of excitability of the microcircuit, in turn, promote the refinement of cortical 
maps (Cang et al. 2005; Chandrasekaran et al. 2007; Cheetham et al. 2007). While 
the process of cortical map refinement has been ascribed for the most part to 
changes in synaptic weight and connectivity of glutamatergic synapses (Bender 
et al. 2006; Cheetham et al. 2008; Yoon et al. 2009), there is now growing evidence 
that inhibitory circuits and their plasticity are also prominently involved (Hensch 
et al. 1998; Maffei et al. 2004, 2006; Maffei and Turrigiano 2008a; Mainardi et al. 
2009). A strong correlation between the refinement of cortical maps and inhibitory 
synaptic transmission and plasticity lies in the strong temporal correlation between 
maturation of inhibitory circuits and that of cortical connectivity (Fagiolini and 
Hensch 2000; Maffei et al. 2004, 2006; Katagiri et al. 2007). Specific inhibitory 
circuits may contribute differently to the refinement process, as suggested by the 
differential effects of sensory deprivation paradigms on the two major populations 
of inhibitory neurons (Maffei et al. 2004; Bartley et al. 2008; Sun 2009). In rodent 
neocortex, both the barrel field of somatosensory cortex and primary visual cortex 
show depression of FS synaptic inhibition onto pyramidal neurons in response to 
sensory deprivation during early postnatal development (Maffei et al. 2004; Jiao 
et al. 2006). The decrease in strength of somatic inhibition has been observed in 
layer 4, the main recipient of thalamocortical projections. In layer 4, a substantial 
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remodeling of FS perisomatic axonal arbors around pyramidal neurons was also 
reported (Chattopadhyaya et al. 2004). In layer 2/3, dark-rearing from birth, a para-
digm that delays the development of visual cortex, reduces the number of somatic 
puncta from GAD65-positive inhibitory terminals onto pyramidal neurons (Kreczko 
et al. 2009), but whether this is also accompanied by a decrease in strength of func-
tional synapses is currently unknown. Together these results suggest a strong 
experience-dependence of FS inhibitory synaptic strength and connectivity. In 
visual cortex, one of the possible interpretations of the reduced FS inhibition is that 
it preserves the overall state of excitability of the circuit in the face of a reduced 
driving input, thus promoting a homeostatic regulation of cortical excitability 
(Maffei and Fontanini 2009). In favor of this hypothesis, monocular deprivation 
does not shift ocular dominance between eye opening and the beginning of the clas-
sical critical period for amblyopia (Fagiolini et al. 1994). The lack of ocular domi-
nance plasticity might depend on the increase in cortical excitability (Maffei et al. 
2004). In the barrel cortex, the decrease in somatic inhibition might play a similar 
homeostatic role (Jiao et al. 2006; Bartley et al. 2008). After the third postnatal 
week, visual deprivation was reported to potentiate FS mediated inhibition onto 
pyramidal neurons (Maffei et al. 2006). The switch in sign of FS inhibitory plastic-
ity correlates with the expected time of initiation of the critical period for ocular 
dominance plasticity (Fagiolini et al. 1994). An intriguing possibility is that the 
potentiation of inhibition contributes to the silencing of neurons driven by the 
deprived eye, thus promoting the shift in ocular dominance. So far, a switch in sign 
of inhibitory plasticity was reported only for visual cortex, but might be a general 
mechanism for cortical map refinement. Beyond cortical maps, inhibitory synaptic 
transmission located in very critical compartments of pyramidal neurons might 
contribute to shaping neuronal receptive fields. There is in fact evidence for a devel-
opmentally regulated sharpening of cortical receptive fields that is temporally cor-
related with the maturation of inhibitory synapses, and for the role of lateral 
inhibition in shaping the size and morphology of receptive fields (de la Rocha et al. 
2008) (Fig. 1.1).

Conclusion

A growing body of evidence suggests that inhibitory synaptic plasticity is involved 
in regulating neuronal function, cortical circuit connectivity, and sensory input 
integration. The richness in plasticity and the specificity of inhibitory circuits might 
provide fast and efficient regulation of local circuit excitability, which, in turn, will 
affect the integration of pyramidal neurons input/output function, circuit stability 
and network computation. Beyond sensory cortices, GABAergic plasticity has been 
observed in areas involved in several learning and emotional functions, suggesting 
that inhibitory transmission and plasticity play complex roles in cortical circuit 
function.
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Fig. 1.1 Developmental regulation of inhibitory plasticity and it functional implications. The 
cartoon represents a summary of the data describing developmental changes in inhibitory synaptic 
strength, their experience dependent changes in response to alteration of sensory input, their 
effects on circuit excitability and their possible functional implications. Pre-critical period is 
defined in rodents as the postnatal week between eye opening (postnatal day 14, P14) and the 
expected beginning of the critical period for visual cortical plasticity (P21). The critical period is 
expected to begin at P21 and to end by P35. Pyr: pyramidal neurons; FS: fast spiking inhibitory 
interneurons; RSNP: regular spiking inhibitory interneurons. The thickness of the lines indicates 
the strength of the connections (thicker: stronger; dotted: weaker)
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Abstract Involvement of bidirectional modification at excitatory synapses in 
experience-dependent cortical maturation has been supported by various experi-
mental data in visual cortex. Experiments using slice preparations demonstrated 
that cortical inhibitory synapses also undergo long-term potentiation (LTP) and 
depression (LTD) during the critical period. High-frequency stimulation 
(HFS) of excitatory and inhibitory inputs to pyramidal neurons induces LTD 
at inhibitory synapses when it elicits depolarizing responses large enough to 
activate NMDA receptors. HFS induces inhibitory LTP instead when it fails 
to activate NMDA receptors. Thus, the direction of modification is determined by 
postsynaptic NMDA receptors. LTD induction requires Ca2+ entry via NMDA 
receptors, whereas LTP induction requires IP

3
 receptor-mediated Ca2+ release, 

presumably triggered by GABA
B
 receptor activation in the absence of substantial 

NMDA receptor activation. Intracellular Ca2+ release likely initiates BDNF release 
from the postsynaptic cell and activates TrkB receptors on inhibitory terminals, 
presumably leading to presynaptic enhancement of synaptic transmission. LTP 
maintenance requires presynaptic, but not postsynaptic, firing and associated 
Ca2+ entry at some intervals. This bidirectional modification at inhibitory synapses 
may contribute to the refinement and maintenance of visual responsiveness, and 
regulation of the critical period in visual cortex.

Introduction

Visual experience plays a crucial role in the maturation of visual cortical functions 
during the postnatal critical period (Wiesel 1982; Frégnac and Imbert 1984). It 
is generally assumed that activity-dependent long-term modification of cortical 

Y. Komatsu (*) 
Department of Neuroscience, Research Institute of Environmental Medicine,  
Nagoya University, Nagoya 464-8601, Japan 
e-mail: komatsu@riem.nagoya-u.ac.jp

Chapter 2
Long-Term Modification at Inhibitory Synapses 
in Developing Visual Cortex

Yukio Komatsu and Yumiko Yoshimura 

M.A. Woodin and A. Maffei (eds.), Inhibitory Synaptic Plasticity, 
DOI 10.1007/978-1-4419-6978-1_2, © Springer Science+Business Media, LLC 2011



18 Y. Komatsu and Y. Yoshimura

synapses underlies this developmental process (Stent 1973; Bear et al. 1987; 
Singer 1995; Katz and Shatz 1996; Zhang and Poo 2001). Synaptic plasticity in 
visual cortex was examined using slice preparations and multiple types of long-
term modification were demonstrated at excitatory synapses (Tsumoto 1992; 
Bear and Kirkwood 1993). The level of depolarization produced in postsynaptic 
neurons by conditioning stimulation is a crucial factor in the determination of 
the initiation and direction of plastic changes in both excitatory synaptic trans-
mission (Malinow and Miller 1986; Gustafsson et al. 1987; Artola et al. 1990) 
and the visual responses of cortical neurons (Frégnac et al. 1988; Reiter and 
Stryker 1988). Initially, it was commonly considered that inhibitory synapses 
themselves did not undergo long-term modification physiologically, and that 
their role in synaptic plasticity was to regulate the modification of excitatory 
synaptic strength by modulating the postsynaptic depolarization resulting from 
excitatory inputs.

The visual responsiveness of cortical cells emerges from the spatiotemporal 
integration of excitatory and inhibitory synaptic inputs. Unless these two types of 
connections are properly organized in a balanced manner, visual stimulation may 
fail to produce an adequate level of visual responses, which are selective for stimu-
lus features. This requirement may not be easily fulfilled, if only excitatory syn-
apses are modifiable, suggesting that plastic changes can also occur at inhibitory 
synapses. In fact, our studies using slice preparations demonstrated that inhibitory 
synapses on pyramidal cells are highly modifiable during the critical period, as 
described below.

Involvement of NMDA Receptors in the Determination  
of the Direction of Modification in Synaptic Strength

In most of our experiments studying plasticity at g-aminobutyric acid (GABA)-
mediated inhibitory synapses, inhibitory postsynaptic potentials (IPSPs) or cur-
rents (IPSCs) evoked by stimulation of presynaptic fibers using bipolar metal 
electrodes placed in layer 4 were recorded from layer 5 pyramidal cells in rat 
visual cortical slices under a blockade of excitatory synaptic transmission using 
N-methyl-D-aspartate (NMDA) and non-NMDA receptor antagonists. These 
inhibitory responses evoked by test stimulation are mediated by GABA

A
 recep-

tors. Inhibitory synaptic transmission could undergo long-term potentiation 
(LTP) and depression (LTD) depending on the pharmacological manipulation 
when high-frequency stimulation (HFS) was applied to excitatory and inhibitory 
inputs (Komatsu and Iwakiri 1993). Under the blockade of non-NMDA and 
NMDA receptors, HFS eliciting hyperpolarizing responses in the postsynaptic 
cell induced LTP of IPSPs. When the same HFS was applied while the NMDA 
receptor antagonist 2-amino-5-phosphonovaleric acid (APV) was removed, 
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it elicited hyperpolarizing or small depolarizing responses. After this stimula-
tion, LTP also occurred at inhibitory synapses. However, when GABA

A
 recep-

tors were blocked by bicuculline methiodide together with the removal of APV, 
HFS elicited large depolarizing responses and LTD of IPSPs occurred instead. 
In an experiment conducted in a normal solution without any blockers, analysis 
of unitary IPSCs demonstrated that inhibitory synapses also underwent LTD, 
when HFS elicited large depolarizing responses in recorded cells (Yoshimura 
et al. 2003).

These observations suggest that the direction of change in the strength of inhibi-
tory synapses depends on the level of postsynaptic depolarization during HFS 
(Fig. 2.1). When HFS produces postsynaptic depolarization large enough to activate 
NMDA receptors, it induces inhibitory LTD. On the other hand, when HFS fails to 
produce the depolarization necessary to activate NMDA receptors, it induces inhibi-
tory LTP. Thus, NMDA receptors seem to determine the direction of change in 
inhibitory synaptic strength. This kind of bidirectional modification at GABAergic 
synapses was also demonstrated in neonate CA3 pyramidal neurons and developing 
tadpole tectal neurons (Mclean et al. 1996; Liu et al. 2007).

It is well known that NMDA receptors also play a crucial role in the determina-
tion of the direction of change in excitatory synaptic strength of CA1 pyramidal 
cells (Malenka and Nicoll 1993; Bear and Abraham 1996). The mechanism seems 

Fig. 2.1 Bidirectional modification at inhibitory synapses of pyramidal neurons in developing 
visual cortex
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different between the excitatory and inhibitory synapses. At excitatory synapses, 
both LTP and LTD require NMDA receptor-mediated Ca2+ entry for induction. It is 
considered that a high level of Ca2+ increase results in LTP, while a moderate level 
of Ca2+ increase results in LTD (Malenka and Nicoll 1993; Lisman 1994). Inhibitory 
LTP requires no NMDA receptor activation in the postsynaptic cells.

Induction Mechanism of LTP

The induction mechanism of LTP at visual cortical inhibitory synapses examined 
so far is schematically illustrated in Fig. 2.2. LTP induction requires a postsynaptic 
elevation of Ca2+ like most LTP at excitatory synapses. While Ca2+ entry through 
NMDA receptors is necessary for the induction of inhibitory LTD (Komatsu and 
Iwakiri 1993; Yoshimura et al. 2003), intracellular Ca2+ release is responsible for 
the induction of inhibitory LTP (Komatsu 1996). The induction of LTP was blocked 
by postsynaptic loading of any of the following agents: G-protein inhibitor GDPbS, 
phospholipase C (PLC) inhibitor U73122, inositol trisphosphate (IP

3
) receptor 

blocker heparin, and Ca2+ chelator BAPTA. This suggests that the following post-
synaptic biochemical cascade is involved in LTP induction: activation of G protein 
coupled receptors, activation of PLC, IP

3
 formation and IP

3
 receptor-mediated Ca2+ 

release from the internal Ca2+ store.

Fig. 2.2 Schematic drawing of molecular mechanisms for inhibitory LTP in visual cortical pyra-
midal neurons. Molecules indicated by red and blue colors are involved in the induction and 
maintenance of LTP, respectively
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High-frequency activity of inhibitory synapses may trigger IP
3
 receptor-mediated 

Ca2+ release, leading to LTP. LTP induction requires the activation of GABA
B
 

receptors, which are activated far more effectively by high-frequency than low-
frequency stimulation, but not GABA

A
 receptors (Komatsu 1996). GABA

B
 receptors 

commonly couple to adenylate cyclase via Gi, but not PLC directly. However, it 
was reported that GABA

B
 receptor activation facilitated a

1
 adrenoceptor-mediated 

IP
3
 formation in cerebral cortex (Crawford and Young 1990), suggesting that 

GABA
B
 receptors can potentiate IP

3
 receptor-mediated Ca2+ release via some indi-

rect pathway. Activation of a
1
 adrenoceptors and serotonin 5-HT

2
 receptors, which 

couple to PLC, both facilitated LTP induction (Komatsu 1996). Thus, we consider, 
tentatively, that HFS-induced GABA

B
 receptor activation facilitates a

1
 adrenoceptor- 

and/or 5-HT
2
 receptor-mediated IP

3
 formation and initiates IP

3
 receptor-mediated 

Ca2+ release (Fig. 2.2). However, additional investigation is required to substantiate 
this supposition.

Activity-Dependent Maintenance of LTP

A transient intracellular Ca2+ elevation can initiate long-term modification of 
synaptic strength. In NMDA receptor-dependent LTP at excitatory synapses, it has 
been proposed that a temporary Ca2+ elevation mediated by NMDA receptor acti-
vation produces autophosphorylation of CaM kinase II, converting the enzyme 
into a Ca2+-independent active form, which phosphorylates its substrates persis-
tently (Lisman 1994). This biochemical process may maintain potentiation long-
lastingly without any following neural activity. Inhibitory LTP in visual cortex 
requires neural activity for maintenance, although the necessary frequency of 
activity is low (Komatsu and Yoshimura 2000). Although LTP persisted as long as 
test stimulation was continued at 0.1 Hz, it disappeared often after temporal ces-
sation of test stimulation (30 min) and always after a temporary pharmacological 
blockade of action potentials. When postsynaptic responses were completely 
blocked by GABA receptor antagonists instead of sodium channel blockers, LTP 
persisted, indicating that LTP maintenance requires presynaptic, but not postsyn-
aptic, neural activity.

Multiple types of high-threshold voltage-gated Ca2+ channels located at a pre-
synaptic site are likely involved in maintenance (Komatsu and Yoshimura 2000), as 
shown in Fig. 2.2. Transmitter release at these inhibitory synapses was mediated 
mostly by Q-type Ca2+ channels, and partially by N-type Ca2+ channels. LTP main-
tenance was completely blocked by a temporary pharmacological blockade of 
either P or L-type Ca2+ channels, which are not involved in triggering transmitter 
release at these synapses. In addition, a brief bath application of membrane perme-
able slow Ca2+ chelator EGTA-AM abolished LTP without affecting basal synaptic 
transmission. These results suggest that LTP maintenance requires a slow presyn-
aptic Ca2+ elevation at some intervals, which activates Ca2+-dependent reactions 
different from that mediating transmitter release.
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Expression Site of LTP

The presence of a maintenance mechanism at the presynaptic site may be in favor 
of presynaptic expression of LTP because of simplicity of the mechanism. To test 
this possibility, we analyzed the coefficient of variation (CV) and paired-pulse ratio 
(PPR) of IPSC amplitude (Inagaki et al. 2008). CV decreased in association with 
LTP, consistent with a presynaptic locus of LTP expression (Faber and Korn 1991; 
Manabe et al. 1993). However, PPR remained almost unchanged. These results are 
not inconsistent with the supposition that this inhibitory LTP is expressed, at least 
in part, presynaptically by the recruitment of more release sites. However, we con-
sider that this issue must be examined more rigorously.

Retrograde Signaling During LTP Induction

If LTP is indeed expressed presynaptically as discussed above, some information 
must be sent backwards from the postsynaptic to the presynaptic cells during induc-
tion. We considered that brain-derived neurotrophic factor (BDNF) was a promising 
candidate for mediating the signal, based on the following observations. BDNF is 
expressed in pyramidal neurons but not inhibitory interneurons in sensory cortex, 
while TrkB is expressed in both types of neurons (Cellerino et al. 1996; Rocamora 
et al. 1996; Gorba and Wahle 1999). BDNF can be released from the somatoden-
dritic domain of pyramidal neurons in an activity-dependent manner through intra-
cellular Ca2+ elevation, and IP

3
 receptor-mediated Ca2+ increase can initiate BDNF 

release (Lessmann et al. 2003). It was reported that BDNF immunoreactivity associ-
ated with vesicular-like structures was detected in both cell body and processes of 
layer 5 neurons of rat cortex (Fawcett et al. 1997). Furthermore, it was demonstrated 
using cultured cortical neurons that BDNF released from pyramidal neurons facili-
tated the establishment of GABAergic synaptic terminals to those neurons and 
increased the frequency, but not the amplitude, of miniature IPSCs (Kohara et al. 
2007), which is consistent with the recruitment of new release sites.

Thus, we tested the possibility that BDNF mediates a retrograde signal for LTP 
induction (Inagaki et al. 2008). LTP production was prevented by bath application 
of TrkB-IgG which blocks the action of BDNF on TrkB (Shelton et al. 1995) or 
function-blocking anti-BDNF antibody. In addition, LTP did not occur when HFS 
was applied in the presence of K252a, which is membrane permeable and likely 
inhibits both pre and postsynaptic TrkB receptor tyrosine kinases (Knüsel and Hefti 
1992), whereas LTP did occur when bath application of K252a was started soon 
after HFS. Postsynaptic loading of K252a, which may inhibit postsynaptic but not 
presynaptic TrkB receptors, did not affect LTP production. Thus, it is likely that 
LTP induction requires the activation of TrkB receptors at the presynaptic site by 
BDNF released from postsynaptic cells. In BAPTA-loaded cells, which are inca-
pable of Ca2+-dependent BDNF release, HFS failed to induce LTP and this failure 
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was rescued by bath application of BDNF during HFS. These lines of evidence 
strongly suggest that HFS initiates IP

3
 receptor-mediated Ca2+ release, leading to 

BDNF release from the somatodendritic domain of pyramidal neurons (Fig. 2.2). 
The released BDNF may then activate TrkB at the presynaptic site, leading to the 
enhancement of synaptic strength. In BAPTA-loaded cells, LTP occurred only at 
the synapses activated by HFS applied during bath application of BDNF. Therefore, 
it is likely that HFS has also to activate some process at the presynaptic site, other 
than TrkB activation, in order to induce LTP. This additional process may assure the 
input specificity of this LTP.

BDNF plays a similar role in GABAergic LTP in CA3 pyramidal neurons and 
tadpole optic tectum neurons, although the postsynaptic Ca2+ increase responsible 
for BDNF release may be ascribed to voltage-gated Ca2+ channels and NMDA 
receptors for the former and latter cells, respectively (Gubellini et al. 2005; Liu 
et al. 2007). Thus, it is suggested that BDNF may commonly act as a retrograde 
messenger in LTP at GABAergic synapses during development.

Possible Roles of Inhibitory Synaptic Plasticity  
in the Refinement of Visual Function

It is generally considered that long-term modification at excitatory synapses is 
crucial for activity-dependent refinement of visual responsiveness. There is some 
experimental evidence supporting this hypothesis (Heynen et al. 2003; Yoshimura 
et al. 2008). It is likely that inhibitory plasticity also contributes to the maturation 
of visual function. Inhibitory LTP occurred mostly during development and its 
production is strongly influenced by noradrenaline and serotonin (Komatsu 1994, 
1996), as was the case for visual response plasticity of cortical cells (Kasamatsu 
and Pettigrew 1976; Gu and Singer 1995). The maintenance of visual responsive-
ness shaped through visual experience requires visual inputs for the following time 
period during the critical period, as the maintenance of inhibitory LTP requires 
inputs to potentiated synapses. For example, orientation selectivity is improved to 
a level almost the same as that for adults in the middle of the critical period 
(Frégnac and Imbert 1984) and a following deprivation of light, even for a few days, 
degrades the selectivity (Freeman et al. 1981). These lines of evidence support the 
hypothesis that inhibitory LTP contributes to the experience-dependent refinement 
and maintenance of visual responsiveness during development.

Inhibitory synaptic connections can enhance selective responsiveness established 
by excitatory connections (Sillito 1975; Sompolinsky and Shapley 1997). Repetitive 
visual stimulation, evoking depolarizing responses large enough to activate NMDA 
receptors of a pyramidal cell, can induce LTD at inhibitory synapses on the cell. On 
the contrary, repetitive visual stimulation, evoking postsynaptic responses smaller 
than those necessary to activate NMDA receptors, can induce inhibitory LTP. If 
visual stimulation induces inhibitory LTP in a cortical cell, the stimulation evokes 
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smaller visual responses in the cell thereafter. However, if visual stimulation induces 
inhibitory LTD instead, the stimulation evokes larger visual responses thereafter. 
Thus, small visual responses get smaller, whereas large visual responses get larger, 
leading to the enhancement of response selectivity. Recently, it was demonstrated 
that inhibitory LTP contributed to the decreased visual response in cortical neurons 
following visual deprivation (Maffei et al. 2006).

Interestingly, inhibitory plasticity in tadpole tectal neurons plays a functional 
role, which is in remarkable contrast to that in visual cortex (Tao and Poo 2005; Liu 
et al. 2007). In these cells, inhibitory synapses underwent LTP when visual stimula-
tion produced depolarizing responses large enough to activate postsynaptic NMDA 
receptors, but they underwent LTD when the stimulation failed to produce such 
depolarization. Thus, this modification can adjust the strength of inhibitory syn-
apses in proportion to that of excitatory synapses converging to the same cell. This 
process may contribute to the establishment of overlapped receptive fields for excit-
atory and inhibitory visual inputs and an adequate level of responsiveness to visual 
stimulation.

Inhibitory plasticity may be involved in the regulation of the critical period in 
addition to the modification of visual responsiveness. The start of critical period is 
regulated by the maturation of cortical inhibition (Hensch 2005). Dark rearing from 
birth retards the maturation of inhibitory synaptic transmission (Morales et al. 
2002) and the start of the critical period (Mower 1991). BDNF is required for mor-
phological and functional maturation of neocortical inhibitory neurons (Rutherford 
et al. 1997; Jin et al. 2003; Kohara et al. 2003, 2007; Itami et al. 2007). In mice in 
which BDNF was overexpressed, maturation of cortical inhibition and the start of 
the critical period both proceeded earlier than in normal mice (Huang et al. 1999). 
The production of BDNF is experience dependent, and the expression level is very 
low before eye opening and increases steeply after eye opening in visual cortex 
(Castrén et al. 1992; Schoups et al. 1995; Katoh-Semba et al. 1997; Pollock et al. 
2001). Thus, it is likely that visual inputs increase the amount of BDNF expressed 
in pyramidal neurons and a resulting increase in BDNF release facilitates the matu-
ration of inhibitory synaptic inputs to those neurons. Because BDNF likely medi-
ates a retrograde signal for the induction of LTP at inhibitory synapses, we consider 
that inhibitory LTP can contribute to the regulation of the critical period.
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Abstract The efficacy of synaptic transmission changes depending on the 
neuronal activity in the central nervous system. Such synaptic plasticity underlies 
experience-dependent refinement of information processing in a neuronal network, 
and is regarded as a cellular basis for learning and memory. Compared with excit-
atory synapses, little has been clarified about the regulatory mechanism of plasticity 
at inhibitory synapses. In this chapter, we summarize recent advances in under-
standing the molecular mechanism of inhibitory synaptic plasticity in the cerebellum. 
The GABAergic synapses on a Purkinje neuron undergo long-term potentiation of 
postsynaptic GABA

A
 receptor (GABA

A
R) responsiveness in response to the post-

synaptic depolarization, which is called rebound potentiation (RP). The mechanism 
of RP regulation has been studied at the molecular level using electrophysiological 
experiments combined with molecular biological techniques, fluorescent imaging 
and systems biological computer simulation. We here describe how the induction of 
RP is regulated through complicated interaction of intracellular signaling cascades 
including protein kinases/phosphatases, and how a GABA

A
R binding protein is 

implicated in the establishment and maintenance of inhibitory synaptic plasticity.

Plasticity at Inhibitory Synapses

Information processing in a neuronal network is refined by experience through 
the neuronal activity-dependent synaptic plasticity, which has been regarded as a 
cellular basis for learning and memory (Malenka and Nicoll 1999; Bailey et al. 
2000; Ito 2001; Lisman and Zhabotinsky 2001; Hansel et al. 2001; Kandel 2001). 
Synaptic plasticity has been studied at both excitatory and inhibitory synapses, 
although relatively limited information is available for inhibitory synaptic plasticity. 
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Long-term potentiation (LTP) and depression (LTD) are induced at inhibitory 
synapses in various regions of the central nervous system such as the hippocampus, 
cerebral cortex, cerebellum, deep cerebellar nucleus, brain stem, and lateral superior 
olive (Komatsu 1994, 1996; Kano 1995; Marty and Llano 1995; Nusser et al. 1998; 
Aizenman et al. 1998; Gaiarsa et al. 2002).

In the cerebellum, inhibitory synapses on a Purkinje neuron show four types 
of synaptic plasticity: depolarization-induced suppression of inhibition (DSI), 
depolarization-induced potentiation of inhibition (DPI), rebound potentiation (RP), 
and LTD (Llano et al. 1991; Kano et al. 1992; Duguid and Smart 2004; Mittmann 
and Hausser 2007). They seem to contribute to the refined function of cerebellar 
neuronal network in concert with excitatory synaptic activities and plasticity. All of 
the above synaptic plasticity are triggered by activation of a climbing fiber that 
causes potent depolarization and the resultant increase in intracellular Ca2+ concen-
tration in a Purkinje neuron. DSI and DPI are short-term plasticity accompanied by 
the altered probability of presynaptic GABA release, and each induction is mediated 
by a retrograde messenger molecule released from a postsynaptic Purkinje neuron 
(Llano et al. 1991, Duguid and Smart 2004). RP is expressed as the sustained altera-
tion in properties and/or numbers of postsynaptic GABA

A
R (Kano et al. 1992; 

Kawaguchi and Hirano 2000). Finally LTD is induced when the presynaptic inhibi-
tory interneuron and the climbing fiber are stimulated simultaneously at 1 Hz for 
5 min (Mittmann and Hausser 2007), although the mechanism of LTD induction 
remains unknown. In this chapter, we focus on the regulation of RP as a model of 
postsynaptic plasticity at inhibitory synapses, and summarize recent advances in 
understanding the molecular mechanism.

Regulation of RP

RP is induced by the postsynaptic depolarization such as that caused by repetitive 
activation of a climbing fiber, and lasts for longer than tens of minutes (Kano et al. 
1992). RP is expressed as the increased responsiveness of postsynaptic GABA

A
R, 

and the RP induction depends on the depolarization-induced increase in intracel-
lular Ca2+ concentration (Fig. 3.1). Activation of Ca2+/calmodulin (Ca2+/CaM)-
dependent protein kinase II (CaMKII) downstream of the Ca2+ increase is required 
for the induction of RP (Kano et al. 1996). CaMKII phosphorylates GABA

A
R b and 

g subunits in the cytoplasmic loop between the third and fourth transmembrane 
segments and augments the GABA

A
R responsiveness to GABA (Moss and Smart 

1996; Brandon et al. 2002; Houston and Smart 2006). Thus, the direct phosphoryla-
tion of GABA

A
R by CaMKII might be involved in RP.

RP induction is regulated by an intriguing mechanism. Presynaptic activation 
of an inhibitory interneuron coupled with the postsynaptic depolarization sup-
presses the RP induction (Kawaguchi and Hirano 2000) (Fig. 3.1). This suppres-
sive effect of presynaptic activation on the RP induction is mediated by activation 
of postsynaptic GABA

B
 receptor (GABA

B
R). Signaling pathways underlying the 
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GABA
B
R-mediated suppression of RP have been clarified (Kawaguchi and 

Hirano 2000, 2002), as explained in detail in the following section.
The negative regulation of the induction of synaptic plasticity by presynaptic 

activity is unique, as most forms of synaptic plasticity reported to date are posi-
tively regulated by presynaptic activity. RP is induced not by homosynaptic activa-
tion but by the heterosynaptic excitatory inputs such as those from a climbing fiber 
(Kano et al. 1992). Taking it into consideration that repetitive activation of a 
climbing fiber causes the large Ca2+ increase in wide dendritic regions in a Purkinje 
neuron, the transmission efficacy at most of inhibitory synapses on the Purkinje 
neuron would be augmented at the same time without synapse-specificity. On the 
other hand, the suppressive effect of GABA

B
R activation on the RP induction is 

confined to the synapses where postsynaptic GABA
B
R is activated (Kawaguchi 

and Hirano 2000). Thus, the RP suppression by presynaptic activity would enable 
synapse-specific regulation of RP.

Fig. 3.1 Signaling cascades regulating the induction of RP. Depolarization caused by synaptic 
inputs from a climbing fiber causes large Ca2+ influx through voltage-gated Ca2+ channel. Ca2+/
CaM activates CaMKII which phosphorylates GABA

A
R and also leads to the sustained conforma-

tion change of GABARAP, which would augment the function of individual GABA
A
R though 

association with GABA
A
R g2 subunit and with microtubule. GABA

B
R activation decreases the 

PKA activity through inhibition of adenylyl cyclase, and releases PP-1 from the inhibition by 
phospho-DARPP-32 in cooperation with calcineurin activated by the increase in intracellular Ca2+. 
As a result, the CaMKII activity is inhibited by PP-1, and the RP induction is suppressed. Ca2+/
CaM-dependent PDE1 indirectly suppresses the CaMKII activity in a feed-forward manner 
through the hydrolysis of cAMP and the resultant reduction of PKA activity. A cell adhesion 
molecule integrin a3b1 negatively regulates the induction of RP through Src-family protein 
tyrosine kinase
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In addition to neuronal activity, a signal arising from a cell-adhesion molecule 
is also implicated in the regulation of RP (Kawaguchi and Hirano 2006). When 
activity of integrin, a kind of cell-adhesion molecule working as a receptor for 
extracellular matrix proteins, is facilitated, the RP induction is impaired, as it is 
abolished by a function blocking antibody against integrin a3 subunit or that 
against b1 subunit. These results suggest that the activity of integrin a3b1 heterodi-
mer negatively regulates the induction of RP (Fig. 3.1). Integrin a3b1 seems to 
suppress RP through Src-family protein tyrosine kinase, although the detailed mecha-
nism remains unclarified. Thus, the transmission efficacy of inhibitory synapses on 
a Purkinje neuron is elaborately regulated by neuronal activity and cell-extracellular 
matrix interactions.

Molecular Network that Controls the Induction  
and Suppression of RP

Regulation of protein kinases and phosphatases plays a critical role in the switching 
between the induction and the suppression of RP in response to different combina-
tions of pre- and postsynaptic activation (Kawaguchi and Hirano 2002). In addition 
to CaMKII, the activity of cAMP-dependent protein kinase (PKA) is required for the 
induction of RP (Fig. 3.1). PKA contributes to the RP induction through gating the 
CaMKII activation by modulating the activity of counteracting protein phosphatase 1 
(PP-1). When activated by Ca2+/CaM, CaMKII autophosphorylates Thr286 residue, 
which turns the CaMKII into a Ca2+-independent active form (Miller and Kennedy 
1986; Giese et al. 1998). The phospho-Thr286 of CaMKII is dephosphorylated by 
PP-1. Further, PP-1 dephosphorylates proteins phosphorylated by CaMKII. Thus, the 
effective CaMKII activity needs adequate suppression of the PP-1 activity. PKA 
phosphorylates DARPP-32 (dopamine and cAMP-regulated phospho-protein 32 kDa), 
and the phosphorylated DARPP-32 negatively regulates the PP-1 activity through 
direct binding (Hemmings et al. 1984). Therefore, PKA supports the CaMKII activity 
by suppressing the PP-1 activity through phosphorylation of DARPP-32. On the other 
hand, the phosphorylated DARPP-32 is dephosphorylated by calcineurin (also called 
PP2B), which is activated by Ca2+ and calmodulin.

GABA
B
R reduces the intracellular concentration of cAMP through inhibition 

of adenylyl cyclase via Gi/o-type trimeric G protein, decreasing PKA activity 
(Fig. 3.1). The basal level of cAMP is likely to be maintained by the activity of 
receptors coupled to Gs including metabotropic glutamate receptor mGluR1 
(Sugiyama et al. 2008). The suppression of RP induction by GABA

B
R depends on 

the activities of calcineurin, DARPP-32, and PP-1 (Kawaguchi and Hirano 2002). 
It is explained that when the PKA activity is reduced together with the calcineurin 
activation in response to coincident depolarization and GABA

B
R activation, 

DARPP-32 is effectively dephosphorylated, resulting in PP-1 release from inhibi-
tion by phospho-DARPP-32. As a result, CaMKII activity is inhibited by augmented 
PP-1 activity, impairing the RP induction (Fig. 3.1).
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Systems Biological Study on Signaling Cascades Regulating RP

The overall framework of RP regulation shown in Fig. 3.1 was presumed by com-
bining pieces of electrophysiological experimental data. Therefore, it is unclear 
whether the signaling cascades actually operate as supposed during the induction 
or suppression of RP. To address this issue, a kinetic simulation model of the signal-
ing cascades regulating RP induction was recently constructed. Each biochemical 
reaction was expressed with a differential equation, and the behavior of the molecu-
lar network was systematically analyzed by numerically solving the differential 
equations (Kitagawa et al. 2009). Systems biological modeling of molecular net-
works is useful for quantitative understanding of the complicated and supra-linear 
cellular behaviors such as oscillation, hysteresis, adaptation, bistability, etc (Bhalla 
and Iyengar 1999; Brandman and Meyer 2008).

Simulation of the model reproduces the RP induction or suppression as the sus-
tained CaMKII activation or its suppression in response to the conditioning tran-
sient Ca2+ increase alone or coupled with GABA

B
R activation, respectively. Thus, 

the scheme of signaling cascades mediating the induction or suppression of RP is 
confirmed. The sustained CaMKII activation in response to the transient Ca2+ 
increase seems to be a basis of long-lasting maintenance of RP. The function of 
GABA

A
R composed of a1, b2, and g2 subunits is positively regulated by CaMKII-

mediated phosphorylation (Houston et al. 2008). Thus, the sustained phosphorylation 
of GABA

A
R by long-term CaMKII activation might play a role in the expression 

and maintenance of RP, together with a kind of GABA
A
R-binding protein, as 

described in the next section.
In addition to the confirmation of switching mechanism of RP, the model 

analyses provide two insights on the molecular mechanism of RP regulation 
(Kitagawa et al. 2009). One is that the sustained CaMKII activation upon the 
transient Ca2+ increase is robustly brought about by the synergistic actions of two 
positive feedback pathways: the CaMKII autophosphorylation at Thr286 and the 
inhibition of PDE1 (a type of Ca2+/CaM-dependent phosphodiesterase) by CaMKII 
phosphorylation (Fig. 3.1). As noted above, CaMKII autophosphorylation at 
Thr286 renders the enzyme Ca2+/CaM-independently active. Phosphorylation of 
PDE1 by CaMKII decreases the affinity of PDE1 for Ca2+/CaM (Hashimoto et al. 
1989). The decreased affinity of PDE1 for Ca2+/CaM slows down the hydrolysis 
of cAMP, resulting in augmentation of the PKA activity. As a result, phosphoryla-
tion level of DARPP-32 is increased, facilitating inhibition of PP-1. Thus, CaMKII 
facilitates its own activity through two positive feedback pathways, autophospho-
rylation and indirect down-regulation of the counteracting PP-1 activity through 
PDE1 inhibition. The simulation shows that weakening either the CaMKII auto-
phosphorylation or the PDE1 inhibition by CaMKII impairs the sustained CaMKII 
activation.

The other new information provided by analyses on the model is about a mecha-
nism to control the Ca2+ threshold for RP induction (Kitagawa et al. 2009). The 
molecular network regulating RP contains two feed-forward inhibitory pathways to 
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the CaMKII activity (Fig. 3.1): one is a pathway through calcineurin, and the 
other is a pathway through PDE1. Both calcineurin and PDE1 are activated by 
Ca2+/CaM, and release PP-1 from inhibition by phospho-DARPP-32, suppressing 
the CaMKII activity. Thus, these pathways are likely involved in the control of 
the Ca2+ threshold for RP induction. Model simulation shows that the Ca2+ thresh-
old for RP induction is markedly lowered by the decrease in PDE1 activity, but 
not in calcineurin activity (Fig. 3.2), suggesting that the Ca2+ threshold for RP 
induction is predominantly regulated by the feed-forward pathway through 
PDE1. This prediction was examined by electrophysiological experiments on 
cultured Purkinje neurons (Kitagawa et al. 2009). In the presence of inhibitors for 
PDE1, but not for calcineurin, RP is successfully induced by a weaker conditioning 
depolarization which causes less Ca2+ increase, validating the model prediction 
(Fig. 3.2). Thus, combined application of model simulation and electrophysiolo-
gical experiments revealed that PDE1 predominantly determines the Ca2+ threshold 
for RP induction.

Fig. 3.2 Model prediction (a–c) and experimental validation (d–f) of a critical role of PDE1 in 
regulation of the Ca2+ threshold for RP induction. (a, b) Time courses of the simulated active 
CaMKII amount with (b) or without (a) 80% reduction of PDE1 in response to the transient Ca2+ 
increase (10 s) with various amplitudes. (c) Relation of the amplitude of transient Ca2+ increase 
and the CaMKII activity at 30 min without or with 80% reduction of PDE1 or calcineurin. (d, e), 
Representative current traces and time courses of amplitudes of GABA responses before and after 
the conditioning stimulation consisting of different durations of depolarization pulses in the 
absence (d) or presence (e) of a PDE1 inhibitor 8-MM-IBMX. Scale bars indicate 1 s and 200 pA. 
(f) Summary of electrophysiological data showing relation between the strength of conditioning 
stimulation (duration of depolarization pulses) and the amplitude of potentiation at 30 min. FK506 
is an inhibitor of calcineurin. Modified from Kitagawa et al. 2009
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Critical Role of GABARAP in the RP Expression  
and Maintenance

A critical role of a GABA
A
R-binding protein in the establishment of RP downstream 

of the CaMKII activation has been clarified (Kawaguchi and Hirano 2007). A key 
molecule is GABA

A
R-associated protein (GABARAP), which has binding sites for 

GABA
A
R g subunit and for tubulin, a constituent of cytoskeletal microtubule (Wang 

et al. 1999) (Fig. 3.1). When association of GABARAP and GABA
A
R g2 subunit is 

inhibited by a peptide corresponding to an intracellular region of g2 subunit, the RP 
induction is impaired. Importantly, application of the peptide even after the establish-
ment of RP attenuates the once potentiated GABA

A
R response, suggesting that inter-

action of GABARAP and g2 subunit is required not only for the induction of RP but 
also for maintenance. In addition, the association of GABARAP with tubulin is 
required for RP. Either overexpression of GABARAP lacking the region binding to 
tubulin or pharmacological destruction of microtubule impairs the RP induction. 
Thus, the interaction of GABA

A
R-GABARAP-microtubule is critical for RP.

Fluorescence resonance energy transfer (FRET) imaging showed that GABARAP 
undergoes the sustained structural change in response to depolarization of a 
Purkinje neuron. This long-lasting conformational change of GABARAP depends 
on the activity of CaMKII. Further, the single amino acid replacement of 
GABARAP V33E, which impairs the structural change of GABARAP, suppresses 
the RP induction (Kawaguchi and Hirano 2007). These results suggest that 
CaMKII-mediated sustained structural change of GABARAP is essential for RP.

GABARAP plays a role in intracellular trafficking and targeting of GABA
A
R 

toward the plasma membrane through association with g2 subunit (Kneussel et al. 
2000; Kittler et al. 2001; Moss and Smart 2001; Kneussel 2002; Nymann-Andersen 
et al. 2002; Leil et al. 2004; Luscher and Keller 2004; Chen and Olsen 2007; 
Kanematsu et al. 2007). Therefore, CaMKII-mediated structural change of 
GABARAP might play a role in RP through facilitating transportation of GABA

A
R 

to the cell surface. In a hippocampal neuron, inhibitory synaptic potentiation is 
caused by activation of NMDA-type of glutamate receptors through GABARAP-
dependent exocytosis of GABA

A
R (Marsden et al. 2007). Another possible role of 

GABARAP in RP is to enhance the GABA
A
R function. GABARAP alters the prop-

erties of GABA
A
R such as single channel conductance through associating with g2 

subunit (Everitt et al. 2004; Luu et al. 2006). Thus, the depolarization-induced 
conformational change of GABARAP might facilitate the function of individual 
GABA

A
R through alteration of single channel conductance or open time. Further 

study is necessary to determine which mechanism works to establish RP.

Conclusion

In this chapter we have described the regulation mechanism of RP, a type of post-
synaptic plasticity at GABAergic synapses on a cerebellar Purkinje neuron. 
Induction of RP is exquisitely regulated by the neuronal activity through complicated 
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interactions of protein kinases and phosphatases, and their activity balance is 
controlled by Ca2+-activated PDE1, GABA

B
R etc. Long lasting activation of 

CaMKII and sustained alteration of GABA
A
R-GABARAP-microtubule interaction 

might cooperatively establish and maintain the potentiation of GABA
A
R respon-

siveness in RP.
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Abstract The mammalian auditory system serves many functions for an  organism 
throughout its life, including the spatial localization of sound sources and the 
recognition of behaviorally-relevant sounds. The neural circuitry underlying these 
various functions are not all fully elucidated, but likely involve key contributions 
from both subcortical as well as cortical auditory areas. While the focus has often 
been on the role of neural excitation within these areas, there is increasing recogni-
tion that neural inhibition and its plasticity can be just as important in shaping the 
function of auditory circuits.

The purpose of this chapter is to use a few of the known examples of how inhi-
bition and inhibitory plasticity subserve the functional processing of sounds to 
illustrate both the advances that have been made in terms of understanding mecha-
nisms as well as the open questions remaining. The first example deals with sound 
localization and the brainstem circuitry that decodes binaural spatial cues. This 
provides one of the most detailed auditory examples of the function of inhibitory 
synaptic input, how inhibitory circuitry is modified by activity during develop-
ment, and what potential cellular mechanisms are critical for this plasticity. The 
other two examples focus on the neural coding and plasticity of behaviorally 
relevant sounds at the cortical level. One centers on how inhibition shapes the 
selectivity of individual neurons for frequency modulated sounds during develop-
ment, and the other on its hypothesized role in the population representation of a 
communication call in adults. While the cellular mechanisms underlying inhibi-
tory plasticity are less clear in these latter cases, taken all together these examples 
demonstrate the importance and pervasiveness of inhibition in the functional 
processing of sounds.
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Inhibitory Plasticity Refines Brainstem Sound  
Localization Circuits

The localization of sounds depends on a variety of acoustic cues from a sound 
source. Monaural spectral cues arise based on how the outer ear differentially filters 
sound frequencies from sources at different spatial locations (Rice et al. 1992; 
Fuzessery 1996). Binaural cues arise due to differences in the same sound detected 
by the two ears. Because the head casts an acoustic shadow for sounds arising from 
one side to the other, interaural level differences (ILD) in the sound amplitude are 
created at the two ears. The delay for sounds to travel across the head also produces 
an interaural timing difference (ITD) cue. For lateralized sources, the relative 
importance of these two cues for a given animal depends on the wavelength of the 
sound compared to its head size. A large head presents a greater obstacle to the 
propagation of high frequency (small wavelength) rather than low frequency 
sounds, making ILD particularly effective for the former. For example, in humans, 
frequencies above a few kilohertz (kHz) can generate an ILD as high as 15 dB, 
whereas low frequencies <2 kHz (>17 cm wavelength) may only produce a maxi-
mum ILD of 5 dB (Wightman and Kistler 1993). At these lower frequencies, ITD 
is a more effective cue, provided acoustic delays can be faithfully represented in the 
neural activity arising from the two ears.

The neural activity induced by sounds originates in the inner ear with the mecha-
notransduction of frequency-specific basilar membrane deflections by inner hair 
cells arrayed along the organ of Corti (Geisler 1998). Primary auditory nerve fibers 
(ANF) innervating these hair cells project to the ipsilateral cochlear nucleus; their 
axons bifurcate to form synapses in its three tonotopically organized divisions, the 
dorsal, anteroventral (AVCN) and posteroventral cochlear nuclei. For low frequency 
sounds below a few kHz (Joris et al. 1994), ANFs fire in a phase-locked manner 
with precise timing (Rose et al. 1967), thereby preserving potential information 
about acoustic delays between the ears. For higher frequency sounds, phase-locking 
to each cycle breaks down, but the rate of ANF spiking at the onset and through a 
sound’s duration can nevertheless encode the sound level at that ear (Yates et al. 
1985). Many cochelar nucleus neurons preserve these ANF firing patterns 
(Blackburn and Sachs 1989), relaying the neural activity to higher auditory centers 
in the brainstem.

This spike timing and rate information from the two ears are first combined at 
the level of the superior olive. The lateral superior olive (LSO) is believed to mainly 
decode ILD cues (Tollin and Yin 2002a), while the medial superior olive is sensi-
tive to small ITDs (Yin and Chan 1990). Neurons in both areas are organized along 
a tonotopic axis (Kandler et al. 2009). For the LSO, frequency-appropriate gluta-
matergic excitatory inputs mainly arise from spherical bushy cells in the ipsilateral 
AVCN (Cant and Casseday 1986), while (predominantly) glycinergic inhibitory 
inputs come from the ipsilateral medial nucleus of the trapezoid body (MNTB), 
whose neurons are excited by globular bushy cells of the contralateral AVCN 
(Smith et al. 1991). Hence, LSO neurons receive ipsilateral excitation and contralateral 



414 Inhibitory Plasticity and Auditory Function

inhibition. On the other hand, MSO neurons receive binaural glutamatergic excit-
atory and glycinergic inhibitory inputs (Grothe 2003): excitation arrives via spheri-
cal bushy cell projections from both AVCNs (Cant and Casseday 1986), while 
inhibition comes most strongly from the contralaterally-driven MNTB, as well as 
the ipsilaterally-driven lateral nucleus of the trapezoid body (LNTB), both located 
ipsilateral to the MSO. For both sound localization nuclei then, the trapezoid body 
provides an important source of feed-forward inhibition.

These inhibitory inputs play a critical role in forming the sensitivity of LSO and 
MSO neurons to their respective cues. Focusing first on the LSO, in vivo electro-
physiological experiments in adult cats using virtual sound stimuli presented 
through earphones proved that contralateral inhibition shapes spatial receptive 
fields (SRF) (Tollin and Yin 2002b). Simulating the binaural acoustic cues arising 
from sound sources at different azimuths, spike rate responses were generally tuned 
for ipsilateral locations, and inhibited below the spontaneous level for contralateral 
locations. However, if the contralateral earphone was silenced so that the LSO only 
received ipsilateral (excitatory) inputs, firing rates increased and spatial tuning 
shifted toward the midline. Additional controls made possible by the virtual sound 
paradigm showed that these SRFs were indeed based primarily on ILD cues for 
sounds with frequencies near the LSO neuron’s characteristic frequency (Tollin and 
Yin 2002a).

To construct the SRF, the excitatory and inhibitory inputs to an LSO neuron 
need to be frequency-matched. Indeed, the characteristic frequencies of excita-
tion and inhibition (obtained through a two-tone stimulation paradigm, see later) 
are nearly perfectly correlated in adult Mongolian gerbils (Sanes and Rubel 
1988). Just after hearing onset (which occurs ~postnatal day P12) though, the 
correlation is much lower and tuning bandwidths of each are much larger (Sanes 
and Rubel 1988). Evidence now points to a two-step process of functional synap-
tic silencing and structural pruning in the inhibitory pathway to produce the fre-
quency alignment along the tonotopic axis observed in the adult LSO (Kandler 
et al. 2009).

Just after birth, individual MNTB axons (in Mongolian gerbils) are already 
innervating the LSO in a coarse tonotopic fashion, and during the first two weeks 
of life (before hearing onset), their axonal arborization continues to grow (Sanes 
and Siverls 1991). Over the same period, the dendritic tree of a LSO neuron is quite 
broad and may actually be growing, although there is substantial variability from 
neuron to neuron (Sanes et al. 1992a; Rietzel and Friauf 1998). Surprisingly 
though, glutamate uncaging across an array of MNTB cells while whole-cell 
recording from a rat LSO neuron demonstrated a progressive decline over the first 
postnatal week in the size of the tonotopic MNTB region providing synaptic input 
(Kim and Kandler 2003). Moreover, the ~75% reduction in the width of functional 
inputs was accompanied by a 12-fold increase in the conductance evoked by the 
remaining MNTB inputs, suggesting enhanced specificity for tonotopically-appropriate 
projections. Hence, despite little evidence for structural pruning prior to hearing 
onset, functional silencing of synapses from tonotopically-inappropriate MNTB 
neurons occurs very early in development.



42 R.C. Liu

Just after hearing onset, structural plasticity of the inhibitory input becomes 
evident. MNTB axonal arborizations become more refined as the spread in the 
width of the bouton distribution and the number of boutons both decrease by ~35% 
between P12-13 and P18-25 (Sanes and Siverls 1991). Concomitantly, LSO den-
dritic fields along the tonotopic dimension decrease, as do the number of branches 
and endpoints (Sanes et al. 1992a; Rietzel and Friauf 1998). Auditory experience 
(or at least spontaneous activity from auditory afferents) is likely needed for this 
structural refinement since contralateral cochlear removal at P7, which leads to 
degeneration of the inputs to MNTB neurons and decreased drive to LSO neurons, 
impedes the pruning process and can even cause hypertrophic LSO dendritic 
branching (Sanes et al. 1992b; Sanes and Takacs 1993).

What cellular mechanisms are hypothesized to underlie the refinement of this 
inhibitory circuitry? Several developmental changes in the nature of the MNTB-
LSO inhibition likely play a role. First, immature MNTB cells actually release 
GABA in addition to glycine, and neurotransmission gradually shifts from the for-
mer to the latter over the first 2 weeks (Kotak et al. 1998). During the first postnatal 
week, both are depolarizing and can elicit action potentials in the LSO (Kandler 
and Friauf 1995; Kotak et al. 1998; Kullmann and Kandler 2001). Both can increase 
calcium levels postsynaptically at this age, but they decrease calcium levels after 
hearing onset (Kullmann et al. 2002). During the early window, calcium responses 
can be spatially restricted if generated by subthreshold synaptic activity (Kullmann 
and Kandler 2008). This could drive synapse-specific strength modifications 
through a variety of calcium-dependent mechanisms (Luscher and Keller 2004), 
including retrograde GABA

B
 signaling (Magnusson et al. 2008) or GABA-mediated 

long-term synaptic depression (Kotak and Sanes 2000; Kotak et al. 2001; Chang 
et al. 2003). Second, there is evidence that during the first postnatal week, gluta-
mate is also released at the MNTB synaptic terminals and can act on NMDA recep-
tors (Gillespie et al. 2005). These receptors are no longer blocked by magnesium 
due to the depolarizing action of GABA, and they can induce long term synaptic 
plasticity even at inhibitory synapses (Gaiarsa et al. 2002). While these mecha-
nisms all act before hearing onset, driven presumably by spontaneous activity 
(Walsh and McGee 1988; Chang et al. 2003), why structural plasticity is delayed 
until after hearing onset and which mechanisms are essential for it are not yet fully 
understood (Kandler et al. 2009).

The importance of inhibition and inhibitory plasticity is also becoming apparent 
for MSO circuitry, although less is known here than in the LSO case. Inhibitory 
projections to MSO were identified long ago (Cant and Hyson 1992; Kuwabara and 
Zook 1992), but their function was not initially understood. The prevailing model 
at the time for decoding ITD was based on Jeffress’s theory of an array of coinci-
dence detector neurons responding maximally to different ITDs by combining 
excitation arriving via delay lines from the two ears (Jeffress 1948). Evidence for 
this was found in the nucleus laminaris of birds (Carr and Konishi 1988; Overholt 
et al. 1992), and the MSO of awake rabbits (Batra et al. 1997), but the model did 
not always fit for mammals (Grothe 2003; McAlpine and Grothe 2003).  
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In Mongolian gerbils, which specialize in low-frequency hearing, ITDs eliciting the 
highest spike rates (best ITD) were outside of the physiologically relevant range 
(±120 ms) expected for the its head size (Brand et al. 2002). Instead, the slopes of 
the ITD functions generally fell across this range, leading to the hypothesis that 
ITD in low-frequency hearing mammals is encoded by the relative firing of a popu-
lation of MSO neurons rather than a labeled line from individual tuned detectors 
(McAlpine and Grothe 2003). A now classic in vivo experiment in adult Mongolian 
gerbils revealed that inhibitory inputs are essential in shaping this ITD tuning 
(Brand et al. 2002). Iontophoretically applying the glycine antagonist strychnine 
during extracellular electrophysiology demonstrated that inhibition positions the 
slope of the ITD tuning curve within the physiologically relevant range and the 
peak on the contralaterally leading side. Without it, best ITDs are shifted toward 
zero, with the same firing rate ambiguously corresponding to different ITDs within 
the physiologically relevant range. Modeling suggested that these results could be 
explained by a strong contralateral inhibition arriving just before contralateral exci-
tation, which would effectively suppress ipsilateral excitation from sounds originat-
ing ipsilaterally and produce ITD tuning peaked for contralaterally leading sounds 
(Brand et al. 2002). This fits with the observed timing of excitation and inhibition 
in the bat MSO (Grothe et al. 1997), and the greater strength of contralateral com-
pared to ipsilateral inhibition (Grothe and Sanes 1993; Grothe and Park 1998).

What mechanisms enable this strong, rapid inhibition? First, MNTB neurons 
receive synaptic input from AVCN globular bushy neurons via a single calyx of 
Held synaptic terminal that wraps around the cell body (Satzler et al. 2002). This is 
thought to be one of the most secure synapses in the mammalian nervous system, 
and it activates the MNTB quickly and with high temporal precision (Smith et al. 
1998). Second, in adult animals that specialize in low-frequency hearing (e.g. 
Mongolian gerbil), the MNTB inhibitory input onto an MSO neuron is heavily 
concentrated on the soma, probably allowing for faster kinetics of inhibition 
(Kapfer et al. 2002). Importantly, this localized distribution appears to be a result 
of experience-dependent refinement. The distribution of glycinergic inputs is ini-
tially diffuse across an MSO neuron’s soma and dendrites before hearing onset 
(P10). Removing the cochlea at P7 and thus “monauralizing” the input leaves the 
distribution in this juvenile state (Kapfer et al. 2002). Moreover, raising intact ani-
mals in omnidirectional white noise, which is thought to diminish sound localiza-
tion cues (Withington-Wray et al. 1990), still leaves significantly more glycinergic 
inputs on distal dendrites than in normal adults (Kapfer et al. 2002), and produces 
ITD tuning curves (measured downstream of MSO) more consistent with juveniles 
(Seidl and Grothe 2005). Finally, this latter manipulation also impedes the normal, 
post-hearing-onset pruning of the MNTB axonal projections onto MSO neurons 
(Werthat et al. 2008). These studies all indicate that inhibitory MNTB projection 
neurons, which send axon collaterals to both LSO and MSO (Banks and Smith 
1992), undergo substantial plasticity in their functional as well as anatomical con-
nections during development. However, whether the same cellular mechanisms for 
refinement of LSO synapses also apply to the MSO remain to be investigated.
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Development of Inhibitory Sidebands Tunes Cortical  
Selectivity for FM Sweeps

Besides the spatial localization of sound sources, a second critical function of the 
auditory system deals with the processing of behaviorally relevant sounds such as 
communication calls. Individual neurons in the mammalian auditory system can 
be selective to acoustic features within natural calls, but populations of neurons 
are believed necessary to represent each call fully (Wang 2000). One such feature 
occurring in the calls of many species, including humans, is the frequency-modulated 
(FM) sweep (Lindblom and Studdert-Kennedy 1967; Pola and Snowdon 1975; 
Kanwal et al. 1994; Liu et al. 2006; Razak and Fuzessery 2006). Its behavioral 
relevance is demonstrated by the fact that it can be used to discriminate different 
phonemes in human speech (Lindblom and Studdert-Kennedy 1967). In con-
structing a neuron’s selectivity for FM features like sweep direction and rate, it is 
now known that at the level of the auditory cortex, inhibition plays a major role 
(Zhang et al. 2003; Razak and Fuzessery 2006) and is subject to experience-
dependent plasticity during development (Razak and Fuzessery 2007; Razak 
et al. 2008).

The function and development of inhibition for FM selectivity was recently 
detailed in a series of studies on the anesthetized pallid bat. This species uses down-
ward ultrasonic FM sweeps (e.g. 60–30 kHz) for echolocation, and the majority of 
high frequency cortical neurons are selectively excited by these calls and tuned 
around behaviorally-relevant values of the sweep direction and rate (Razak and 
Fuzessery 2002, 2006). The excitatory frequency tuning curves of such cortical 
neurons are usually flanked by inhibitory sidebands (Suga 1965). These sidebands 
are detected by a two-tone paradigm wherein a short “probe” tone guaranteed to 
excite the neuron (usually presented ~10–20 dB above the neuron’s threshold at its 
characteristic frequency) is paired with a second tone that varies in frequency and 
relative timing. If the probe response is suppressed to some criterion level, then the 
frequency and timing of the second tone fall within the inhibitory sideband. In adult 
bats, these sidebands are asymmetric, with low frequency inhibition (LFI) having a 
broader bandwidth and earlier arrival time than high frequency inhibition (HFI) 
(Razak and Fuzessery 2006). This structure can explain both the FM rate and direc-
tion selectivity of cortical neurons. Intuitively, in order to selectively respond to a 
particular rate of downward FM (e.g. ranging from 60 to 30 kHz within 10 ms for 
a 3 kHz/ms sweep rate), the inhibitory input triggered when the initial high frequen-
cies in that sweep enter the HFI sideband should not suppress the corresponding 
excitatory input. Hence, the frequency width of the high frequency edge of the HFI 
compared to the high frequency edge of the excitatory tuning curve, divided by the 
arrival time of the inhibitory input relative to the excitatory input, can be used to 
predict a neuron’s cutoff rate for responding, and generally agrees quite well with 
observed cutoffs (Razak and Fuzessery 2006). Similarly, to achieve selectivity for 
downward rather than upward FM, the LFI should arrive before excitation for 
upward sweeps for a wide range of rates. This requires both a broadly tuned and 
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early inhibitory input, which has been found to correctly predict the direction selectivity 
index (Zhang et al. 2003) of cortical neurons (Razak and Fuzessery 2006).

Developmentally, adult FM rate selectivity and the corresponding structure of 
HFI are already in place in 2 week old bats, at the time when they are just beginning 
to hear the frequencies present in echolocation calls (Razak and Fuzessery 2007). 
However, FM direction selectivity and LFI properties change slowly over time, and 
begin approaching adult parameters only by around 12 weeks of age (Razak and 
Fuzessery 2007), a time point just beyond when the pups are weaned and are using 
the calls to navigate (Brown 1976). Both types of FM selectivity require some 
experience in order to reach the adult condition. This was discovered by paralyzing 
the laryngeal muscles of pups younger than 2 weeks old to alter the subsequent 
production of echolocation vocalizations; calls were significantly lower in the highest 
achievable frequency and slower in sweep rate (Razak et al. 2008). While FM rate 
selectivity was present at P30 and P90 in these experimental (EXP) animals, as in 
intact isolation-reared (CTRL) and normal (NORM) animals, the percentage of 
neurons showing rate selectivity was significantly lower in the former, suggesting 
that experience helps maintain rate selectivity in the cortex (Razak et al. 2008). 
This corresponded to a larger percentage of neurons that did not show HFI. On the 
other hand, experience appears to be necessary for both the development and main-
tenance of direction selectivity since EXP animals started out with similarly poor 
direction selectivity as CTRL and NORM animals at P30, but actually got worse by 
P90 (Razak et al. 2008). This corresponded to significantly less LFI, as well as later 
LFI arrival times in P90 EXP animals. Taken together, these studies demonstrate a 
role for experience-dependent plasticity in inhibitory circuitry to shape the selectiv-
ity for vocalization features in individual cortical neurons. The cellular mechanisms 
by which this occurs, however, remain to be discovered.

Inhibitory Plasticity in the Population Representation  
of a Communication Call

In addition to affecting the selectivity of individual neurons to features of natural 
vocalizations, inhibitory mechanisms may also be relevant for representing com-
munication sounds at the neural population level. This possibility was recently 
revealed in a study looking at how the auditory cortical representation of a specific 
call changed as this call became behaviorally relevant to mice (Galindo-Leon et al. 
2009). The vocalization is the ultrasonic isolation call (~65 kHz) of mouse pups 
(Liu et al. 2003), which elicits a directed search and retrieval behavior in mothers 
(Sewell 1970; Smith 1976; Haack et al. 1983). On the other hand, virgin females 
without pup exposure do not recognize the calls as behaviorally relevant, and do not 
preferentially approach them over a neutral ultrasound (Ehret et al. 1987). This has 
opened the possibility to explore how the adult auditory system may undergo plas-
ticity in natural communication contexts (Miranda and Liu 2009). Indeed, a series 
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of studies in the anesthetized mouse demonstrated that multiunit auditory cortical 
activity of mothers compared to virgins is better adapted to detect and discriminate 
individual pup calls (Liu and Schreiner 2007) as well as to follow trains of ultra-
sonic pup calls (Liu et al. 2006).

The development of an awake, head-restrained auditory cortex electrophysiology 
preparation in the mouse has now extended those studies and demonstrated some 
surprising results. First, whereas the anesthetized multiunit studies emphasized 
excitatory neural responses, (Galindo-Leon et al. 2009) found that around half the 
single units (SU) which responded to calls did so in a purely inhibitory manner, in 
both mothers and virgins. Second, features of this inhibition were found to be mark-
edly changed in mothers: the duration of call-inhibited SUs was longer, its onset 
slightly earlier, and the consistency and depth of its spiking suppression greater 
(Fig. 4.1a). These are consistent with the idea that inhibition itself is stronger in 
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mothers. Interestingly, this difference appeared not only in the spiking activity, but 
also in the collective subthreshold activity of neurons. Local field potentials (LFP) 
recorded around inhibited SUs showed significant differences between virgins and 
mothers as well, primarily in the trial-by-trial variability of the LFP shape. Although 
the LFP is often thought to be a coarse neural population measure (Logothetis 2003), 
it can be strongly correlated with the membrane activity of individual neurons 
(Poulet and Petersen 2008), presumably because of synchronized membrane activity 
across a neural population (DeWeese and Zador 2006). The fact that the two animal 
groups also differed in LFP variability around inhibited SUs then suggests that a 
network-level plasticity involving inhibition.

Finally, this inhibitory plasticity was not found to be equally robust across the 
auditory cortex. The strongest changes between virgins and mothers were actually 
at neural sites tuned to frequencies below that of the pup calls. Assuming that the 
SUs recorded by fairly high impedance tungsten electrodes are primarily pyrami-
dal cells, this implies that areas of the auditory cortex that should not respond to 
pup calls because they represent lower frequencies are being better inhibited by 
these calls (presented at moderately loud sound levels) in mothers compared to 
virgins. Moreover, this improved call-evoked inhibition was relatively specific 
among these so-called lateral band sites for the high ultrasonic frequencies found 
in pup calls. This suggests that in mothers, a population level adaptation which 
occurs when these isolation calls become behaviorally relevant is an improved con-
trast in neural activity between the high frequency and lateral band frequency 
regions of the auditory cortex (Fig. 4.1b). This may permit a more robust neural 
population representation of these calls in the presence of low frequency background 
noise. This hypothesis remains to be tested, as do the possible mechanisms by which 
these changes occurred. In particular, whether attentional, hormonal or experience-
dependent mechanisms drive this inhibitory plasticity has yet to be explored.

Summary

The examples of inhibitory plasticity described here span a range of auditory func-
tions and processing levels. Whether for sound localization or identification, in the 
brainstem or the cortex, inhibition helps to shape how auditory neurons respond to 
behaviorally relevant cues in sounds. Functionally relevant plasticity in this inhibi-
tion occurs not only during developmental refinement, as in the first two examples, 
but also in adulthood during large physiological changes such as motherhood. In 
some cases, such as the sound localization circuitry in the superior olive, our 
knowledge has advanced sufficiently to describe not only the phenomenology, but 
also begin to tease apart potential mechanisms, such as GABA depolarization and 
NMDA receptor-mediated plasticity. Indeed, the effects of GABA antagonists in 
the cortex during development of FM selectivity would make a nice mechanistic 
extension of that work. In the last case, more phenomenology may still be neces-
sary to fully characterize changes in inhibition, but mechanistic studies addressing 
the role of hormones or experience will certainly help as well.
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Abstract There is now compelling evidence suggesting that addiction is a 
pathological form of habit-based learning of the brain that involves drug-induced 
synaptic plasticity in addiction-related areas of the brain including the ventral 
tegmental area (VTA). Fortunately, over the last decade, tremendous progress has 
been made in the identification of neuroplastic changes in the relevant neural circuits 
involved in the development and maintenance of addiction using “synaptic plasticity 
models”. The current model of addiction supports the idea that the VTA is the 
major starting point of addiction-associated plasticity of the brain in response to 
drugs of abuse. While synaptic plasticity at excitatory synapses is well-studied and 
is correlated with addiction, the role of synaptic plasticity at inhibitory synapses 
is less well understood. However now there is a growing interest in characterizing 
and uncovering the underlying mechanisms of these forms of inhibitory plasticity 
and their link to different aspects of brain function, including the development of 
addictive behaviors. In this chapter, I will provide a brief synopsis of some forms 
of synaptic plasticity associated with addiction found at inhibitory GABAergic 
synapses in the VTA.

Introduction

Drug addiction, a chronic and often relapsing disease, costs the U.S. economy more 
than half a trillion dollars per year. It is characterized by compulsive drug taking and 
drug seeking behaviors and a high incidence of relapse to drug use (Koob and Le 
Moal 1997, 2005). Addiction is especially prevalent among children and teens who 
are prone to experiment with drugs (Volkow and Li 2005). According to the 2007 
National Survey on Drug Use and Health (NSDUH), approximately 3.8 million 
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Americans age 12 or older have tried heroin, the most powerful and widely abused 
opiate, at least once. Treatment options for drug addiction are limited, and even if 
drug use is stopped, protracted withdrawal, chronic craving and relapse are critical 
problems. Given these daunting statistics, there is a clear need to understand the 
basis of drug addiction in order to minimize its incidence and improve prospects for 
its successful treatment.

Fortunately, over the last decade, tremendous progress has been made in the 
identification of neuroplastic changes in the neural circuits involved in the develop-
ment and maintenance of addiction using “synaptic plasticity models” (Kauer and 
Malenka 2007). Since the first experimental demonstration of long-term potentia-
tion (LTP), one of the most heavily studied forms of synaptic plasticity, by Bliss 
and Lomo 1973, there has been an exciting explosion of literature on synaptic plas-
ticity ascribing its role in the establishment of diverse experience-dependent behav-
iors under physiological as well as pathological conditions similar to those seen in 
drug addiction.

There is now a developing consensus that the neuroplasticity of the mesolimbic 
dopamine system originating from the ventral tegmental area (VTA) in response to 
drugs of abuse is the first step in the establishment of the pathological habit-based 
learning of addiction by the brain. The current model of addiction theories is that 
the process of addiction may begin with synaptic plasticity in the VTA after only 
one exposure to the drug before transferring to the nucleus accumbens (NAc, also 
known as ventral striatum), and subsequently engaging the other major memory 
circuits such as the dorsal striatum (caudate and putamen), orbitofrontal cortex, 
prefrontal cortex (PFC), amygdala and hippocampus to form the compulsive drug-
seeking and drug-taking behaviors of addicts even months after cessation of drug 
use and drug withdrawal (Koob et al. 2009a).

Most studies on the synaptic plasticity associated with addiction have focused 
on excitatory synapses, while only a few examples of GABAergic inhibitory plas-
ticity have been described. In contrast to the highly localized action of glutamater-
gic plasticity, plasticity involving GABAergic interneurons and synapses has the 
potential to influence both neuronal output and network functions as well as the 
synaptic plasticity of glutamatergic synapses (i.e., metaplasticity) (McBain et al. 
2009; Nugent and Kauer 2008). The role of GABAergic plasticity in different brain 
processes has received less attention; however now there is a growing interest in 
characterizing and uncovering the underlying mechanisms of these forms of inhibi-
tory plasticity and their link to different aspects of brain function, including the 
development of addictive behaviors.

This chapter will provide a brief synopsis of some forms of synaptic plasticity 
associated with addiction found at inhibitory GABAergic synapses in the VTA. An 
endocannabinoid (eCB)-mediated long-term depression (LTD) of excitatory syn-
apses in dorsal striatum was first described elegantly by Lovinger’s group (Gerdeman 
et al. 2002) and now is presumed as a common theme throughout the brain expressed 
by both excitatory and inhibitory synapses and this LTD can result in persistent 
changes to both neuronal networks and behavior (Chevaleyre et al. 2007). Since the 
eCB-LTD has been the topic of several recent extensive reviews, I will summarize 



555 Plasticity of Inhibition and Drug Addiction

it more briefly here, focusing on an inhibitory form of this plasticity associated with 
cocaine abuse in the VTA. For a more comprehensive discussion on the eCBs and 
eCB-mediated short-term and long-term plasticity, see the following reviews 
(Lovinger 2008; Heifets and Castillo 2009; Chevaleyre et al. 2006; Gerdeman and 
Lovinger 2003).

Neural Reward Pathways and Neuroanatomy of the VTA

Recent addiction studies have focused on the dysregulation of brain reward cir-
cuitry (Koob and Le Moal 2001; Betz et al. 2000; Wise 2002). The major compo-
nents of the neural reward circuitry are contained within the ventral tegmental area 
(VTA), nucleus accumbens (NAc) and prefrontal cortex (PFC). A simplified circuit 
diagram is shown in Fig. 5.1. However, memory-associated structures such as dor-
sal striatum, amygdala, and hippocampus are also considered as key elements of the 
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neurocircuitry of addiction (Koob et al. 2009a). Dopamine (DA) release from DA 
neurons in the VTA codes for reward and reward prediction (Schultz 1997). DA 
neuron activity increases during natural pleasurable stimuli such as food, sex, etc., 
and decreases in response to aversive stimuli such as noxious stimuli (Liu et al. 
2008; Ungless et al. 2004).

DA neurons in the VTA receive both excitatory (glutamatergic) and inhibitory 
(GABAergic) synaptic inputs. The balance of these positive and negative inputs one 
of the determinants of DA release. The major excitatory inputs to the VTA arise 
from a direct glutamatergic input from the PFC (Sesack and Pickel 1992; Carr and 
Sesack 2000; Christie et al. 1985), while subcortical inputs from the laterodorsal 
tegmental nucleus, lateral hypothalamus, and bed nucleus of the stria terminalis 
provide a mixture of glutamatergic and what are most likely GABAergic and/or 
peptidergic projections (Georges et al. 2001; Semba and Fibiger 1992; Garzon et al. 
1999). Glutamatergic afferents in the VTA stimulate postsynaptic a-amino-3-hy-
droxy-5-methyl-4-isoxazolepropionic acid receptors (AMPAR), N-methyl-D-
aspartic acid receptors (NMDAR) and metabotropic glutamate receptors (mGluRs) 
(Bonci and Malenka 1999; Wang and French 1993a, b; Jones and Kauer 1999; 
Fiorillo and Williams 1998), increasing the firing rates of DA neurons and promot-
ing burst firing in vivo (Johnson et al. 1992a; Chergui et al. 1993; Murase et al. 
1993). The primary inhibitory afferents to the VTA include the NAc, the ventral 
pallidum, and the VTA GABAergic interneurons (Bonci and Williams 1996; 
Johnson et al. 1992b; Fields et al. 2007; Omelchenko and Sesack 2009). Similar to 
its ability in other brain regions, GABA (g-aminobutyric acid) in the VTA mediates 
synaptic inhibition through activation of GABA

A
 ionotropic receptors (which are 

chloride channels), and of GABA
B
 G protein-coupled receptors (which are linked 

to K+ channels) (Churchill et al. 1992). VTA neurons are tonically inhibited (hyper-
polarized) by endogenous GABA through activation of these receptors, generating 
a fast inhibitory postsynaptic potential/current (IPSP/IPSC) and a slow IPSP/IPSC, 
respectively.

Drugs of Abuse and the Neural Reward Pathway

In spite of their different mechanisms of action, all drugs of abuse share three com-
mon features (Wolf 2003; Koob 1992). First, they all activate the mesocorticolimbic 
dopaminergic system - the reward pathway that increases DA levels in the NAc and 
PFC (Hyman and Malenka 2001; Di Chiara and Imperato 1988; Koob et al. 1989). 
Second, all drugs of abuse induce negative affective states of withdrawal through 
inhibition of VTA DA cell activity and consequently low levels of DA in the NAc 
(Koob and Le Moal 1997, 2005; Koob 1992, 2008; Koob et al. 1989, 2009b; Weiss 
et al. 1996; Frenois et al. 2002, 2005; Aston-Jones et al. 2004; Diana et al. 1992, 
1993, 1995, 1996, 1998, 1999). Finally, all drugs of abuse induce synaptic plasticity 
at glutamatergic synapses in the VTA in response to a single exposure. The 
increased excitation of VTA neurons via glutamatergic plasticity is proposed to 
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code the salience of addictive drugs and is linked to behavioral sensitization, a 
prominent animal model of addiction (Wolf 2003; Robinson and Berridge 1993, 
2008; Kauer 2003; Nestler and Aghajanian 1997; De Vries and Shippenberg 2002; 
Saal et al. 2003; Wolf 1998, 2002; Ungless 2004; Ungless et al. 2001; Mansvelder 
and McGehee 2000; Faleiro et al. 2004).

Given the central role of DA and VTA DA neurons in the mediation of drugs’ 
effects, a great deal of work has focused on the VTA as the critical site involved in 
the early neuroadaptations underlying addiction. Many lines of evidence now sug-
gest that the transition to addiction starts in the VTA and involves transient forms 
of synaptic plasticity that modulate the activity of VTA DA neurons during the first 
days of acute exposure to drugs and after discontinuing drug treatment. Therefore, 
current cellular studies continue to use the midbrain slice preparation for examining 
neuroadaptive changes in the reward circuits with the development of addiction.

Drug-Induced Alterations of GABAergic Function in the VTA

While DA neurons undeniably play an important role in natural and drug-induced 
reward, GABA interneurons in the VTA also likely mediate some part of reward, 
either via control of DA neuronal output, or via direct actions of their own. 
Interestingly, GABA

A
R- and GABA

B
 R-containing synapses onto VTA DA neurons 

initiate from different GABAergic inputs and are functionally distinct (Johnson 
et al. 1992b; Cameron and Williams 1993; Sugita et al. 1992; Nugent et al. 2009). 
Whereas GABAergic afferents originating from outside of the VTA, (such as NAc 
or ventral pallidum) form GABA

B
R- containing synapses onto VTA DA neurons, 

GABAergic inputs from the local GABAergic interneurons target GABA
A
 R- con-

taining synapses (Omelchenko and Sesack 2009; Sugita et al. 1992).
Activation of GABA

B
 receptors in the VTA inhibits NAc DA release, while 

activity of GABA
A
 receptors increases DA release in the NAc. These data suggest 

that VTA GABA
A
 receptors are predominantly located on GABAergic interneruons 

or afferents whose activation disinhibits DA neurons (Xi and Stein 1998, 1999, 
2000). This is somewhat surprising, since recordings from DA neurons from 
in vitro preparations reveal the presence of spontaneous large GABA

A
 responses 

originating from the VTA (Nugent and Kauer 2008; Sugita et al. 1992; Johnson and 
North 1992). Moreover, GABA

A
 antagonists increase DA levels in the NAc, and are 

self-administered into the VTA. Their rewarding effects are mediated through a 
DA-dependent mechanism; i.e., through their effects on GABA

A
 receptors located 

on VTA DA neurons. All of these effects are characteristic of drugs of abuse 
(Ikemoto et al. 1997a, b). Opioids and cocaine produce major parts of their rein-
forcing effects via actions on VTA GABA

A
 transmission (Johnson and North 1992; 

Xi and Stein 2002; Liu et al. 2005), as does ethanol, another major abused drug that 
exerts potent, direct effects on VTA GABA

A
 synaptic transmission (Melis et al. 

2002). Specifically, the effects of opioids on GABAergic transmission in the VTA 
are prominent. Opioids inhibit release of GABA by activating m opioid receptors 
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(mOR) localized to VTA GABAergic interneurons and their nerve terminals. 
Therefore, opioids indirectly excite (disinhibit) DA neurons (Johnson and North 
1992; Williams et al. 2001) and consequently the activation of m opioid receptors 
in the VTA enhances dopaminergic neurotransmission, increasing both local soma-
todendritic DA release in the VTA and axonal DA release in the NAc and PFC (Xi 
and Stein 2002; Klitenick et al. 1992; Spanagel et al. 1992). On the other hand, 
during chronic morphine withdrawal, DA release is decreased due to increased 
inhibition of DA neurons in the VTA and the neural substrate of withdrawal seems 
to engage GABAergic interneurons (Diana et al. 1995; Bonci and Williams 1997). 
Taken together, these data suggest that GABA

A
 inhibition in VTA DA neurons may 

be an important synaptic target for drugs that could modulate VTA DA cell activity 
and output.

Synaptic Plasticity

Synaptic plasticity is a compelling experimental model to describe the synaptic 
basis of learning and memory (Bliss and Collingridge 1993). Two forms of synap-
tic plasticity have been described; LTP and LTD. Based on the synaptic plasticity 
model, the strength of interneuronal connections (synapses) can be changed as a 
result of frequent use or of infrequent use. So the frequent use of synapses results 
in the strengthening of the synapses (LTP) while those synapses that are used infre-
quently are weakened (LTD) (Wolf 2002). The ability of synapses to exhibit LTD 
in addition to LTP contributes to the neuronal system flexibility to increase its 
memory storage capacity (Bear and Abraham 1996). Synaptic plasticity is pro-
posed to subserve a variety of normal brain processes including learning and 
memory and neuronal development, but similar brain processes appear to be 
engaged in the pathogenesis of different neuropsychiatric diseases as well as drug 
addiction.

Drug-Induced Synaptic Plasticity at Excitatory Synapses  
in the VTA

Historically, the expression of LTP and LTD at excitatory synapses has received 
more attention than at inhibitory synapses as the cellular substrate of learning. As 
a result, most of the studies on the neuroplasticity of addiction have focused on 
synaptic plasticity at excitatory synapses in addiction-related areas of the brain, 
including the VTA (Kauer and Malenka 2007; Kalivas and O’Brien 2008; Kalivas 
et al. 2008; Lovinger et al. 2003; Gerdeman et al. 2003). LTP-like and LTD-like 
modifications of excitatory synapses onto VTA DA neurons can be induced or 
altered by patterned activity of excitatory afferents or by drugs of abuse (Kauer and 
Malenka 2007; Bonci and Malenka 1999; Jones and Kauer 1999; Saal et al. 2003; 
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Ungless et al. 2001; Faleiro et al. 2004; Gutlerner et al. 2002; Jones et al. 2000; 
Argilli et al. 2008; Borgland et al. 2004; Dong et al. 2004; Thomas et al. 2000, 
2001; Thomas and Malenka 2003; Bonci et al. 2008; Borgland et al. 2006; Hahn 
et al. 2009; Zweifel et al. 2008; Mameli et al. 2007; Bellone and Luscher 2005, 
2006; Nugent et al. 2008; Bellone et al. 2008; Engblom et al. 2008; Mameli et al. 
2009) suggesting that synaptic plasticity is an ideal candidate for drug-induced 
reinforcement of addictive behaviors through learning mechanisms (Kauer and 
Malenka 2007; Hyman and Malenka 2001; Wolf 2002).

The first seminal discovery linking synaptic plasticity to addiction was the 
demonstration of the induction of cocaine-induced LTP at excitatory synapses 
onto VTA DA neurons in rats 24 h after a single in vivo exposure to cocaine, lead-
ing to the proposal that cocaine-induced LTP is responsible for the increased DA 
cell activity during early stages of behavioral sensitization to cocaine (Ungless 
et al. 2001). Later, the same group showed that all drugs of abuse, including opi-
oids as well as stress, can produce LTP at the same VTA synapses and that the 
induction of LTP can be prevented by NMDAR antagonists consistent with the 
idea that the drug- and stress-induced plasticity are NMDAR-dependent processes 
(Saal et al. 2003).

An important question is whether it is possible to reverse drug-induced LTP and 
if so whether LTD (the inverse of LTP) could provide such a mechanism. One indi-
cation that this is possible is provided by an elegant study from Luschers’ lab which 
shows that mGluR-dependent LTD in the VTA could reverse the cocaine-induced 
LTP at glutamatergic synapses through changes in AMPAR distribution. This indi-
cates that triggering the underlying mechanisms of mGluR-LTD could potentially 
oppose or reverse the LTP associated with behavioral sensitization (Bellone and 
Luscher 2006; Luscher and Bellone 2008). Moreover, a recent study from the same 
group showed that local modulation of mGluRs in the VTA DA neurons controls 
the early and long-lasting forms of cocaine-evoked plasticity in the NAc, presenting 
the first evidence for a hierarchical link of cocaine-evoked plasticity between the 
VTA and NAc (Mameli et al. 2009).

Taken together, these studies suggest that glutamatergic synapses onto VTA DA 
neurons are capable of exhibiting bidirectional plasticity and that drugs of abuse 
may change the VTA neuronal output through induction and/modulation of differ-
ent forms of synaptic plasticity at these synapses. Considering the importance of 
GABAergic inhibition in controlling DA cell excitability, the next critical question 
is whether GABAergic synapses onto DA neurons are plastic and if so, whether 
drugs could induce plasticity at these inhibitory synapses that could consequently 
modulate VTA DA neuronal output.

Drug-Induced GABAergic Synaptic Plasticity in the VTA

While synaptic plasticity at excitatory synapses is well-studied and is correlated 
with addiction, the role of synaptic plasticity at inhibitory synapses is less well 



60 F.S. Nugent

understood. Only a few studies highlight the importance of drug-induced plasticity 
at inhibitory GABAergic synapses in the VTA in drug addiction (Nugent et al. 
2007, 2009; Liu et al. 2005; Melis et al. 2002; Pan et al. 2008a, b). GABAergic 
inhibition is a key element of essentially every brain circuit, and the control of 
GABAergic synaptic strength is an important and growing area of interest. 
However, the study of inhibitory synaptic plasticity in relation to addiction is in its 
infancy and the molecular nature of drug-induced LTP or LTD at GABAergic syn-
apses is only beginning to be studied.

LTP or LTD of inhibitory GABAergic synapses can modulate the excitability 
neurons and their firing rate not only through increasing or decreasing GABA

A
 

inhibition respectively, but also through regulation of the induction of synaptic 
plasticity at adjacent excitatory synapses (i.e., metaplasticity) (Nugent and Kauer 
2008). For example, the reduction of GABAergic inhibition by induction of LTD at 
GABAergic synapses could facilitate the induction of LTP at excitatory synapses. 
In fact, the cocaine-induced LTD (named as I-LTD) at VTA GABAergic synapses 
has been demonstrated following in vivo repeated exposure to cocaine, and is sug-
gested to facilitate the induction of LTP at VTA excitatory synapses in DA neurons 
(see below). This mechanism is proposed to underlie the formation of drug-associated 
memories (Liu et al. 2005; Pan et al. 2008a, b). In the following sections, I will 
summarize two different forms of LTP found at GABAergic synapses by now in the 
VTA and an eCB-LTD demonstrated at the same synapses in the VTA, in addition 
to some other brain areas associated with components of addiction such as the 
dorsal striatum, amygdala and hippocampus.

LTP of GABAergic Synapses onto VTA DA Neurons

Ethanol-Induced PKA-Dependent LTP

The first demonstration of GABA
A
R-mediated plasticity in response to drugs of 

abuse comes from Bonic’s group. They showed that by 24 h after a single ethanol 
treatment, a presynaptic form of LTP at GABA

A
 synapses onto VTA DA neurons 

was induced in mice slices. However the underlying mechanism was different from 
the LTP

GABA
 (Nugent et al. 2007) that we described (see below). Using analyses of 

paired pulse ratio (PPR) and spontaneous miniature GABA
A
 IPSCs (mIPSC), they 

showed that slices from ethanol-treated but not saline-treated mice exhibited 
ethanol-induced LTP of GABA

A
 responses apparent as paired pulse depression 

(PPD) of evoked GABA
A
 IPSCs and an increase in mIPSCs indicating that the 

probability of GABA release at these synapses is increased after ethanol (Melis 
et al. 2002). Interestingly, LTP was prolonged and persisted for a week after treat-
ment. The changes in PPR and mIPSCs in slices from ethanol-treated animals were 
sensitive to GABA

B
 receptor blockade suggesting a role for presynaptic GABA

B
 

receptors in mediation of the potentiating effect of ethanol at these synapses. 
Furthermore, they found that activation of adenylyl cyclase (AC) with forskolin  
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(an AC activator) potentiated evoked GABA
A
 IPSCs and increased the frequency of 

mIPSCs in the saline- but not in the ethanol-treated animals. Consistently blocking 
PKA significantly reduced both frequency of mIPSCs and the amplitude of evoked 
IPSCs in slices from ethanol-treated mice (Melis et al. 2002), confirming the 
involvement of cAMP-PKA pathway in ethanol-induced potentiation of GABAergic 
synapses as shown in Fig. 5.2. The ethanol-induced LTP of GABAergic inhibition 
is proposed to be critical in ethanol consummatory behavior (Melis et al. 2002). 
These data provided the first compelling evidence that drugs of abuse can induce 
neuroadaptive changes by modulating GABAergic plasticity. The next curious 
question would be whether induction of PKA-dependent LTP at GABAergic synapses 
is a common theme for all drugs of abuse, similar to what was found about LTP of 
glutamatergic synapses in the VTA. At this point, at least we know that unlike ethanol, 
morphine in vivo does not affect PKA-dependent LTP at VTA GABAergic synapses 
(see below). In the coming section, I will discuss another form of a presynaptic LTP 
at the same GABAergic synapses which in contrast to PKA-dependent LTP is 
dependent on the NO-cGMP-PKG pathway and is blocked rather than induced by 
morphine in vivo.

Morphine-Blockade of PKG-Dependent LTP

My previous work from Kauer’s laboratory provided the first evidence of modu-
lation of LTP at GABAergic synapses by morphine in vivo contributing to meta-
plasticity (Nugent and Kauer 2008; Nugent et al. 2007, 2009). The first critical 
step to address the effects of drugs of abuse on inhibitory synaptic plasticity is to 
show whether these synapses are capable of exhibiting any plasticity. Using high 
frequency stimulation protocol (HFS, the most widely used induction protocol for 
LTP), we attempted to induce LTP of evoked IPSCs onto DA neurons. We dem-
onstrated that VTA DA neurons but not GABAergic neurons are capable of 
expressing LTP of GABAergic synapses in response to a pattered stimulation of 
afferents (LTP

GABA
). The enhanced inhibition provided by LTP

GABA
 could act as a 

braking mechanism to counterbalance the increased excitation by LTP at excit-
atory synapses. Morphine in vivo not only induces LTP of excitatory glutamater-
gic synapses (Saal et al. 2003) but also blocks LTP

GABA
 as we showed recently 

(Nugent et al. 2007).
To better understand how morphine interacts with LTP

GABA
, we further explored 

the molecular mechanisms underlying LTP
GABA

. As schematically shown in 
Fig. 5.2, the induction of LTP

GABA
 was postsynaptic and required NMDAR activa-

tion and postsynaptic Ca2+ influx, however, it appeared to be expressed presynapti-
cally by an increase in GABA release because PPR and the coefficient of variation 
(CV), the two major indicators of presynaptic plasticity, changed after the induc-
tion of LTP

GABA
. The expression of heterosynaptic LTP

GABA
 is dependent on NO 

acting as a retrograde messenger. NO generated in a postsynaptic DA neuron in 
response to activation of NO synthase by intracellular Ca2+, travels retrogradely to 
activate soluble guanylate cyclase (GC) in neighboring presynaptic GABAergic 
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Fig. 5.2 Current models of the signaling molecules involved in GABAergic plasticity of VTA 
dopamine (DA) neurons and its modulation by drugs of abuse. (a) LTP: A PKG-dependent pre-
synaptic form of LTP (LTP

GABA
) is heterosynaptically triggered by postsynaptic NMDAR activa-

tion at glutamatergic synapses which consequently engages the NO-cGMP-PKG signaling 
pathway. Activation of presynaptic cAMP-PKA pathway can also persistently increase GABA 
release from GABAergic terminals (PKA-dependent LTP). In vivo morphine prevents LTP

GABA
 

through disruption of the NO signaling pathway probably at the level of GC without affecting the 
cAMP-PKA pathway. In contrast, in vivo ethanol induces PKA-dependent LTP through activation 
of the cAMP-PKA pathway. (b) LTD: Activation of D

2
Rs facilitates an eCB- mediated LTD of 

GABAergic synapses onto VTA DA neurons. Activation of group I mGluRs results in production 
of AEA which in turn activates presynaptic CB1Rs retrogradely. Dopamine signaling through 
D

2
Rs converges on the cAMP-PKA pathway with eCB signaling to cooperatively induce LTD. 

Repeated exposure to cocaine reduces GABAergic inhibition onto VTA DA neurons through 
induction of this form of LTD at GABAergic synapses which requires activation of all three recep-
tors; i.e., D

2
Rs, mGluRs, and CB1Rs
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nerve terminals (Nugent et al. 2007). GC, the main physiological transducer of NO 
signaling, is aptly named an “NO receptor” because opposite to its widely used 
name as a soluble enzyme, it is in fact an enzyme-linked receptor which in most 
cells is indirectly linked to membrane (Garthwaite 2008). Our next experiments 
confirmed that increased levels of cGMP acting on cGMP-dependent protein 
kinase (PKG) in presynaptic terminals promoted long lasting potentiation of 
GABA release at these synapses (Nugent et al. 2009). Synaptic plasticity can be 
stimulated in various parts of the brain by NO acting on the cGMP- PKG pathway 
(Lu and Hawkins 2002; Lu et al. 1999; Monfort et al. 2002, 2004; Chien et al. 
2003; Huang et al. 2003; Liu et al. 2003; Zhuo et al. 1994). We also found that the 
potentiating effects of NO and cGMP on GABAergic synapses were blocked by a 
PKG inhibitor, KT5823, confirming that PKG is downstream to NO-cGMP. 
Furthermore, we demonstrated that blockade of PKG inhibited the induction of 
LTP

GABA
 while the maintenance of LTP

GABA
 was unaffected (Nugent et al. 2009) 

suggesting that the transient activation of NO signaling pathway is enough to trig-
ger long-term plasticity but not necessary to maintain the plasticity. It seems that 
the induction of LTP

GABA
 requires an additional molecular mechanism at the pre-

synaptic terminal to translate transient PKG signaling into a persistent potentiation 
that is PKG-independent. In our experiments we have only tried the effect of PKG 
blocker 10 min after HFS. It will be interesting to see for how long activation of 
PKG is needed to induce LTP

GABA
.

The cAMP-PKA pathway coexists with the cGMP-PKG pathway in the VTA 
GABAergic terminals and the activation of this pathway also enhances GABA 
release from these terminals persistently (Nugent et al. 2009; Bonci and Williams 
1997). Given that the activation of the cAMP pathway is involved in many forms 
of synaptic plasticity and can also facilitate the transmitter release at many synapses 
and that ethanol can induce a PKA-dependent LTP at these synapses, we tested the 
effects of drugs targeting this pathway on LTP

GABA
. We found that activation of AC 

by forskolin or PKA by Sp-cAMPS, the cAMP agonist, potentiated GABAergic 
synapses onto DA neurons and the potentiation was accompanied by a decrease in 
the PPR, suggesting an enhanced GABA release at these synapses. Furthermore, 
the prior potentiation of synapses by forskolin and Sp-cAMPS occluded HFS-
induced LTP

GABA
 indicating that the mechanisms underlying LTP

GABA
 and the 

cAMP-PKA dependent potentiation of GABAergic synapses are shared. However, 
when we attempted to induce LTP

GABA
 in the presence of PKA blocker, Rp-cAMPS, 

it did not affect the induction or the maintenance of LTP
GABA

 demonstrating that the 
NO-cGMP-PKG pathway, but not the cAMP-PKA pathway, is critical for inducing 
LTP

GABA
 (Nugent et al. 2009). Using a similar approach, we conducted a series of 

saturation-occlusion experiments to test the idea whether PKG and PKA converge 
onto a common mechanism to maintain the increased GABA release at these syn-
apses. We found that prior potentiation of evoked GABA

A
 IPSCs by an NO donor 

(S-nitroso-N-acetylpenicillamine, SNAP) occludes further potentiation of GABA
A
 

responses with forskolin suggesting that PKG and PKA may converge on a com-
mon downstream signal that is necessary for LTP

GABA
. It will be very interesting to 

identify by which mechanisms the transient activation of PKA and PKG translates 
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to long-term changes of the presynaptic GABA release (i.e., maintenance of 
LTP

GABA
). It seems that phosphorylation of a common substrate for both PKA and 

PKG which is also critical in the presynaptic plasticity would be the answer. 
Identification of this convergent signal merits further investigation.

As mentioned above raising the levels of either cGMP (by an NO donor) or 
cAMP (by forskolin) increased presynaptic GABA release persistently and mim-
icked LTP

GABA
 (see Fig. 5.2). Next we explored the molecular mechanisms by 

which morphine could block LTP
GABA

. We examined the effects of the NO donor 
(SNAP), the cGMP analogue (pCPT-cGMP, 8-(p-chlorophenylthio)-cGMP) and the 
AC activator (forskolin) on slices prepared from saline and morphine treated rats. 
The results showed that GABAergic synapses from slices prepared from saline- and 
morphine-treated rats 24 h after in vivo morphine were equally potentiated in 
response to bath application of forskolin, suggesting that contrary to ethanol, the 
cAMP-PKA pathway in VTA GABAergic terminals was unaffected by morphine 
(Nugent et al. 2009). In contrast, while GABAergic synapses from saline-treated 
rats were potentiated in response to NO released by SNAP; synapses from 
morphine-treated rats were unaffected, suggesting that morphine in vivo changed 
the ability of synapses to respond to NO. In an attempt to determine the site of 
disruption of the NO signaling pathway by morphine, morphine-treated slices were 
exposed to pCPT-cGMP, the cGMP agonist. Interestingly, we found that the syn-
apses from morphine-treated rats were potentiated in response to bath application 
of pCPT-cGMP, indicating that the site of interaction is at the level of GC (Nugent 
et al. 2007). The selectivity of acute morphine in alteration of the NO-cGMP 
signaling rather than the cAMP pathway highlights the fact that the two signaling 
pathways can be modulated independently. It is still possible that unlike acute 
exposure, chronic exposure to morphine involves alterations in both signaling path-
ways. To date, there is no evidence suggesting a direct interaction between opioid 
receptors and GC, however it is possible that through other membrane associated 
proteins interacting with this enzyme-linked receptor, opioid receptors may be 
coupled indirectly to GC and modulate cGMP production. Blockade of LTP

GABA
 

24 h post-morphine in vivo suggests a long-lasting effect of morphine on the VTA 
circuitry that may be mediated and consolidated through morphine’s effect on gene 
transcription when morphine is no longer present. Our data also suggest that drugs 
targeting cAMP or cGMP pathways in the VTA GABAergic synapses could be 
efficacious in reversing morphine-induced maladaptive changes at these synapses. 
Given that the VTA plays a key role in the aversive aspect of opiate withdrawal, and 
that the negative affective state of withdrawal promotes drug-seeking behavior 
(Frenois et al. 2002; Frenois et al. 2005), it is tempting to speculate that LTP

GABA
, 

by increasing inhibition of DA neurons under pathological conditions, could result 
in negative affective states such as the dysphoria or anhedonia associated with 
decreased DA levels in midbrain. It will be critical to examine the time course of 
morphine-blockade of LTP

GABA
, and show whether other drugs of abuse, as well as 

stress, are capable of modulating NO-dependent LTP
GABA

. Unlike the ethanol-
induce changes in PPR in slices from ethanol-treated mice, the values of baseline 
PPRs of slices from morphine-treated rats were not different from those from 
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saline-treated rats, suggesting that contrary to the ethanol’s potentiating effect on 
presynaptic GABA release, morphine blocks rather than induces LTP of GABAergic 
synapses. It is reasonable to speculate that ethanol might modulate NO-mediated 
LTP

GABA
 in a similar manner to PKA-dependent LTP. Whether the downstream 

convergent mechanism for PKA and PKG would be a target for morphine, ethanol 
and other drugs of abuse is an idea worth pursuing and will require further study.

Cocaine-Induced eCB-Mediated LTD

In a pioneering study 7 years ago, Lovinger’s group presented the first demonstra-
tion of the involvement of eCBs as retrograde signaling molecules in long-term 
synaptic plasticity in the dorsal striatum (eCB-LTD) (Gerdeman et al. 2002). Since 
then, others have reported eCB-LTD at both excitatory glutamatergic (Sjostrom 
et al. 2003, 2004; Mato et al. 2008; Lafourcade et al. 2007; Yasuda et al. 2008) and 
inhibitory GABAergic synapses (Chevaleyre et al. 2007; Pan et al. 2008a; 
Chevaleyre and Castillo 2003; Marsicano et al. 2002; Adermark et al. 2009) in 
several brain structures. While the topic of eCB-mediated LTD is a garnering interest 
among neuroscientists, the existence of inhibitory eCB-LTD or its possible modula-
tion by drugs of abuse has not been tested extensively in some of the structures that 
are critically associated with components of addiction including the NAc, PFC, 
amygdala, and hippocampus. For example, while the medium spiny neurons 
(MSNs) of dorsal striatum exhibit eCB-LTD of GABAergic inhibition (Adermark 
et al. 2009), it is not known whether this plasticity can be expressed in MSNs of 
NAc. Given the similarities between the ventral and dorsal striatal MSNs and that 
mesoaccumbal and nigrostriatal dopamine systems are both proposed to participate 
in reward and addiction (Wise and Roles for nigrostriatal-not just mesocorticolim-
bic-dopamine in reward and addiction. Trends Neurosci 2009), it is reasonable to 
speculate that eCB-LTD of GABAergic synapses exist in NAc. This presents a 
potential valid target for drugs of abuse.

Because of the comprehensive recent reviews on eCB-mediated LTD, I will 
briefly summarize the underlying mechanisms of its induction and expression 
below and then mention one example of this form of plasticity that is recently found 
in the VTA. An eCB-LTD can be dependent or independent of increases in postsyn-
aptic Ca2+, therefore in some instances eCB-LTD requires activation of NMDARs 
or voltage-gated calcium channels or Ca2+ release from endoplasmic reticulum 
(Lovinger 2008; Heifets and Castillo 2009). One of the most common triggers of 
production of eCBs in postsynaptic cell is activation of group I mGluRs by released 
glutamate from neighboring glutamatergic terminals. Activation of mGluRs initi-
ates a cascade of events including activation of phospholipase C (PLC) and diacyl-
glycerol lipase (DGL) to ultimately generate the eCB, 2-arachidonyl glycerol 
(2-AG) (Heifets and Castillo 2009; Chevaleyre and Castillo 2003). Independently, 
activation of postsynaptic D

2
Rs can also result in formation of another eCB, anan-

damide (AEA), which is important in corticostriatal and amygdalar eCB-LTD 
(Ronesi and Lovinger 2005; Kreitzer and Malenka 2005, 2007, 2008; Azad et al. 2004). 
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The generated eCBs in response to these postsynaptic triggers act as a retrograde 
messenger, inducing eCB-LTD through presynaptic CB1 receptors (CB

1
Rs) that are 

negatively coupled to the cAMP-PKA pathway. By reducing PKA activity, which 
in some cases results in dephosphorylation of the active zone protein RIM

1
alpha 

downstream to CB
1
Rs, the release machinery in presynaptic terminal will be 

affected permanently (Chevaleyre et al. 2007).
An eCB-mediated LTD of inhibitory GABAergic synapses expressed in VTA DA 

neurons can be modulated by repeated in vivo exposure to cocaine as shown recently 
(Pan et al. 2008a, b) (also see Fig. 5.2). In this study from Liu’s laboratory, eCB-LTD 
is triggered using moderate 10 Hz synaptic stimulation combined with cocaine appli-
cation (“cocaine-induced I-LTD”). The downside of the complexity of I-LTD proto-
col is the likelihood of the simultaneous trigger of several forms of pre- and post 
synaptic plasticity by in vitro cocaine application because of cocaine’s inhibitory 
effect on uptake of other neurotransmitters besides dopamine. Therefore, one alterna-
tive is to achieve LTD induction using electrical stimulation protocols. The cocaine-
induced I-LTD was independent of postsynaptic Ca2+ and was occluded after repeated 
rather than single exposure to cocaine, suggesting that chronic in vivo cocaine in fact 
induces I-LTD to reduce GABAergic inhibition in VTA DA neurons.

The observation that PPR and CV measurements, as well as TTX-sensitive mIP-
SCs were all unaffected after the induction of cocaine-induced I-LTD is suggestive 
of a postsynaptic form of I-LTD which is in contrast to other forms of eCB-LTD 
with a presynaptic nature of expression (Chevaleyre and Castillo 2003). In an 
attempt to distinguish the site of I-LTD expression, these authors analyzed strontium 
(Sr+)-induced asynchronous quantal events (Sr+ mIPSCs). Cocaine-induced I-LTD 
was in fact associated with both a decrease in the frequency and amplitude of these 
quantal events suggesting that both pre- and post-synaptic mechanisms were partici-
pating in the expression of cocaine-induced I-LTD. Using blockers and other phar-
macological and genetic manipulations of D

2
 dopamine receptors (D

2
Rs), CB

1
Rs, 

and group I mGluRs, they further characterized I-LTD and showed that the induc-
tion of I-LTD requires activation of all three receptors. Additional disruption of 
endocannabinoid synthesis (in this case 2AG) by blockers of PLC and DGL pre-
vented I-LTD, suggesting that the production of 2AG is coupled to activation of 
mGluRs for induction of I-LTD. Interestingly, in vivo pretreatment of animals with 
antagonists of all three receptors blocked the in vivo cocaine-induced I-LTD appar-
ent as an increase in the amplitude of maximal evoked IPSCs (Pan et al. 2008a, b).

Further analysis of I-LTD through a series of exhaustive experiments by this 
group revealed that D

2
R activation facilitates mGluR-2AG-CB

1
R-mediated I-LTD 

through inhibition of the presynaptic cAMP-PKA pathway rather than enhancing 
the eCB, AEA, postsynaptically. The latter is proposed by the prevailing model of 
striatal plasticity supporting a cooperative production of eCBs by D

2
Rs and mGluRs 

to induce eCB-LTD (Kreitzer and Malenka 2005, 2007). However, based on this 
novel model (see Fig. 5.2); the presynaptic cAMP-PKA pathway is the convergent 
downstream target for both D

2
Rs and eCB signaling to induce I-LTD.

This study convincingly supports a role for an inhibitory synaptic plasticity 
mediated by both eCB and dopamine signals in cocaine-induced modification of 
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VTA circuitry. Existence of different forms of LTD of inhibitory synapses in the 
VTA is very likely. In fact, our recent preliminary data suggest the presence of a 
postsynaptic LTD of GABAergic synapses in the VTA in response to an electrical 
stimulation paradigm which seems to be sensitive to a single exposure to morphine 
in vivo (unpublished data). Whether morphine, cocaine and other drugs are capable 
of modulating several or all forms of these plastic changes in the VTA are unclear 
and merit future investigation.

Conclusions

Here I briefly reviewed three forms of synaptic plasticity recently described at 
GABAergic synapses of the VTA and their possible link to addictive properties of 
some drugs of abuse. The field of inhibitory synaptic plasticity is young and growing 
fast and excitingly its critical role in different brain processes such as fear extinction, 
sensory deprivation and now drug addiction are only now beginning to be uncov-
ered. Is it possible that the amygdalar eCB-LTD, important in erasing fear memo-
ries, also could play a role in extinction of withdrawal-associated negative memories? 
Is it possible to prevent or reverse the process of induction and consolidation of 
addictive memories? Induction of LTP and LTD with opposite alterations of synap-
tic efficacy presents the possibility of the interaction of their underlying mecha-
nisms. This level of interaction and reversibility offers counterbalancing mechanisms 
to reset synaptic efficacy or reverse a drug-induced aberrant form of plasticity. 
Therefore, it is of great interest to continue probing the different forms of synaptic 
plasticity at excitatory as well as inhibitory synapses in not only the VTA but other 
brain areas important in addiction. There is hope that uncovering the molecular 
mechanisms underlying different forms of synaptic plasticity in addiction-associated 
structures will provide us with novel molecular drug targets to prevent the pathologi-
cal learning of addiction and ultimately eradicate addiction-related memories.
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Abstract Activation of dopaminergic (DA) neurons of the ventral tegmental area 
(VTA) by ethanol has been implicated in its rewarding and reinforcing effects. 
However, studies from our lab demonstrate that acute ethanol enhances GABA 
release onto VTA-DA neurons via activation of a G protein-coupled receptor, 
5-HT2C, and subsequent activation of an intracellular calcium signaling pathway. 
Utilizing electrophysiological methods, in this chapter we present evidence which 
attempts to resolve the paradoxical nature of the dual excitatory and inhibitory 
actions of ethanol on DA neurons. Our results suggest that ethanol-excitation of 
VTA-DA neurons is bi-phasic and involves interplay of excitatory and inhibitory 
mechanisms which can fine tune the overall action of ethanol on DA neuron excit-
ability. Overall, these results may provide insight into mechanisms underlying the 
development of alcohol dependence.

Preface

Addiction or drug dependence is generally defined as persistent and uncontrolled 
abuse of a substance despite serious negative consequences. Development of 
dependence and abuse of alcohol, one of the most widely abused drugs in society, 
is generally believed to be due to two major processes: (1) a genetic predisposition 
whereby 40–60% of the vulnerability to dependence can be attributed to genetic 
factors (Goldman et al. 2005; Hiroi and Agatsuma 2005) and (2) an abuse compo-
nent whereby excessive drug use results in neuroadaptative changes which are 
thought to underlie the progression to and expression of the dependent or addicted 
state. Ethanol use dates back centuries and while most of us have become well 
aware of the behavioral, rewarding and cognitive effects of alcohol, we still do not 
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fully understand the mechanisms by which chronic use and abuse of ethanol produces 
the critical neuroadaptive changes important in alcoholism. The difficulty in eluci-
dating the mechanisms by which ethanol produces its effects are most likely related 
to the fact that ethanol has widespread effects throughout the brain which are not 
mediated by any single, specific ethanol receptor. Rather ethanol acts at numerous 
cellular proteins including, but not limited to, membrane-localized voltage- and 
ligand-gated ion channels as well as intracellular proteins and enzymes which 
modulate a myriad of signal transduction and cell signaling pathways.

Alcohol, the Mesocorticolimbic System and Neural  
Substrates of Addiction

One of the most critical neural pathways involved in processing an organism’s 
response to rewarding stimuli is formed by the dopaminergic (DA) neurons of the 
ventral tegmental area (VTA) of the mesocorticolimbic dopamine system which 
send projections to the nucleus accumbens (NAc), prefrontal cortex (PFC), basolat-
eral amygdala and a variety of other corticolimbic structures also involved in 
reward processing (Albanese and Minciacchi 1983; Oades and Halliday 1987). 
Most drugs of abuse, including ethanol, activate VTA-DA neurons via a variety of 
mechanisms culminating in aberrant release of DA onto these targets. Such patho-
logical activation of the mesolimbic pathway is considered a primary step in the 
development and expression of alcoholism. The VTA consists primarily of DA and 
non-DA (presumed GABAergic) cell bodies which project to and receive inputs 
from these mesocorticolimbic structures. The VTA also receives reciprocal excit-
atory and inhibitory innervations from multiple brain regions. Glutamatergic inputs 
to the VTA arise from the medial PFC (mPFC), subthalamic nucleus, and the 
pedunculopontine nucleus (Christie et al. 1985; Groenewegen and Berendse 1990; 
Sesack and Pickel 1992; Charara et al. 1996). GABAergic neurons from the NAc 
and ventral pallidum project to VTA (Walaas and Fonnum 1980), and VTA-
GABAergic neurons project back to both the mPFC (Carr and Sesack 2000) and the 
NAc (Van Bockstaele and Pickel 1995). Additionally, local VTA GABAergic neu-
rons (interneurons) project onto neighboring VTA-DA cells and are thought to 
regulate the activity of these DA cells via tonic inhibition (Yim and Mogenson 
1980; Johnson and North 1992a, b; Westerink et al. 1996).

It is well established that dopamine transmission within the mesocorticolimbic 
system is a critical component in the regulation of alcohol drinking behaviors. 
Systemic administration of dopamine agonists and antagonists reduced alcohol 
drinking in rats (Pfeffer and Samson 1986; Pfeffer and Samson 1988) and local 
microinjection of dopamine antagonists and agonists into the NAc terminated and 
prolonged ethanol drinking, respectively (Samson et al. 1992). Furthermore, in vivo 
microdialysis studies have demonstrated an increase in dopamine levels in the NAc 
in P and Wistar rats prior to and during ethanol self-administration (Weiss et al. 
1993; Weiss et al. 1996; Gonzales and Weiss 1998; Melendez et al. 2002).
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Acute ethanol administration at intoxicating doses has been shown to increase 
the spontaneous firing rate of DA neurons in the VTA both in vivo (Gessa et al. 
1985) and in vitro (Brodie et al. 1990). The latter study demonstrated a dose-
dependent increase in spontaneous firing rate that was assumed to be largely attrib-
utable to a direct postsynaptic effect since the recordings were conducted under 
conditions that block synaptic transmission. Additionally, the firing rate of acutely 
dissociated VTA-DA neurons was also enhanced by ethanol which demonstrates 
that ethanol may enhance DA neuron excitability even in the absence of synaptic 
input (Brodie et al. 1999). Recently, several ethanol targets have emerged giving 
insight into the potential mechanism(s) by which ethanol stimulates VTA-DA neu-
ron activity. In C57BL/6J mice, ethanol enhanced the hyperpolarization-activated 
inward current, I

h
, and thus may contribute to the excitatory effects on VTA-DA 

firing via actions at that channel (Okamoto et al. 2006). Additionally, ethanol 
enhanced firing rate through inhibition of a quinidine-sensitive delayed rectifier K+ 
current (Appel et al. 2003) and the voltage-gated K+ current, I

M
 (Koyama et al. 

2007). These results suggest that ethanol enhances spontaneous firing frequency 
through modulation of ion channels that regulate pacemaking activity.

Ethanol and Opioids

The rewarding and reinforcing properties of ethanol have also been linked to vari-
ous opioid receptor subtypes in the mesolimbic system. Opioid receptors are G 
protein-coupled receptors (GPCRs) that utilize multiple transduction mechanisms. 
Three known classes of opioid receptors include mu, delta and kappa which show 
high affinity for the endogenous opioids beta-endorphin, enkephalin and dynor-
phin, respectively (Zollner and Stein 2007). Acute ethanol exposure has been dem-
onstrated to increase endogenous beta-endorphin levels in a variety of brain 
structures (Gianoulakis and Barcomb 1987; de Waele and Gianoulakis 1993; Olive 
et al. 2001) including the midbrain (Rasmussen et al. 1998; Jarjour et al. 2009). 
Ethanol also increased levels of enkephalins and dynorphins but results between 
studies have been inconsistent (Jarjour et al. 2009). Naltrexone and naloxone, two 
antagonists with affinity for all three opioid receptor subtypes, reduce ethanol con-
summatory behaviors (Gonzales and Weiss 1998; Shoemaker et al. 2002; Stromberg 
et al. 2002). However, there is more consistent evidence demonstrating mu-opioid 
receptor (MOR) modulation of ethanol administration. The use of selective MOR 
antagonists or genetic deletion of MORs reduces ethanol drinking (Honkanen et al. 
1996; Krishnan-Sarin et al. 1998; Stromberg et al. 1998; Kim et al. 2000; Hall et al. 
2001; Hyytia and Kiianmaa 2001; Mhatre and Holloway 2003; Lasek et al. 2007; 
Margolis et al. 2008).

Ethanol intake increases the output of VTA-DA neurons, and this output is con-
currently modulated by opioidergic systems. Recent evidence suggests that the 
ethanol-induced increase in dopamine release to the NAc may be modulated by MORs 
(Job et al. 2007). In that study, pharmacological blockade with the MOR-selective 
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antagonist, naloxonazine, or genetic deletion of MORs reduced the ethanol-mediated 
enhancement of DA release under some, but not all conditions, thereby suggesting 
that MORs may regulate DA activity in the VTA. Indeed, MORs are localized pre-
synaptically to GABAergic terminals in the VTA (Svingos et al. 2001) and activation 
of these receptors disinhibits DA neurons (Johnson and North 1992a; Margolis et al. 
2003). In light of this evidence, ethanol may decrease GABAergic transmission via 
MOR-mediated inhibition resulting in disinhibition of DA neurons thereby constitut-
ing a potential mechanism for MOR regulation of ethanol action.

Ethanol and GABAergic Transmission

There is a general agreement that acutely administered ethanol facilitates presynaptic 
GABA release in numerous brain regions including the cerebellum (Ming et al. 
2006; Kelm et al. 2007), hippocampus (Ariwodola and Weiner 2004; Sanna et al. 
2004) and amygdala (Roberto et al. 2003; Zhu and Lovinger 2006). Surprisingly, the 
notion that ethanol could modulate GABA release went largely unexplored after 
early reports in the 1980s demonstrated an ethanol-enhancement of postsynaptic 
GABA

A
 receptor function. Nearly 20 years would pass before the emergence of clear 

evidence of a potentiating effect of ethanol on presynaptic GABA release. Several 
electrophysiological methods can be used to detect changes in inhibitory neurotrans-
mitter release. Two methods commonly used for in vitro slice preparations include 
the analysis of quantal, miniature (action potential independent; tetrodotoxin-insensitive) 
and spontaneous (action potential-dependent; tetrodotoxin-sensitive) inhibitory 
postsynaptic currents (m/sIPSCs). A change in the frequency of m/sIPSCs reflects a 
change in the number of release events; a change in the amplitude of m/sIPSCs 
represents a change in postsynaptic receptor sensitivity. Another method to study 
GABA release is by analyzing the change in the ratio of paired evoked IPSCs 
(paired-pulse ratio).

Given the important role of the midbrain in the development and expression of 
alcohol dependence, there are surprisingly few studies exploring ethanol modula-
tion of GABA release in the VTA. The first electrophysiological study to measure 
the effect of ethanol on GABA release in this brain region demonstrated that 24 h 
after a single injection of ethanol in mice, there was a long-lasting potentiation of 
GABA release that was interpreted as a manifestation of a long-lasting effect of 
acute ethanol (Melis et al. 2002; Wanat et al. 2008). Conversely, Ye and colleagues 
demonstrated that ethanol (40 mM) substantially inhibited the firing rate of pre-
sumed VTA-GABAergic interneurons in vitro (Xiao et al. 2007). In that study, 
these inhibitory interneurons, and their VTA-DA targets, were under strong opioid 
influence as demonstrated by a marked increased in DA neuron firing rate by the 
MOR agonist, DAMGO, and a decrease in firing rate by the opioid antagonist, 
naloxone. Additionally, ethanol decreased action potential-dependent mediated 
GABA transmission onto VTA-DA neurons (Xiao and Ye 2008). Interestingly, in 
the presence of DAMGO an enhancement in GABA transmission was observed, 
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which was attributed to ethanol activation of GABAergic projections from other 
brain regions following silencing of local interneurons via MOR activation. 
Nevertheless, under no conditions did Ye and colleagues observe any ethanol-
induced change in mIPSC frequency (Xiao and Ye 2008). Steffensen and  colleagues 
have demonstrated ethanol inhibition of interneuron excitability believed to be 
mediated through inhibition of NMDA receptors (Stobbs et al. 2004). Interestingly, 
they also demonstrated that low dose intravenous ethanol (0.01–0.03 g/kg) 
enhanced VTA-GABA neuron firing rate in rats (Steffensen et al. 2009). The 
authors contend in the latter study that ethanol enhanced dopamine release which 
then acted to excite local GABA interneurons. Thus conflicting results regarding 
the effects of ethanol on GABA release in the VTA demands the need for further 
investigation.

In light of those disparate observations and lack of understanding of the efficacy 
of mu-opiate receptor antagonists in ethanol dependence, we sought to investigate 
ethanol modulation of GABAergic transmission in the VTA. In our first report 
(Theile et al. 2008) we demonstrated that ethanol (25 and 50 mM) significantly 
enhanced sIPSC frequency and amplitude. Furthermore, ethanol (50 mM) enhanced 
paired-pulse depression and mIPSC frequency, indicative of an enhancement in 
GABA release onto VTA-DA neurons. While other investigators, working in the 
hippocampus, observed that GABA

B
 receptor activity modulates ethanol-enhancement 

of GABA
A
 receptor-mediated IPSCs (Ariwodola and Weiner 2004), the same was 

not the case in the VTA. We observed a decrease in sIPSC frequency mediated by 
GABA

B
 receptor activation which confirmed previous findings (Rohrbacher et al. 

1997). Consistent with the concept of GABA
B
 receptor-mediated auto-inhibition of 

GABAergic neurons, we observed that GABA
B
 receptor blockade caused an 

increase in sIPSC frequency. Blockade of GABA
B
 receptors presumably removed 

this tonic auto-inhibition, allowing for increased GABA release. Nevertheless, 
neither activation nor blockade of GABA

B
 receptors appeared to affect ethanol 

enhancement of sIPSC frequency, indeed indicating that ethanol modulation of 
GABA release is independent of GABA

B
 receptor function. In a neighboring region 

of the VTA, the substantia nigra pars reticulata (SNr), ethanol (100 mM) has also 
been observed to enhance GABA

A
 mIPSC frequency (Criswell et al. 2008).

In order to study ethanol-VTA GABA interactions more definitively, we initiated 
studies of mIPSCs. In the second report from our lab (Theile et al. 2009) we further 
characterized the mechanism of ethanol-enhancement in GABA release. Another 
group had recently observed ethanol caused an increase in GABA release onto 
cerebellar Purkinje neurons by activation of calcium release from presynaptic 
inositol-1-4-5-triphosphate (IP

3
)- and ryanodine–sensitive internal stores (Kelm 

et al. 2007). Likewise, we observed a similar requirement for ethanol potentiation 
of mIPSCs as recorded from VTA-DA neurons. Blockade of IP

3
 receptors and 

depletion of intracellular stores both occluded the ethanol-enhancement in mIPSC 
frequency. Coincidently we became aware that a GPCR coupled to IP

3
 production 

stimulated by serotonin (5-HT
2C

) had been demonstrated to exist on VTA GABA 
neurons and modulate VTA-DA activity (Di Giovanni et al. 1999; Di Matteo et al. 
2000; Bubar and Cunningham 2007). Consequently, we initiated studies of 5-HT

2C
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receptor modulation of GABA transmission in the VTA. We demonstrated a robust 
and long-lasting 5-HT

2C
 receptor-dependent enhancement in GABA release onto 

VTA-DA neurons. Furthermore, blockade of 5-HT
2C

 receptors occluded the 
agonist-induced as well as the ethanol-enhancement in GABA release. Therefore, 
our data directly demonstrate that 5-HT

2C
/IP

3
 receptor activation and subsequent 

calcium mobilization represents a primary candidate for the mechanism by which 
acute ethanol enhances GABA release in the VTA. Ethanol increases 5-HT release 
in the NAc (Yoshimoto et al. 1992) and prevents 5-HT reuptake in the hippocampus 
(Daws et al. 2006). Therefore, it is conceivable that ethanol may also stimulate 
5-HT release in the VTA which subsequently results in the activation of 5-HT

2C
Rs. 

This is certainly a possibility given that application of 5-HT enhances GABA 
release in our preparation as well (Theile et al. 2009).

Our most recent work has further explored the mechanisms of ethanol-enhance-
ment of VTA-DA neuron activity in light of our recent findings demonstrating a 
concurrent enhancement in GABA release in the VTA. Since ethanol might have 
opposing actions in the VTA to enhance inhibitory drive from VTA-GABA neurons 
while simultaneously enhancing excitability of VTA-DA neurons, one might expect 
complex actions of ethanol on VTA-DA firing patterns. Indeed, ethanol (75 mM) 
application did elicit a robust and reliable increase in VTA-DA neuron firing rate 
that consisted of two distinct phases: a rising and falling phase (Fig. 6.1a). 
Immediately after ethanol was introduced into the bath, we consistently observed a 
rapid increase in spontaneous firing rate that peaked and then decreased somewhat 
before stabilizing at a level intermediate between the baseline and peak responses. 
We interpreted these results as indicating that the excitatory effect of ethanol on VTA-DA 
excitation is not maintained throughout the entire duration of ethanol exposure, but 
rather is affected by another slower process which acts to diminish the excitation to 
the degree of decreasing the firing rate to baseline levels. We hypothesized that an 
ethanol-induced enhancement in inhibitory drive may constitute a primary candidate 
mechanism that dampens the excitatory effect of ethanol on VTA-DA firing rate. 
Therefore, we tested whether the time-course of ethanol enhancement of VTA-DA 
firing rate was altered in the presence of saturating concentrations of picrotoxin, a 
GABA channel blocker. Indeed, we observed distinct differences in the kinetics of 
ethanol actions on VTA-DA firing under conditions of GABA block such that the 
peak excitatory effect of ethanol was larger and sustained for a longer period of 
time (Fig. 6.1). Furthermore, while the GABA

A
 receptor agonist muscimol strongly 

inhibited VTA-DA firing rate, this inhibition was more pronounced in the presence 
of ethanol (Fig. 6.2). Thus, while ethanol-enhancement of GABA release alone is 
not enough to overcome the direct excitatory effect of ethanol on VTA-DA neuron 
activity, these results demonstrate that conditions of adjunctive GABA

A
 receptor 

activation can reverse the stimulatory effect of ethanol on VTA-DA neuron 
activity.

Several labs have demonstrated a MOR-mediated disinhibition of VTA-DA neu-
rons (Johnson and North 1992a; Margolis et al. 2003; Xiao et al. 2007). It should 
be noted, however, that in the study by Margolis et al. (2003), disinhibition was seen 
in only 47% of the neurons tested. Additionally, in the study by Johnson and North 
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(1992a), the use of an elevated extracellular K+ solution was required to observe 
disinhibition. However, we did not observe a MOR-mediated enhancement in either 
spontaneous or ethanol-enhanced firing rate. Although DAMGO reduced basal 
GABA release, it did not occlude the ethanol-enhancement in release; thus, the 
mechanism of ethanol modulation of GABA release is clearly distinct from that of 
opioid modulation. Naltrexone has been demonstrated to reduce the ethanol-induced 

Fig. 6.1 GABA
A
 receptor blockade sustains ethanol-enhancement in VTA-DA firing activity. 

(a) Sample neurons showing the normalized data points in the presence of ethanol (75 mM) alone and 
in the continued presence of picrotoxin (75 mM). Data points for individual cells represent 20-s 
sweeps in which the average firing rate (Hz) was calculated. Each data point is normalized to the 
last 5 min of baseline. (b) A bar graph representing the % change ± SEM above control firing rate. 
The bar graph represents the average 5 min ethanol response (peak rising phase and peak falling 
phase) and the last 5 min of washout normalized to the last 5 min of the baseline (control). (etha-
nol; n = 30, ethanol + picrotoxin; n = 14, * indicates p < 0.01 by one-way ANOVA)
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enhancement in dopamine release from the VTA (Gonzales and Weiss 1998). 
However, we did not observe a reduction in the ethanol-enhancement in firing rate 
in the presence of naltrexone. Thus, we do not observe in vitro the ability of naltrex-
one to suppress the ethanol enhancement in VTA-DA neuron activity as seen 
in vivo. Opioid tone is likely substantially reduced or absent in our slice preparation 
due to deafferentation, one of the few notable drawbacks to studying synaptic trans-
mission in an in vitro slice preparation.

Fig. 6.2 GABA
A
 receptor activation uncovers inhibitory effect of ethanol on VTA-DA firing 

activity. (a) Sample neurons showing the normalized data points in the presence of muscimol 
(1 mM) alone and with co-application of muscimol and ethanol (75 mM). Data points for indi-
vidual cells represent 20-s sweeps in which the average firing rate (Hz) was calculated. Each data 
point is normalized to the last 5 min of baseline. (b) A bar graph representing the % change ± 
SEM below control firing rate. The bar graph represents the peak 5 min muscimol effect on inhi-
bition (and muscimol with ethanol) and the last 5 min of washout normalized to the last 5 min of 
the baseline (control). (muscimol; n = 8, muscimol + ethanol; n = 9, * indicates p < 0.01 by one-way 
ANOVA)
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Implications for Ethanol Modulation of Dopamine Output

An important question that remains concerns the relevance of our recent findings to 
the mechanism of alcohol dependence. This question can be better answered by 
studying the effects of both acute and chronic ethanol on synaptic transmission in 
the VTA. Therefore, any forthcoming conclusions must reflect the fact that we have 
no information concerning the effects of chronic ethanol exposure on GABA 
release in the VTA. However, one study did demonstrate that VTA-DA neurons are 
sensitized to ethanol after chronic exposure and the sensitivity of DA neurons to 
GABA was reduced (Brodie 2002). Whether or not decreased sensitivity to GABA 
reflects any compensatory changes in GABAergic transmission remains uninvesti-
gated, although variable changes in GABA

A
 receptor expression in different brain 

regions following exposure to chronic ethanol have been documented (Enoch 2008; 
Kumar et al. 2009).

Obviously, ethanol is used intermittently and our understanding of changes in 
VTA-DA and GABA interactions during withdrawal is unknown. Several studies 
have examined the effects of long-term ethanol administration on GABAergic 
transmission; however, there is a lack of consensus between brain regions and in 
the type of ethanol administration paradigm used. In the hippocampus, withdrawal 
from chronic intermittent ethanol (CIE) treatment results in a decrease in mIPSC 
frequency as recorded from CA1 neurons (Cagetti et al. 2003). Although subse-
quent exposure to acute ethanol was not examined in that study, a previous study in 
the hippocampus demonstrated an enhancement in ethanol sensitivity to evoked 
IPSCs (Kang et al. 1998). Conversely, in the amygdala, continuous chronic ethanol 
exposure results in an enhancement in GABA release (Roberto et al. 2004). 
Furthermore, in that study acute ethanol similarly enhanced GABA release in both 
chronic treated and ethanol-naïve rats, thus suggesting a lack of tolerance to acute 
ethanol. Nonetheless, based on the results presented by Brodie (2002) there must 
be some factor regulating the altered sensitivity of VTA-DA neurons to GABA

A
 

receptor-mediated inhibition. Prolonged GABA release induced by ethanol may 
impart compensatory changes in GABA

A
 receptor expression and/or function to 

account for the results seen by Brodie. Indeed, chronic GABA
A
 receptor activation 

can decrease GABA
A
 receptor subunit expression and GABA

A
 receptor-mediated 

inhibition (Roca et al. 1990; Montpied et al. 1991). Furthermore, Melis et al. (2002) 
demonstrated that a single in vivo injection of ethanol resulted in a long-lasting 
enhancement in GABA release. Thus it is possible that ethanol-induced changes in 
GABA release could contribute to the altered VTA-DA sensitivity to GABA-
mediated inhibition. As a result, it would be pertinent to investigate the effects of 
long-term ethanol exposure on GABA release in the VTA, in vitro and in vivo, 
using multiple ethanol administration paradigms.

The GABA
A
 receptor dependent switch from ethanol stimulation to inhibition 

may have implications for the rewarding and reinforcing properties of etha-
nol. In the whole animal, strong ethanol stimulation of brain regions with 
GABAergic projections to the VTA in conjunction with stimulation of local 
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GABAergic interneurons may strongly impact the direct excitatory effect of 
ethanol on VTA-DA neuron activity. Initial sensitivity to ethanol is a strong 
biological factor predicative to the development of dependence (Schuckit et al. 
1985). Thus, in those that become dependent, basal and/or ethanol-enhanced 
GABA release may initially be minimal or become diminished after chronic 
exposure. This would correlate to a stronger excitatory effect of ethanol on 
VTA-DA neuron activity and thus ethanol consumption could become aberrantly 
reinforcing. Conversely, those who are less susceptible to develop alcohol 
dependence may exhibit robust basal and/or ethanol-enhanced GABA release, 
thereby curbing the excitatory effect of ethanol on VTA-DA neuron activity. 
This in turn may limit the reinforcing actions of ethanol within the mesolimbic 
system. It would be very interesting to investigate potential differences in the 
acute effects of ethanol on GABA release between strains of animals that are 
genetically pre-disposed to drink more or less. We predict that animal strains 
which are genetically prone to drink less or not at all (alcohol non-preferring) 
may exhibit a strong basal GABA tone and/or a robust ethanol-enhancement in 
GABA release which could correlate with a weaker reinforcing effect of acute 
ethanol. Conversely, those strains which are genetically prone to drink more 
(alcohol preferring) may exhibit a weak GABA tone and/or a weaker ethanol-
enhancement in GABA release and thus exhibit a strong reinforcing effect of 
ethanol.
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Abstract The balance between inhibition and excitation in the dorsal spinal cord 
plays a critical role in ensuring that sensory information is relayed accurately to the 
brain. In particular, a loss of inhibitory control, and the ensuing increase in excit-
ability in spinal dorsal horn neuronal circuits, appears to be a key substrate of pain 
hypersensitivity. In this Chapter, we summarize the most current knowledge on the 
involvement of altered GABA and glycine-mediated inhibition in pathological pain. 
Particular emphasis has been given to the recent finding that altered intracellular 
chloride homeostasis in neurons of the superficial dorsal horn may explain how 
inhibition is impaired following peripheral nerve injury and how this may underlie 
the development of neuropathic pain syndromes. Of particular interest is the finding 
that this mechanism of injury-induced central disinhibition results from a neuro-
immune interaction involving a neuron-to-microglia-to-neuron signalling cascade.

Tissue injury is detected by the organism with the sensation of pain, which triggers 
defensive responses aiming to terminate the painful experience and protect the 
organism. Hence, the ability to modulate the pain sensitivity of the tissue surround-
ing the injury is necessary to protect the damaged tissue and accelerate the healing 
processes. In other cases however, it is beneficial to reduce the pain felt, as a protec-
tive adaptation. For example, lowering pain in a wounded animal fleeing from a 
predator might increase the possibility of escape. These examples are indicative of 
the effect of the surrounding conditions on the intensity with which pain is felt and 
characteristic of dynamic changes in the processing of painful signals. However, 
during pathological pain conditions, like nerve damage or inflammation, aberrant 
function of plasticity in the CNS can lead to increased pain sensitivity, that persists 
over the long term without being directly related to tissue damage. Although such 
plastic changes in pain sensitivity can occur at several levels of the nociceptive/pain 
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pathway, this chapter will focus on mechanisms originating in the dorsal horn of the 
spinal cord. The dorsal horn is the first entry point of the nociceptive signal in the 
CNS and serves as a relay station to higher brain centers. A complex network of 
interneurons together with afferent nerve terminals, descending control fibers and 
projection neurons constitute the anatomical substrate for nociceptive information 
processing. Dynamic changes in the balance between the excitatory and inhibitory 
neurotransmission in the dorsal horn will influence the outcome of nociceptive 
information and may lead to aberrant pain sensation.

Past work has focused mostly on the plasticity of excitatory transmission in the 
effort to elucidate the mechanism of pathological pain. Recent work however is 
indicating that plasticity of inhibitory transmission is an equally crucial factor. The 
significance of spinal inhibitory transmission in the development of pathologic pain 
has been demonstrated in many paradigms. Block of GABA and glycine inhibition 
in the spinal cord promotes the transmission of nociceptive information (hyperalge-
sia) and makes innocuous input painful (allodynia), akin to what is observed in 
neuropathic and inflammatory pain (Yaksh 1989; Sivilotti and Woolf 1994; Sherman 
and Loomis 1994; Sorkin and Puig 1996; Sherman et al. 1997). At the cellular level, 
block of inhibition unmasks a network of low-threshold polysynaptic input onto 
superficial dorsal horn neurons (Baba et al. 2003; Torsney and Macdermott 2006). 
Comparably, nociceptive specific lamina I neurons show responses to innocuous 
touch after depression of intrinsic GABA

A
/glycine inhibition (Keller et al. 2007) and 

this normally innocuous information is relayed through ascending pathways to noci-
ceptive specific thalamic neurons (Sherman et al. 1997) (Fig. 7.1).

Fig. 7.1 Summary diagram illustrating how loss of inhibition at the spinal level can unmask low-
threshold input to nociceptive relay channels in the dorsal horn of the spinal cord to explain 
allodynia. Normally, low-threshold (innocuous) input is conveyed through Ab mechanosensitive 
afferents and C innocuous thermal or brush afferents to non-nociceptive relay neurons. In contrast, 
high-threshold (nociceptive) input is conveyed through Ad and C mechanosensitive and thermo-
sensitive afferents. While these afferent connections terminate on separate populations of neurons, 
yielding separate relay pathways, the pathways are interconnected via a circuit of local interneu-
rons. Normally, local spinal inhibition (dark grey circles) maintains this interconnection silent and 
thus these pathways separated (left panel). However, disinhibition (light grey circles) can unmask 
these interconnections, allowing for a crosstalk between pathways and, for example, relay of 
innocuous input via normally nociceptive specific pathways, providing a substrate for the percep-
tion of pain in response to a normally innocuous stimulus (allodynia; right panel) (Baba et al. 
2003; Torsney and Macdermott 2006; Keller et al. 2007)
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As both nerve injury and peripheral inflammation appear to lead to a loss of 
functional inhibition, identification of the intrinsic mechanisms of inhibitory plas-
ticity involved in neuropathic and inflammatory pain might provide improved 
opportunities for target-specific treatments. Such mechanisms might involve changes 
at the presynaptic level or at the postsynaptic target of inhibition.

Plasticity of Spinal Inhibition by Altering the Source  
and Release of GABA and Glycine

At the presynaptic level, plastic changes have as a final result the modulation of 
the amount of neurotransmitter reaching the postsynaptic neurons. Several mecha-
nisms that involve presynaptic changes causing a decrease in available inhibitory 
neurotransmitters have been investigated.

Loss of Inhibitory Neurons as a Cause of Central Pain 
Hypersensitivity

A reduction of GABAergic cells in the dorsal horn and a decrease of GABA has 
been observed after sciatic nerve transection (Castro-Lopes et al. 1993). In addition, 
several studies describe apoptosis or degeneration of inhibitory interneurons fol-
lowing peripheral nerve lesion (Ibuki et al. 1997; Moore et al. 2002; Scholz et al. 
2005), and accordingly local use of antiapoptotic drugs attenuates pain behaviour 
(Scholz et al. 2005). However, by using a stereological approach to quantify cell 
death, other reports have provided evidence that certain nerve lesions cause pain 
hypersensitivity in the absence of significant apoptosis in the dorsal horn (Polgar 
et al. 2004; Polgar et al. 2005). The question therefore remains of whether pain 
hypersensitivity after nerve lesion is necessarily linked to apoptosis of inhibitory 
interneurons.

Pain as a Result of Changes in GABA Synthesis

Irrespectively of the absolute number of interneurons, a significant reduction of 
inhibition can be due to a reduced synthesis of GABA (Eaton et al. 1998; Somers 
and Clemente 2002). In neuropathic animal models, a loss of GABA content in the 
dorsal horn synapses has been reported (Somers and Clemente 2002) and this pro-
cess seems to be associated with a down-regulation of the GABA synthesizing 
enzyme glutamic acid decarboxylase (GAD; Eaton et al. 1998). Interestingly, GAD 
expression is rather increased in inflammatory pain models (Castro-Lopes et al. 
1993, 1994).
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Modulation of GABA/Glycine Release from Presynaptic Terminals

The release of GABA/glycine can also be regulated by specific presynaptic recep-
tors. In particular, GABA

B
 and glutamate receptors are expressed on presynaptic 

inhibitory terminals and their activation can modulate the transmitter release 
(Chéry and De Koninck 2000; Kerchner et al. 2001; Hugel and Schlichter 2003; Lu 
et al. 2005; Engelman et al. 2006; Choi et al. 2008). Direct effects on inhibitory 
transmitter release can also be induced by the activation of serotonin receptors 
(Fukushima et al. 2009), muscarinic receptors (Baba et al. 1998; Wang et al. 2006), 
nicotinic receptors (Kiyosawa et al. 2001; Cordero-Erausquin et al. 2004), puriner-
gic receptors (Jang et al. 2001; Hugel and Schlichter 2003), adrenergic receptors 
(Gassner et al. 2009), neurokinin receptors (Vergnano et al. 2004), and TrkB recep-
tors (Bardoni et al. 2007).

Recently a novel spinal mechanism of GABAergic presynaptic plasticity medi-
ated by endocannabinoids has been suggested (Pernia-Andrade et al. 2009). 
Cannabinoids are known for the analgesic action that they exert by binding to CB1 
and CB2 receptors on peripheral nociceptors (Walker and Hohmann 2005; Agarwal 
et al. 2007). In contrast, in the dorsal horn, cannabinoids have been found to medi-
ate pro-nociceptive actions (Pernia-Andrade et al. 2009). CB1 receptors are densely 
expressed in the superficial dorsal horn (Farquhar-Smith et al. 2000) and are local-
ized presynaptically on inhibitory terminals. Their activation reduces the synaptic 
release of glycine and GABA, hence reducing inhibition and consequently causing 
disinhibition. The source of cannabinnoids are local excitatory neurons. Their 
depolarization by intense stimuli, causes the production of endocannabinoids which 
then can act retrogradely to weaken the inhibitory input they receive. This activity 
dependent pro-nociceptive effect could explain the secondary mechanical hyperal-
gesia triggered by intense nociceptive input in the surrounding skin.

Plasticity of Spinal Inhibition at the Postsynaptic Level

At the postsynaptic level the traditional targets for plastic modulation are the inhibi-
tory neurotransmitter receptors. In addition, recent work has revealed a new mecha-
nism of inhibitory synaptic strength control by modulating the transmembrane 
anion gradient:

Modulation of Spinal Postsynaptic Glycine Receptors  
by Inflammatory Mediators

Increased pain sensitivity during tissue inflammation is partly mediated by the 
production and release of various prostaglandins. Their role however, is not limited 
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in the peripheral tissue where the inflammation occurs, but it also extends 
centrally, mediating central sensitization. Cyclooxygenase 2, the rate limiting 
enzyme of the prostaglandin production pathway, is upregulated in the spinal dor-
sal horn after tissue inflammation, leading to increased production of prostaglan-
din E2 (Guhring et al. 2000; Samad et al. 2001). PGE2 selectively blocks 
glycinergic transmission in the dorsal horn, by phosphorylating the a3 glycine 
receptor subunit (Ahmadi et al. 2002). Accordingly, mice deficient for the a3 
subunit show reduced PGE2 and inflammation mediated pain sensitization 
(Harvey et al. 2004). Interestingly, this mechanism does not contribute to pain 
after nerve injury (Hosl et al. 2006). The significance of these findings lies in the 
potential development of target specific pharmacological treatments that have 
reduced side effects.

Modulation of Spinal GABA
A
 Receptor Function by Endogenous 

Neurosteroids After Inflammation

A form of postsynaptic receptor modulation of GABA
A
 receptor signalling is medi-

ated by neurosteroids, which cause a prolongation of synaptic inhibition (Harrison 
et al. 1987; Cooper et al. 1999). While in the developing dorsal horn endogenous 
5a-reduced neurosteroids are tonically released, in the adult dorsal horn their pro-
duction ceases. This developmental change results in an acceleration of GABAergic 
current kinetics in adults (Keller et al. 2004). Yet, after peripheral tissue inflamma-
tion neurosteroid production in adult dorsal horn is reactivated again, which causes 
a deceleration of GABA receptor kinetics (Poisbeau et al. 2005). Unlike the previ-
ous examples of plasticity, in which plastic changes during pathological pain were 
leading to disinhibition and a pronociceptive behavior, this mechanism leads to 
increased inhibition and thus is antinociceptive. Indeed, the increased inhibition 
correlated with a decrease in inflammation-induced thermal hyperalgesia by endog-
enous neurosteroid production (Poisbeau et al. 2005).

Altered Chloride Homeostasis in Pain

Emerging evidence of the modulation of ion gradients in adult tissue represents 
an intriguing mechanism to control synaptic strength, and therefore provides a 
novel perspective on synaptic plasticity. In particular, evidence of altered 
chloride homeostasis in pathological conditions also offers novel avenues for 
therapeutic interventions (De Koninck 2007). Below, we will review in details 
the cascade of mechanisms leading to altered chloride homeostasis in the spinal 
dorsal horn following peripheral nerve injury and the functional impact of such 
phenomenon.
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Intracellular Chloride Concentration Defines the Polarity  
of GABA/Glycine-Mediated Currents

GABA
A
 and glycine receptors are ligand-gated ion channels permeable to chloride 

(Cl−) and bicarbonate (HCO3−). The concentration of these anions in the intracellular 
and extracellular media sets the reversal potential for GABA currents (E

GABA
), as well 

as for glycine (E
glycine

), therefore determining their overall effect on the response 
properties of the cells to synaptic inputs. Since Cl− is a small largely available anion 
and its permeability is about fourfold the one for HCO3−, E

GABA/glycine
 mostly depends 

on Cl− concentration. In addition, the intracellular Cl− concentration is much lower 
than the extracellular one (5–20-fold), so that small or millimolar changes in the 
intracellular concentration may strongly challenge the transmembrane gradient. 
Under physiological conditions in mature neurons the intracellular Cl− concentration 
is relatively low (less than 10 mM) and the E

GABA/glycine
 is more negative than the cell 

resting potential (Vr). Consequently, the opening of GABA/glycine receptors leads to 
a Cl− influx that in turn hyperpolarizes the cell membrane and reduces the cell excitability. 
However, a strong hyperpolarization could lead to rebound action potentials in some 
cases (Bevan et al. 2002; Baufreton et al. 2005). On the other hand a small depolarization 
could cause shunting inhibition by decreasing the membrane resistance and affecting 
the membrane time constant (Mitchell and Silver 2003; Prescott et al. 2006). In this 
respect, the equations “inhibition” = “hyperpolarization” and “excitation” = “depolar-
ization” are not practical and therefore, a better way to define GABA/glycine “inhibition” 
should be sought in the net effect produced on neuronal firing.

KCC2 and Chloride Homeostasis in CNS

In mature neurons, the intracellular Cl− concentration is kept low by a potassium-
chloride co-transporter known as KCC2. KCC2 belongs to the family of the SLC12 
cation-chloride co-transporters (CCCs), a group of glycoproteins involved in the 
electroneutral transport of ions across the cell membranes (Payne et al. 2003; Gamba 
2005; Price et al. 2005). Together with the sodium-potassium-chloride co-transporter-1 
(NKCC1), they are considered to be the major players in maintaining Cl− balance 
in the nervous system (Payne et al. 2003). While the first is the main Cl− extruder in 
neurons, the latter facilitates Cl− accumulation. However, their temporal and spatial 
localizations seem to be in general different. At early developmental stages, NKCC1 
expression levels are high while KCC2 levels are low (consequently, due to the high 
intracellular Cl− concentration, GABA is typically depolarizing in immature neurons). 
With maturation, NKCC1 expression diminishes, and KCC2 expression increases, 
causing a shift in Cl− ion gradients. On the other hand, high levels of NKCC1 appear 
to be maintained in most of the mature neurons in the peripheral nervous system and 
in some specific sub-cellular compartments within the central nervous system (Khirug 
et al. 2008).
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Since intracellular Cl− concentration depends on KCC2, any change in its activity 
and/or expression may affect the strength or even the polarity of GABAergic/
glycinergic neurotransmission. To date, an increasing number of studies have 
shown that the regulation of KCC2 activity represents a key mechanism for dis-
inhibition in the adult nervous system under both physiological (Hewitt et al. 
2009) and pathological (Rivera et al. 2002; Jin et al. 2005; Palma et al. 2006) 
conditions.

Altered KCC2 Activity in the Spinal Dorsal Horn  
After Nerve Lesion

In the spinal dorsal horn, the down-regulation of KCC2 activity specifically affects 
post-synaptic inhibition of projection neurons in neuropathic animals (Coull et al. 
2003). Indeed, after peripheral nerve injury, E

GABA
 of spinal lamina I neurons is 

shifted toward more positive values significantly reducing the hyperpolarizing 
effect of GABA and in some cases converting inhibition to a net excitation. This 
appears to be due to a loss of KCC2 activity, since KCC2 expression is reduced in 
different models of neuropathic pain (Coull et al. 2003; Lu et al. 2008; Jolivalt et al. 
2008; Miletic and Miletic 2008; Cramer et al. 2008). Loss of KCC2 activity also 
seems to be a sufficient mechanism to explain neuropathic pain symptoms: local 
spinal blockade or knock-down of spinal KCC2 lowers the nociceptive withdrawal 
threshold and mimics the symptoms of neuropathic pain (Coull et al. 2003) and 
changes the phenotype of lamina I neurons in control animals by unmasking 
innocuous mechanical inputs to these normally nociceptive specific neurons (Keller 
et al. 2007). The latter mechanism thus appears sufficient to explain how innocuous 
input can provoke a nociceptive response (allodynia).

From Injured Primary Afferent to KCC2 Downregulation  
in the Dorsal Horn Neurons

KCC2 function can be regulated by several mechanisms. In particular, the trans-
porter activity has been suggested to be modulated by both protein oligomerization 
(Blaesse et al. 2006) and phosphorylation states (Khirug et al. 2005; Rinehart et al. 
2009; Watanabe et al. 2009). Indeed, an increased level of oligomerization observed 
during the development seems to be correlated with an increased level of KCC2 
activity (Blaesse et al. 2006). With regards to expression of KCC2 in neurons, 
Rivera and colleagues (Rivera et al. 2002; Rivera et al. 2004) have shown that it is 
regulated via the BDNF-TrkB signalling pathway. Indeed, they showed that expos-
ing hippocampal cultures to BDNF caused a rapid (within less than 1 h) down-
regulation of KCC2 mRNA and protein in neurons (Rivera et al. 2002). In addition, 
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they identified two major second messenger pathways coupled to TrkB receptors 
that control KCC2 expression: the Shc/FRS-2 (src homology 2 domain-containing 
transforming protein/fibroblast growth factor receptor substrate 2) pathway and the 
PLCg/CREB (phospholipase C-g/cyclic adenosine monophosphate response 
element-binding protein) pathway (Rivera et al. 2004). Interestingly, activation of 
both pathways leads to a down-regulation of KCC2, whereas activation of Shc 
pathway alone induce an up-regulation of KCC2, suggesting a bi-directional action 
of BDNF that is consistent with the role of BDNF in the up-regulation of KCC2 
during the early postnatal period (Aguado et al. 2003). This modulatory role of 
BDNF on KCC2 fits well with its known role as a pain modulator (Merighi et al. 
2008). Indeed, intrathecal administration of BDNF significantly increases pain 
sensitivity in rats and its acute application on spinal cord slices induces a depolarizing 
shift on E

GABA
 (Coull et al. 2005). Conversely, removing endogenous BDNF by using 

TrkB-Fc fusion protein or TrkB blocking antibody acutely reverses the depolarizing shift 
on E

GABA
 observed in lamina I neurons of neuropathic animals (Coull et al. 2005). 

Therefore, plastic changes in spinal inhibition induced by peripheral nerve injury 
are mediated through a signalling pathway that involves the release of BDNF, the 
activation of TrkB receptors and the down-regulation of KCC2, with consequent 
disruption of Cl− homeostasis.

Activated Microglia Trigger Down-Regulation of KCC2  
by Releasing BDNF

An important source of BDNF in the spinal cord following injury appears to be 
microglia, the resident macrophages in the central nervous system. After spinal 
injury or nerve lesion (and many other different insults directed against the central 
nervous system) microglia acquire a new morphological and biochemical reactive 
profile and release pro-inflammatory or cell-signalling molecules. Even though 
several pathways can lead to this activated state, the purinergic system associated 
with microglia has been shown to play a pivotal role in the physiopathology of 
neuropathic pain (Trang et al. 2006; Inoue 2008). ATP released by injured neurons, 
and possibly glial cells, promotes microglial activation and chemotaxis (Honda 
et al. 2001). Microglia activation involves the expression de novo of the purinergic 
P2X

4
 receptors (Tsuda et al. 2003; Ulmann et al. 2008; Trang et al. 2009) and this 

process plays a major role in the development of neuropathic pain behaviour. 
Indeed, intrathecal administration of antisense oligodeoxynucleotide targeting 
P2X

4
 reduces tactile allodynia in nerve injury models, whereas administration of 

ATP-stimulated microglia elicits allodynia in naïve animals (Tsuda et al. 2003). 
P2X

4
 null mice also do not develop pain hypersensitivity after peripheral nerve 

injury (Ulmann et al. 2008). Interestingly, ATP-stimulated microglia release BDNF 
in a P2X

4
-dependent manner (Ulmann et al. 2008; Trang et al. 2009) and intrathecal 

administration of activated microglia that have been pretreated with siRNA against 
BDNF does not elicit allodynia (Coull et al. 2005). Taken together, these findings 
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indicate that ATP-stimulated microglia, by releasing BDNF, activates the TrkB 
mediated intracellular pathways described above, thus affecting the KCC2 activity. 
In summary, after nerve injury a series of events develop, starting with the activation 
of spinal microglia and ending with the alteration of Cl− extrusion capacity of lamina 
I neurons (Coull et al. 2005) (Fig. 7.2). Importantly, local blockade of P2X

4
 in spinal 

slices extracted from nerve injured animals causes a return of E
GABA

 toward more 
negative values (Coull et al. 2005), suggesting that the microglia-neuronal signalling 
is continuously maintained in neuropathic animals and its effect can be reversed.

Yet, it is not easy to predict the functional impact of a change in Cl− homeostasis 
on cells and network excitability. Using NEURON models, where E

GABA
 could be 

adjusted artificially, we found that even very small sub-threshold shifts in E
GABA

 (by 
as little as 5 mV) were sufficient to significantly affect the input-output properties 

Fig. 7.2 Summary diagram illustrating the cascade of events leading to spinal disinhibition fol-
lowing peripheral nerve injury and the relay of innocuous input to normally nociceptive output 
neurons. Under normal conditions, intracellular Cl− concentration is sufficiently low that when 
GABA or glycine opens GABA

A
/glycine receptor-channels, a net outward current results, causing 

hyperpolarizing inhibition. After nerve injury, resting microglia becomes activated and begins to 
express the P2X

4
 receptor (Tsuda et al. 2003). When ATP binds to these P2X

4
 receptors, the acti-

vated microglia release BDNF which acts on TrkB receptors on dorsal horn neurons causing a 
downregulation of KCC2 and accumulation of intracellular Cl− (Rivera et al. 2002; Rivera et al. 
2004; Coull et al. 2005). The net result is a collapse of outward, hyperpolarizing, Cl− current either 
decreasing net hyperpolarizing inhibition or even converting the current to a depolarizing one 
because of the dominant inward HCO

3
− current (Cordero-Erausquin et al. 2005). This leads to a 

loss of inhibition at the spinal level, and in some extreme cases, the net conversion of inhibition 
into excitation (Coull et al. 2003). Innocuous input which is normally not communicated to noci-
ceptive output neurons is now unmasked and triggers the aberrant relay of a nociceptive signal to 
the brain where pain is perceived (Keller et al. 2007)
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of neurons (Prescott et al. 2006). To fully appreciate the impact of altered Cl− 
homeostasis on how neurons integrate synaptic inputs, one must also consider the 
spatiotemporal dynamics of Cl− during an input. This is well illustrated by findings 
we made from studying the early stages of spinal cord development in rats: During 
the first postnatal week, GABA is depolarizing in dorsal horn neurons, consistent 
with increased nociceptive responses in young rats. After the first post-natal week, 
GABA action switches to hyperpolarizing responses (Baccei and Fitzgerald 2004), 
however nociceptive responses do not reach mature levels until the third post-natal 
week. Closer investigation showed that, during this period, GABA applications 
produced biphasic responses, consisting in an initial hyperpolarisation, followed by 
a depolarization. This temporal switch was a consequence of intracellular Cl− accu-
mulation due to Cl− inflow through GABA

A
 receptors, unmasking the bicarbonate-

mediated depolarizing component (Cordero-Erausquin et al. 2005). Such a biphasic 
action of GABA could occur during repetitive GABA

A
-mediated synaptic inputs 

indicating a weaker capacity of the young spinal dorsal horn neurons (7–14 postnatal 
days) to maintain a low intracellular Cl− concentration when challenged by sus-
tained inhibitory input. This dynamic collapse of inhibition during repetitive 
GABA

A
-input can likely explain the lower nociceptive withdrawal threshold of 

young rats (Cordero-Erausquin et al. 2005).

Conclusion

Chronic and neuropathic pain induces plastic changes in synaptic transmission at 
the dorsal horn level, and the main consequence of these changes is an increased 
sensitivity to pain stimuli or even spontaneous pain in absence of stimuli. In the 
present chapter, we have discussed the most recent experimental studies showing 
that a large part of these plastic changes consists in a loss of inhibition. In particu-
lar, we have focused on the recent findings that impaired Cl− extrusion appear to be 
a significant substrate of such disinhibition. One of the difficulties in treating patho-
logical pain conditions resides in the lack of drugs that can effectively restore the 
physiological inhibitory tone. Recent research outlining the importance of specific 
modulatory mechanisms of GABA

A
 and glycine receptors in the development of 

inflammatory and neuropathic pain may provide more specific and selective 
approaches to control hyperexcitability of sensory neurons. In particular, the find-
ing that the a3 subunits of the glycine receptor are selective targets of prostaglandin 
E2 provides guidance for the development of novel therapeutic drugs (Zeilhofer 
and Brune 2006). Similarly, the findings that benzodiazepines that do not act on the 
a1 subunit of the GABA

A
 receptor can produce analgesia without sedation offer 

promising avenues for the development of novel analgesics with fewer side effects 
(Zeilhofer et al. 2009). However, the finding of altered Cl− homeostasis further 
complicates this strategy. Indeed, while some drugs such as benzodiazepines can 
effectively produce analgesia by enhancing spinal inhibitory neurotransmission 
(Knabl et al. 2008), the same drugs may be less effective, or lead to paradoxical 
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hyperalgesia, if an alteration of Cl− homeostasis occurs. In this context, it is interesting 
to note that a recent study showed that while benzodiazepines are analgesic at lower 
doses in animals with nerve injury, these drugs become counterproductive at higher 
doses (Asiedu et al. 2009), consistent with the prediction that with reduced Cl− 
extrusion capacity, enhancing GABA

A
 responses will eventually lead to rebound 

excitation (Cordero-Erausquin et al. 2005).
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Abstract Neocortical seizures are the seizures in which neocortex is the leading 
structure. They are characterized by spike-wave (SW) or spike-wave/polyspike-
wave (SW/PSW) complexes of 1.5–3 Hz, intermingled with episodes of fast runs 
at ~10–20 Hz. These seizures often develop during slow-wave sleep, transition 
from wake to slow-wave sleep or transition from slow-wave sleep to waking state. 
Intracellular studies on both anesthetized and non-anesthetized cats have shown 
that hyperpolarizing phase of the slow oscillation, a distinct feature of slow-wave 
sleep, is associated with disfacilitation, a temporal absence of synaptic activity in 
all cortical neurons. Periods of disfacilitation temporally increase network excit-
ability. The hyperpolarizing components of SW-PSW complexes are mediated 
mainly by leak current (state similar to discfacilitation), Ca2+- and Na+-activated 
K+ currents. It is proposed that prolonged periods of disfacilitation up-regulate 
neuronal excitability that contributes to the seizure generation. Once seizure has 
started, fast-spiking inhibitory interneurons fire multiple action potentials during 
paroxysmal depolarizing shifts (EEG spike components of SW/PSW complexes). 
During seizure a set of cellular processes induces a shift of reversal potential of 
GABA toward depolarization. Intense firing of GABAergic neurons and depolar-
izing GABA responses largely contribute to the generation of paroxysmal EEG 
spikes. Inhibition does not play a role in other components of neocortical seizures. 
Neocortical trauma, in particular penetrating wounds, produces partial deaffer-
entation of a subset of neurons that decreases excitability of network. Cortical 
neurons display occasional periods of disfacilitation in deafferented cortex during 
all states of vigilance. As in the case of slow-wave sleep, periods of disfacilita-
tion up-regulate neuronal excitability. Synaptic volleys originating from preserved 
axons impinge hyperexcitable neurons of deafferented cortex that trigger seizures. 
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I propose that any physiological or pathological condition that leads to repeated or 
prolonged periods of neuronal silence will increase neuronal hyperexcitability that 
favours development of seizures.

Introduction

All brain functions are executed during three distinct states of vigilance: wake, 
slow-wave sleep (SWS) and rapid-eye movement (REM) sleep. Each of these states 
is characterized by particular patterns of oscillatory activities (Bazhenov and 
Timofeev 2006) that are generated by thalamocortical system and may be recorded 
as field potentials from cortical surface or using intracellular recordings. A distinct 
pathological condition within thalamocortical network is paroxysmal or epilepti-
form activity that can lead to development of seizures (Niedermeyer 2005). During 
seizures, both cortical and thalamic neurons display paroxysmal membrane poten-
tial excursions. A vast majority of thalamocortical neurons do not fire action poten-
tials during neocortical seizures and thus do not contribute actively to the generation 
of neocortical seizures (reviewed in (Timofeev 2010)). Therefore the main focus of 
this chapter will be devoted to neocortical processes accompanying epileptogenesis 
and seizures.

Cortical Neuronal Activities During States of Vigilance

Membrane potential of neurons within thalamocortical loop reveals distinct pat-
terns of activity during waking state, SWS and REM sleep and it is highly corre-
lated with EEG signal. EEG pattern is activated (high frequency, low amplitude 
waves) during waking state and REM sleep (Moruzzi and Magoun 1949), while 
SWS is characterized by generation of large amplitude slow waves of EEG (Blake 
and Gerard 1937). Experiments on anesthetized animals show that during EEG 
depth-positivity, cortical neurons remain in hyperpolarized, silent state, while dur-
ing EEG depth-negativity cortical neurons move to active states, reveal barrages of 
synaptic events and fire action potentials (Contreras and Steriade 1995). The same 
patterns are also found during natural sleep (Steriade et al. 2001; Timofeev et al. 
2001). Intracellular studies on both anesthetized and non-anesthetized cats have 
shown that hyperpolarizing phase of the slow oscillation is associated with disfa-
cilitation, a temporal absence of synaptic activity in all cortical neurons (Contreras 
et al. 1996; Timofeev et al. 1996, 2001). During waking state, REM sleep and 
depolarizing phases of SWS both excitatory and inhibitory cortical neurons are 
relatively depolarized and usually fire action potentials. A certain balance of excita-
tion and inhibition is needed to maintain active network states (Shu et al. 2003; 
Rudolph et al. 2007; Haider and McCormick 2009). However, fast spiking inhibi-
tory interneurons fire action potentials at higher rates as compare to pyramidal cells 
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(Steriade et al. 2001). This imposes important inhibitory influence on their targets; 
during quiet wakefulness, almost a half of regular-spiking neurons (25% of total 
number of neurons) are relatively hyperpolarized, reveal multiple trains of IPSPs 
and do not fire action potentials (Rudolph et al. 2007). Overall, during wakefulness, 
REM sleep and active states of SWS, the membrane-potential activity stems from 
a combination of excitatory and inhibitory synaptic conductances, with dominant 
inhibition in most of the cases (Rudolph et al. 2007).

Neocortical Seizures and Active Inhibition

Neocortical seizures are the seizures in which neocortex is the leading structure. They 
are characterized by spike-wave (SW) or spike-wave/polyspike-wave (SW/PSW) 
complexes of 1.5–3 Hz, intermingled with episodes of fast runs at ~7–20 Hz 
(Steriade et al. 1998; Timofeev et al. 1998; Boucetta et al. 2008). Spontaneously 
occurring SW complexes at 1–2.5 Hz and fast runs at 7–20 Hz develop without 
discontinuity from slow (mainly 0.5–0.9 Hz) cortically generated oscillations 
(Steriade and Contreras 1995). At the focus, the onset of neocortical seizures is 
accompanied with generation of high frequency oscillations (>100 Hz) termed 
ripples, which are not over expressed in other cortical regions at this time (Grenier 
et al. 2003a). During seizure, the ripples can be recorded at multiple cortical loca-
tions. Because of the high likelihood of seizure development from slow oscillations, 
neocortical seizures very often develop during SWS, transition from wake to SWS 
or transition from SWS to waking state. Therefore most of neocortical seizures 
belong to a class of nocturnal seizures. SW/PSW complexes are associated with 
clonic components of seizures and runs of fast EEG spikes that last longer than 
2–3 s are accompanied with tonic components of seizures (Niedermeyer 2005). 
Similar to SWS, both excitatory and inhibitory cortical neurons are depolarized and 
fire action potentials during EEG spikes and are hyperpolarized and silent during 
EEG waves. The hyperpolarizing components of SW-PSW complexes are mediated 
mainly by leak current (state similar to discfacilitation), Ca2+- and Na+-activated K+ 
currents (Timofeev et al. 2004). In about 20% of neurons, a hyperpolarization-
activated depolarizing current (I

H
) is also active and its activity leads network to the 

generation of next paroxysmal cycles. Altogether, this indicates that hyperpolariz-
ing or “EEG-wave” components of seizures are not generated by activity of inhibi-
tory neurons. By contrast, active inhibition is implicated in the generation of 
depolarizing “EEG-spike” components of SW/PSW seizures. This is demonstrated 
by the facts that during EEG-spikes, expressed as paroxysmal depolarizing shifts at 
intracellular level: (1) the fast-spiking inhibitory interneurons fire high-frequency 
(up to 800 Hz) spike trains, while regular-spiking neurons fire usually one or very 
few action potentials, (2) synaptic events easily reversed at depolarizing potentials, 
(3) the amplitude of paroxysmal depolarizing shifts is greatly enhanced by 
intracellular recordings performed with chloride containing pipettes and finally 
(4) antagonists of GABAergic signalling abolished synchronous interictal discharges 
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(Cohen et al. 2002; Timofeev et al. 2002; Timofeev and Steriade 2004). Inhibitory 
interneurons fire very few spikes, if any, during paroxysmal fast runs (Timofeev 
et al. 1998) and therefore do not play a leading role in the generation of this type of 
paroxysmal activities. Despite high frequency firing of interneurons during parox-
ysmal depolarizing shifts, during which paroxysmal ripple activity can be recorded 
from local field potential electrodes, the individual ripple waves and the firing of 
inhibitory interneurons are not synchronized (Grenier et al. 2003a). This stands in 
contrast with perfect synchrony of action potentials of fast-spiking inhibitory cells 
with individual ripple waves during normal slow oscillation (Grenier et al. 2001).

Synchronous cortical drives during SW/PSW complexes induce burst firing of 
inhibitory reticular thalamic neurons that inhibit thalamocortical cells for the dura-
tion of SW/PSW complexes (Steriade and Contreras 1995; Pinault et al. 1998; 
Timofeev et al. 1998; Polack and Charpier 2006). Thalamocortical neurons do not 
fire action potentials and thus do not contribute actively to neocortical seizure 
generation.

Overall, fast-spiking inhibitory interneurons contribute to the generation of par-
oxysmal depolarizing shifts of EEG spike components of SW/PSW complexes, but do 
not play a major role in the generation of other components of neocortical seizures.

Epileptogenesis

Epileptogenesis is a hidden continuous process occurring between the initial corti-
cal insult and the explicit onset of late epilepsy (Fig. 8.1). The trademark of epi-
lepsy is the expression of unprovoked seizures, characterized by paroxysmal 
neuronal activities and high synchronization. Trauma and brain infection are the 
primary source of acquired epilepsy, they can cause epilepsy at any age, and may 
account for a higher incidence of epilepsy in developing countries. Traumatic brain 

Fig. 8.1 Time course of development of epilepsy from brain trauma
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injury is a major risk factor for subsequent development of epilepsy (Feeney and 
Walker 1979; Temkin et al. 1995; Annegers et al. 1998). Acute cerebral cortical 
trauma leads to paroxysmal activities. This is a normal response of brain to the injury. 
Within 24 h up to 80% of patients with penetrating wounds display clinical seizures 
that stop within a 48 h period (Kollevold 1976; Dinner 1993). In human, epilepto-
genesis develops over several months or years (Fig. 8.1). Vietnam and Croatia post-
war epidemiological studies report that 10–15 years after the trauma about 50% of 
patients with penetrating cranial wounds develop epilepsy characterized by sponta-
neous recurring seizures (Salazar et al. 1985; Marcikic et al. 1998). Trauma induced 
epilepsy is poorly controlled by currently available medication. Early administra-
tion of anticonvulsant medication decreases the percentage of early posttraumatic 
seizures but not that of chronic epilepsy (Temkin et al. 1990; Temkin et al. 1999; 
Chang and Lowenstein 2003). The mechanisms of epileptogenesis are not under-
stood. The current treatment is designed to control epilepsy or seizures, but not 
epileptogenesis.

Current Experimental Models of Trauma-Induced 
Epileptogenesis: (Cortical Undercuts and Slabs)

Two major factors with different impacts accompany trauma-induced epilepsy: 
mechanical and hemorrhage components. In some forms of trauma, a resulting 
hematoma can play a key role in posttraumatic epilepsy (D’Ambrosio et al. 2004; 
Messori et al. 2005). This is confirmed by the fact that injection of iron salts pro-
duces electrographic and behavioral seizures (Willmore et al. 1978). However, 
penetrating cortical wounds usually do not induce large hematoma, but still lead to 
epilepsy. Below, I explore possible mechanisms of trauma-induced epilepsy with 
little if any hematoma. I propose that in this type of epileptogenesis, the deafferen-
tation plays a leading role in triggering a number of events that up-regulate network 
excitability and trigger seizures.

Early studies in both human and animals demonstrated that isolated cortical 
islands or cortical slabs develop abnormal hyperexcitability (Echlin et al. 1952; 
Sharpless and Halpern 1962; Echlin and Battista 1963; Sharpless 1969). In vivo 
recordings from acute cortical slabs demonstrated the presence of long-lasting (tens 
of sec) periods of silence, interrupted by brief (about 1 s) periods of activity 
(Timofeev et al. 2000b). These active periods could be easily elicited by low inten-
sity electrical stimulation (Timofeev et al. 2000b). In vitro recordings from chroni-
cally isolated slabs demonstrated the presence of similar events (Prince and Tseng 
1993), which were called epileptiform discharges. Chronically isolated cortical 
slabs in non-anesthetized cats showed the presence of slow rhythmic activity inde-
pendent of brain states (Houweling et al. 2005). Rhythmic electrical stimulation of 
slab was able to elicit electrographic seizure composed of fast runs and SW/PSW 
discharges (Timofeev et al. 1998). This indicates that acute isolated cortical slabs 
can generate seizures, but generate them only when external input is present.
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Partially isolated neocortex (Fig. 8.2) is a well-established model of trauma-induced 
epilepsy (Hoffman et al. 1994; Prince et al. 1997; Jacobs et al. 2000; Li and Prince 
2002; Topolnik et al. 2003a, b; Li et al. 2005; Nita et al. 2006, 2007). In these 
preparations thalamocortical, callosal and some other connections are severed, but 
some horizontal, cortico-cortical connections remain intact that provide sufficient 

Fig. 8.2 Long-lasting silent periods occur in all states of vigilance in the undercut cortex. (a) Cat 
brain depicting the localization of the undercut (arrows), global view – left, frontal section – middle 
and sagital section – right. (b) Intracellular and field potential recordings during different states of 
vigilance. Epochs indicated by horizontal bars are expanded below. Note the presence of large 
amplitude hyperpolarizing potentials, indicated by shadowed area, during REM sleep and waking 
state. (c) Intracellular neuronal recording in the intact cortex. (Form Timofeev et al. 2010)
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external inputs to deafferented (hyper-excitable, see below) part of cortex enabling 
generation of seizures. Our previous in vivo studies demonstrated that paroxysmal 
activities induced by cortical undercut share major features of human penetrating 
wound induced epilepsy. There features are: (a) Immediately after undercut the 
activity in traumatized cortex is depressed (Topolnik et al. 2003a), (b) paroxysmal 
discharges appear in 2–3 h after undercut in 80% of experimental animals and usu-
ally terminates 5–8 h later (Topolnik et al. 2003a). By means of local field poten-
tials, extracellular unit, and intracellular activities (not possible in human brain), we 
demonstrated additionally that acute seizures started at the border between intact 
and undercut cortex and propagated toward more damaged parts of the cortical tis-
sue (Topolnik et al. 2003a). We have shown that (1) increase in the synchrony 
toward the end of seizures induces larger neuronal depolarization, activates Ca2+-
activated K+ currents and terminate seizures (Timofeev et al. 2004; Timofeev and 
Steriade 2004; Timofeev and Bazhenov 2005), (2) at the border of intact and under-
cut cortex the intrinsic excitability of neurons and the network synaptic excitability 
is increased (Avramescu and Timofeev 2008; Topolnik et al. 2003b), (3) in the same 
region of cortex, there is a positive shift in the IPSP reversal potential (Topolnik 
et al. 2003b). In chronic experiments, using multisite field potential recordings in 
non-anesthetized cats, we demonstrated that electrographic seizures reappear at the 
border of intact and undercut cortex (Nita et al. 2007). With time, paroxysmal 
activities involve neighboring cortical regions and at about 4–6 weeks after the 
undercut, paroxysmal discharges are recorded in all electrodes. Like in human, 
these paroxysmal discharges disappeared during REM sleep (Nita et al. 2007). 
Some animals start to display behavioral paroxysmal events 30 days after surgery. 
In our video recordings, we observed (1) absence type seizures, and (2) repetitive 
paroxysmal jerks. Recordings from anesthetized animals with undercut display 
progressive increase in field potential amplitudes in the undercut cortex and propa-
gation of activity from the border of intact cortex toward undercut area (Topolnik 
et al. 2003a; Nita et al. 2006). The most unexpected finding in these experiments 
came from intracellular recordings from non-anesthetized animals. Previously, we 
have shown that during SWS in normal animals (no undercut) neocortical neurons 
reveal active (usually depolarizing or UP) and silent (always hyperpolarizing or 
DOWN) states. During both waking state and REM sleep, cortical neurons remain 
in active state (Timofeev et al. 2000a, 2001; Steriade et al. 2001; Mukovski et al. 
2007; Rudolph et al. 2007). Intracellular recordings from partially deafferented 
cortex during both waking state and even REM sleep revealed the presence of silent 
states that are similar to silent states (periods of disfacilitation) observed during 
SWS (Fig. 8.2) (Nita et al. 2007; Timofeev et al. 2010). We propose that removal of 
a part of excitatory inputs produced by the undercut of white matter temporally 
decreases network excitation; in these conditions cortical network cannot maintain 
persistent active state that leads to the occurrence of silent states.

A critical number of neurons is essential in maintaining persistent active states. 
As it was stated previously, during SWS cortical network oscillates between active 
and silent states with a frequency around the 1 Hz, while during brain activated states, 
cortical neurons are permanently active. In acute neocortical slabs of cats with 
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an estimated number of neurons of ten million (Timofeev et al. 2000b), the active 
states were generated only occasionally and their duration did not exceed several 
seconds. Intracellular recordings from striatal medium spiny neurons of rats 
(Mahon et al. 2006) demonstrated the same pattern of activity in these neurons as 
in cortical neurons of cats and indirectly suggest that cortical network of rats and 
cats behave in a similar manner during waking and sleeping states. However, in 
mice, in which the cortical network is composed of a significantly smaller number of 
neurons, patch-clamp recordings during passive waking state demonstrated unsta-
ble membrane potential, oscillating between active and silent states and stable 
levels of membrane potential were present only during active wakefulness, when 
additional excitatory synaptic drive reached neocortex (Crochet and Petersen 2006; 
Poulet and Petersen 2008; Gentet et al. 2010).

After several weeks of cortical permanent partial deafferentaion, achieved via 
undercutting underlying white matter, the following morphological and physiological 
changes take place: (a) reduction of cortical thickness, accompanied with delamina-
tion and particular reduction of deep layer neurons (Avramescu et al. 2009), (b) a 
preferential loss of inhibitory GABAergic neurons as opposed to glutamatergic 
excitatory neurons (Avramescu et al. 2009), (c) despite that fact the probability of 
connections between neighboring neurons increases (Avramescu and Timofeev 
2008), suggesting intense sprouting of cortical axons (Salin et al. 1995), (d) an 
increase in input resistance and intrinsic neuronal excitability of regular-spiking 
neurons (Avramescu and Timofeev 2008), likely due to a total reduction in the num-
ber of synapses and/or synaptic activity in the deafferented cortex, and (e) increased 
spontaneous burst firing (Nita et al. 2006). In vitro neuronal recording performed 
from chronically undercut cortex in other laboratories reveal similarly increased 
intrinsic and synaptic excitability (Prince and Tseng 1993; Hoffman et al. 1994; 
Prince et al. 1997; Li and Prince 2002; Jin et al. 2006). They also suggested an 
impaired Cl− metabolism in neurons from undercut cortex (Jin et al. 2005).

Homeostatic Plasticity and Trauma Induced Epileptogenesis

When cellular cultures are kept for two days in sodium channel blockers, the ampli-
tude of spontaneous spike-independent synaptic events (minis) is increased as 
compare to control cultures and vice versa, keeping cultures in medium containing 
GABA receptor blockers (a measure that increases network activity) decreases the 
amplitude of minis (Turrigiano et al. 1998). Intrinsic neuronal excitability is also 
regulated by activity. After chronic activity blockade, Na+ currents increase and K+ 
currents decrease in size, resulting in an enhanced responsiveness of pyramidal 
cells to current injections (Desai et al. 1999). These observations suggest the exis-
tence of a fundamental mechanism, termed “homeostatic plasticity” (Turrigiano 
1999), that controls the levels of neuronal activity, such as the firing rates 
(Turrigiano et al. 1998; Murthy et al. 2001). These observations led us to formulate 
a hypothesis that homeostatic plasticity induced by trauma triggers epileptogenesis 
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(Houweling et al. 2005). Deafferentation leads to a reduction of synaptic inputs 
to affected cortex. This condition by itself may be a sufficient factor for the up-
regulation of synaptic efficacy. An additional factor up-regulating synaptic efficacy 
is the presence of prolonged hyperpolarizing (silent) states, which lasts longer in 
deafferented cortex than in intact cortical regions and/or in control animals 
(Topolnik et al. 2003a; Avramescu and Timofeev 2008; Timofeev et al. 2010). The 
presence of these two factors induces a compensatory boost in neuronal excitability 
that leads to seizure generation.

Some Other Related Models of Interest

(1) Several weeks or months after pyramidal tract lesion the responsiveness of cor-
ticospinal neurons was enhanced and this was accompanied with axonal sprouting 
of layer 5 neurons (Tseng and Prince 1996). (2) Similarly to undercut, chronic 
GABA infusion suppresses activity in the region of infusion and upon withdrawal 
from chronic GABA, paroxysmal activities occur (Brailowsky et al. 1988, 1989; 
Silva-Barrat et al. 1992). (3) Neocortical kindling is most efficient when electrical 
stimulation is applied during transition from SWS to waking state, suggesting that the 
presence of silent network states may be favorable in the development of epilepsy (Nita 
et al. 2008a, b). Seizures induced by neocortical kindling are followed by outlasting 
activities that appear as alterations of active and silent network states (see Fig. 8.3, 
upper right panel) and similarly to trauma induced epileptogenesis are associated 
with increased neuronal bursting (Nita et al. 2008a). Overall, this suggests that 
reduced activity in some cortical territories for days, weeks, or months and/or 
increase in the duration or number of silent states favor the occurrence of seizures.

Epileptogenesis and the Onset of Seizures

The neocortex is an important component in many forms of paroxysmal activity 
and it is actively involved in the generation of paroxysmal discharges (Steriade and 
Contreras 1995; Pinault et al. 1998; Steriade et al. 1998; Steriade and Contreras 
1998; Timofeev et al. 1998, 2002a, b, 2004; Crunelli and Leresche 2002; Meeren 
et al. 2002; Timofeev and Steriade 2004). However, the mechanisms underlying 
neocortical epileptogenesis remain largely unknown.

Seizures induced by deafferentation (cortical undercut (Topolnik et al. 2003a, b; 
Nita et al. 2006)) and nocturne seizures (seizures evolving from sleep oscillations 
(Neckelmann et al. 1998; Steriade et al. 1998; Steriade and Contreras 1998; 
Timofeev et al. 1998)) share some similarities. The state of the SWS is character-
ized by the presence of long-lasting periods of disfacilitation associated with neuronal 
hyperpolarization (Timofeev et al. 2001). During periods of disfacilitation synapses 
are likely released from a steady-state depression (Galarreta and Hestrin 1998) 
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and the synaptic transmission is strengthen that could contribute to the onset of 
seizures. The penetrating wounds or acute experimental deafferentation has been 
described as strong epileptogenic factors (Kollevold 1976; Dinner 1993; Prince 
et al. 1997; Topolnik et al. 2003a, b; Jacobs and Prince 2005; Jin et al. 2005). In 
such conditions, some of the axons impinging onto postsynaptic neurons are dam-
aged and not functioning properly, which creates a partial deafferentation that may 
increase the sensitivity of cortical neurons in those foci and in surrounding areas 
(Abbott et al. 1997; Desai et al. 1999a, b). The synaptic inputs from cortical regions 
exhibiting moderate or high levels of activity would then lead to an increased 

Fig. 8.3 Epileptogenesis leading to onset of seizure activity. Upper panels – both trauma and 
kindling induce long-lasting alterations of active and silent states that occur during slow-wave 
sleep and waking states. Silent states are indicated by arrows. Prolonged silent states contribute 
to the induction of homeostatic up-regulation of intrinsic and synaptic excitability that increases 
neuronal firing or bursting. Increase neuronal activity provokes local increase in extracellular K+ 
and decrease in extracellular Ca2+ concentrations that favor electrical coupling. If some threshold 
over passed, pathological ripples are generated that lead to development of seizure. Lower panel – 
progressively increased neuronal firing prior to seizure and decreased neuronal firing toward the 
end of the seizure. The seizure is composed of typical spike-and-wave complexes. Fragment 
indicated by grey box is expanded in right panel. In this panel the lower trace is the same local 
field potential trace filtered between 80 and 200 Hz to show ripples. (Upper Left panel – from 
Fig. 8.2; Upper Right panel – from Nita et al. 2008a; Lower panel – from Bazhenov et al. 2004, 
with modifications)
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responsiveness in those cortical areas where the sensitivity is increased. Thus, both 
factors, the sleep-related disfacilitation and the traumatic deafferentation, may 
increase the probability of seizures via the same mechanism of an increased effec-
tiveness of synaptic transmission (Crochet et al. 2005; Li et al. 2005). The increased 
effectiveness of synaptic transmission depends on higher levels of extracellular 
Ca2+ concentration during silent periods of network activities as opposed to active 
network states (Massimini and Amzica 2001; Crochet et al. 2005), and on synaptic 
facilitation that follows periods of neuronal silence (Galarreta and Hestrin 1998). 
Decreased level of extracellular Ca2+ increases the intrinsic excitability of cortical 
neurons and convert some of them to burst firing (Boucetta et al. 2003). In parallel, 
decreased extracellular Ca2+ opens hemi-channels forming gap junctions, and thus 
increases electrical coupling (Thimm et al. 2005). The synaptic excitability is also 
enhanced by a trauma-related increase in glutamate levels (Sakowitz et al. 2002). 
The neuronal firing increases at the onset of seizures (Bazhenov et al. 2004), which 
generates ripple activity that is highest at the onset in the focus of seizures (Fig. 8.3) 
(Grenier et al. 2003a, b; Timofeev and Steriade 2004). Intense neuronal firing 
increases extracellular K+ concentration that further boost neuronal firing. In 
trauma-related acute seizures, however, factors other than synaptic could be consid-
ered as promoting seizures. These factors primarily depend on increase in extracel-
lular levels of K+ (Moody et al. 1974) that lead to enhanced intrinsic excitability of 
neurons (Traynelis and Dingledine 1988; McNamara 1994; Timofeev et al. 2002; 
Topolnik et al. 2003b). Increased neuronal firing, further increases extracellular 
levels of K+ (Traynelis and Dingledine 1988), and decreases extracellular levels of 
Ca2+ (Pumain et al. 1983) that leads to strengthening of field potential coupling 
between neurons (Grenier et al. 2003b), which together leads to the generation of 
paroxysmal ripple activity and as consequence to seizure generation (Fig. 8.3).

Perspectives

Understanding the cellular and molecular mechanisms of hyperexcitability induced 
by deafferentation will lead to the invention of precise pharmacological tools that 
would prevent development of epileptogenesis. However, we are only at the begin-
ning of this process. From the other hand, it is obvious that increased silence is a 
key factor of trauma induced epileptogenesis. In the short term, a decrease or abol-
ishment of neuronal silence induced by stimulation will not restore trauma-depen-
dent loss of function, but might prevent epiletogenesis. The use of random electrical 
stimulation of deafferented area may be a promising tool, but it may kindle the stimu-
lated area, worsening epileptogenic conditions. An alternative approach would be 
to use viral insertion of channelrhodopsine-2 (Zhang et al. 2006) combined with 
light stimulation or to use any local pharmacological stimulation that diminishes 
hyperpolarizing K+ currents (e.g. cholinergic agonists). The use of these locally 
applied tools may be easy in the case of penetrating wounds, when the damaged 
area can be accessed from the side of the wound. The stimulation of damaged area 
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must start as soon as acute seizures are terminated and last at least for months or 
years. This measure will prevent epileptogenesis and these patients will not develop 
epilepsy at later stages.
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Abstract The function of the brain depends on the fine balance between inhibition 
and excitation of neurons. The polarity and amplitude of an inhibitory synaptic 
response depends on both the relative permeability of the receptor-channels 
involved, and also on the driving force for the permeant ions which is established 
by an array of active membrane transport proteins. At inhibitory synapses, the cat-
ion chloride co-transporters, including NKCC1 and KCC2, are particularly impor-
tant in determining intracellular Cl− concentrations and the efficacy of inhibitory 
synaptic responses. Recent experiments have shown that the expression and activity 
of these transporters can change, not only over development, but also in response to 
neuronal injury. In this article, we review the basic biophysical aspects and role of 
different transporters in neuronal Cl− homeostasis and how the expression and func-
tion of these transporters, particularly KCC2, changes during development and in 
response to a wide range of models of neuronal injury. We also review recent data 
regarding the cellular and molecular mechanisms by which injury induced changes 
in KCC2 function may occur. Our review hopes to highlight the need for further 
investigation of these processes, to enable a greater understanding of developmental 
and pathological plasticity at inhibitory synapses, and to enable the potential devel-
opment of novel therapeutic strategies to treat neuronal dysfunction.

Introduction

The generation and propagation of electrical and chemical signals between nerve 
cells in the brain depends critically on the co-ordinated activity of diverse neuronal 
membrane transport proteins. Different ion channels with distinct selectivities and 
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gating mechanisms allow passive transmembrane movement of ions down their 
electrochemical gradients and the generation of various resting, synaptic, and 
action potentials. Of equal importance, is the primary and secondary active trans-
porters that establish and maintain the ionic gradients necessary for the production 
of these electrical signals. Inhibitory synapses provide an excellent illustration of 
the close functional coupling between these elements and how alterations in the 
function of such active transporters can profoundly influence inhibitory synaptic 
transmission and brain physiology.

Contribution of Relative Ion Permeability to GABA  
and Glycine Synaptic Responses

g-amino butyric acid (GABA) and glycine are the primary neurotransmitters 
responsible for fast signaling at inhibitory synapses in the mammalian brain. These 
neurotransmitters activate ionotropic receptors predominantly permeable to anions. 
Although Cl− is the physiological ion with the highest permeability through these 
ion channels, HCO

3
− ions can also pass through these channels, with a permeability 

relative to Cl− of approximately 0.2–0.4 (Kaila 1994; Farrant and Kaila 2007). As 
the electrochemical driving force for HCO

3
− in resting neurons will be for an efflux 

under virtually all physiological conditions (e.g., Figure 5 of Payne et al. 2003), the 
HCO

3
− permeability will enhance depolarizing GABA/glycine responses, or reduce 

hyperpolarizing responses. Some modest but potentially significant cation perme-
ability may also occur through native GABA and glycine receptors, as reported for 
some recombinant receptor-channels (e.g., P

Cl-
 : P

Na+ < 20; Carland et al. 2004, 
2009; Sugiharto et al. 2008), which would also tend to favour depolarizations. 
Nevertherless, Cl− homeostasis is the major factor that determines the presence and 
polarity of membrane currents induced by activation of these ionotropic receptors, 
and this is determined primarily by the expression and function of the array of dif-
ferent active transporters present in neurons.

Active Transporters Contributing to Cl− Homeostasis  
in Neurons

The conductance change associated with GABA or glycine activation of ionotropic 
receptors at inhibitory synapses at a typical resting membrane potential (V

m
, 

~70 mV) may elicit a depolarization (Cl− efflux) or a hyperpolarization (Cl− influx) 
depending on the intracellular Cl− concentration ([Cl−]

i
). The polarity of the synap-

tic responses does not necessarily directly correlate to excitation and inhibition of 
the postsynaptic neuron, and the conductance change itself will result in significant 
shunting inhibition of any excitatory inputs (Farrant and Kaila 2007; Blaesse et al. 2009). 
To elicit a membrane potential change, the permeant ions must not be at equilibrium 
at rest, and hence must be actively transported across the cell membrane. The major 
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transporters influencing [Cl−]
i
 belong to the SLC12 family of secondary-active 

membrane transporters (Payne et al. 2003; Hebert et al. 2004; Blaesse et al. 2009). 
These are electroneutral cation-chloride cotransporters (CCCs) comprising the dif-
ferent isoforms of the Na+K+Cl− cotransporters (SLC12A1-2; NKCC2-1), the 
Na+Cl− co-transporter (SLC12A3, NCC), the K+Cl− cotransporters (SLC12A4-7; 
KCC1-4) and the poorly characterized CIP1 (CCC-interacting protein 1; SLC12A8) 
and CCC (SLC12A9) transporters. The NKCC2 and NCC transporters are exclu-
sively expressed in the kidney, and hence the identified neuronal population, 
including their splice variants, include NKCC1a, 1b; KCC1, KCC2a, 2b; KCC3a, 
3b, 3c; KCC4. Under typical resting conditions (Fig. 9.1a), NKCC1 couples the 
electrochemical gradient for Na+ influx to Cl− (and K+) influx, while the KCCs 
couple the electrochemical gradient for K+ efflux to Cl− efflux. If present and active, 
NKCCs will therefore increase [Cl−]

i
 and hence will favour a more depolarized Cl− 

equilibrium potential and GABA/glycine response, while KCCs will decrease [Cl−]
i
 

and hence favour a more hyperpolarized Cl− equilibrium potential and GABA/gly-
cine response.

Neuronal Cl− homeostasis is also affected by activity of the SLC4a and SLC26a 
Na+-dependent and Na+-independent anion-exchangers. These transporters couple 
HCO3− efflux down its electrochemical gradient to Cl− influx and hence would 
facilitate a depolarizing GABA/glycine response in neurons (e.g., Nickell et al. 
2007; Fig. 9.1a). The HCO3− driving force is coupled to intracellular pH and car-
bonic anhydrase activity, and HCO3− changes, and may play particularly important 
roles in GABAergic depolarizations (disinhibition) observed during intense activity 
(Rivera et al. 2005). In addition, a primary active transporter, a Cl-ATPase has been 
reported in mammalian neurons (Inagaki et al. 2001), although its precise charac-
teristics in the plasma membrane and its potential contribution to transmission at 
inhibitory synapses in the brain is less clear. While many additional anion channels, 
activated by voltage, cell swelling, intracellular Ca2+ and other mechanisms exist in 
neurons, they are passive transporters that do not play a role in determining Cl− flux 
at inhibitory synapses (although volume changes can result in changes in [Cl−]

i
). In 

summary, a great diversity of coupling between physiologically relevant ions and 
transporters can regulate Cl− homeostasis, providing many potential mechanisms by 
which Cl− homeostasis can be regulated under different developmental, physiologi-
cal and pathological conditions. The remainder of this article will focus on changes 
in KCC2 and NKCC1 function and expression and their influence on inhibitory 
synaptic transmission.

Diversity of Distribution and Functional Expression  
of NKCC1 and KCC2

The neuronal [Cl−]
i
 may primarily depend on the relative activities of NKCC1 and 

KCCs in the plasma membrane, which in turn depends on both the expression lev-
els and the activity of these transporters. To date, most studies have focused on 
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Fig. 9.1 (a) Schematic illustration of the known secondary active transporters involved in neu-
ronal Cl− homeostasis and the direction of ion transport under normal resting conditions, including 
(from left to right); KCC (light green oval, K+ and Cl− efflux), NKCC (blue square, Na+, K+ and 
Cl− influx), and the Na+ dependent and independent anion exchangers (pink circle, Na+, Cl influx, 
HCO

3
− efflux). An ionotropic GABA receptor is also shown, activated by GABA (purple triangle) 

and permeant to Cl− (influx) and HCO
3
− (efflux). The dominance of KCC2 to Cl− homeostasis in 

many mature neurons under normal conditions gives rise to GABA and glycine responses which 
typically hyperpolarize the postsynaptic membrane (indicated by intracellular –’ve charges in orange). 
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KCC2 and less is known about the contributions of other KCCs to neuronal [Cl−]
i
. 

Initial characterisation of KCC1, KCC3 and KCC4 in Xenopus oocytes indicated 
that transport was only observed in response to cell swelling, although basal trans-
port is seen in mammalian (HEK293) cells (Gamba 2005). The expression of 
NKCC1 and KCC2 differs markedly throughout the brain, with different patterns 
of distribution at both the regional and sub-cellular level, and different expression 
levels throughout development. NKCC1 expression is apparent in embryonic and 
neonatal neurons prior to KCC2 expression and is responsible for depolarizing 
GABA and glycine responses in early developmental (embryonic, neonatal) periods 
(Clayton et al. 1998; Kakazu et al. 1999; Yamada et al. 2004). A developmental 
increase (with a variable time-course) in expression levels of KCC2 is primarily 
responsible for a hyperpolarizing GABA and glycine response (where present) in 
mature neuronal somata (Rivera et al. 1999; Kakazu et al. 1999). The KCC2b vari-
ant is responsible for this developmental upregulation and is the dominant adult 
KCC2 isoform (Uvarov et al. 2007; 2009). There is debate as to the presence and 
extent of a parallel downregulation of NKCC1 (Clayton et al. 1998; Kakazu et al. 
1999; Yamada et al. 2004; Blaesse et al. 2009). However KCC2 remains absent or 
very low in some mature neurons where [Cl−]

i
 homeostasis is dominated by NKCC1 

and/or by anion-exchangers or other mechanisms (e.g. DRGs, Rocha-González 
et al. 2008; substantia nigra dopaminergic neurons, Gulácsi et al. 2003; olfactory 
receptor neurons, Nickell et al. 2007; hypothalamic GnRH neurons, Watanabe et al. 
2009a). Sub-cellular differences may also exist, for example, presynaptic terminals 
in isolated hypothalamic and hippocampal neurons respond to GABA with depo-
larization due to a high resting NKCC1 activity (Jang et al. 2001, 2006).

Expression levels, however, may not be directly correlated to transport activity. 
KCC2, for example, seems to also have a morphogenic function, independent of 
transport, in promoting maturation of development of dendritic spines and associ-
ated excitatory synapses (Li et al. 2007). In developing rat auditory brainstem 

Fig. 9.1 (continued) (b) Schematic model of membrane Cl− transport and ionotropic GABA 
receptor responses during control conditions (left) and in response to neuronal injury induced in 
cultured hippocampal neurons by epileptic activity (zero external Mg2+) or oxidative stress (H

2
O

2
), 

and as based on Wake et al. (2007) and Watanabe et al. (2009b). The membrane transport proteins 
use the same colour code as shown in panel A. Under control conditions, KCC2 is functional, 
phosphorylated at tyrosine 1089 in the intracellular carboxy-tail, and associated with oligomers 
and lipid rafts, and hence GABA induces Cl− influx and a hyperpolarization. Following neuronal 
injury, KCC2 looses its tyrosine phosphorylation, its association with lipid rafts, and its transport 
function, and GABA induces Cl− efflux and depolarization. (c) Schematic diagram of KCC2 pri-
mary structure, indicating the membrane topology with the proposed 12 transmembrane (TM) 
domains (1–12) and the approximate relative length of amino acid chains in the amino (NH

3
) and 

carboxy (COOH) termini, and for the loops connecting the TM helices (from Song et al. 2002; 
Gamba 2005, note TM 5 is absent in Fig. 9.1 of Song et al. 2002). Some residue mutations and/
or deletions shown to have major effects on KCC2 transport function are indicated. References 
quoted are: (1) Watanabe et al. 2009b, (2) Gamba 2005 (based on analogy to NKCC), (3) Li et al. 
2007, (4) Zhao et al. 2008, (5) Lee et al. 2007, (6) Garbarini and Delpire 2008
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(and other) neurons (Blaesse et al. 2006), and in early cultured cortical neurons 
(e.g., Khirug et al. 2005), KCC2 is present but its transport activity completely 
absent. The activity of NKCC1 and KCC2 is regulated by different kinases and 
phosphatases. A consensus derived mostly from non-neuronal cells is that phospho-
rylation activates NKCC and inhibits KCC activity (Adragna et al. 2004; Gamba 
2005) although this is an over-simplification for KCC2 (e.g., below) and more work 
is needed to identify the precise enzymes involved in acute and chronic regulation 
of Cl− transporters in the brain, and the conditions under which this may occur 
in vivo. Transport activity also depends on substrate availability, and this is particu-
larly important for KCC2 which is not only close to its thermodynamic equilibrium 
under resting conditions (as E

K+ ~ E
Cl-

), but also operates with substrate affinities 
close to the physiological range for [Cl−]

i
 and [K+]

o
 (Gamba 2005). Hence both the 

rate and direction of transport will be particularly sensitive to changes in [Cl−]
i
 and 

[K+]
o
, and reversal of transport as extracellular [K+] is increased has been observed 

(Kakazu et al. 2000). Similarly, an enhanced intracellular [Cl−] load would be 
expected to enhance KCC2 efflux transport and increase extracellular K+, as 
observed during intense GABA

A
 receptor activation (Barolet and Morris 1991; see 

also Payne et al. 2003; Rivera et al. 2005).

Changes in Cl− Homeostasis Is a Common Feature  
of Diverse Neuronal Injuries

As indicated above, in immature central neurons, [Cl−]
i
 is relatively high and GABA 

and glycine elicit depolarizing synaptic responses (Ben-Ari 2002). With maturation 
and increasing KCC2b expression, and in some cases coupled to reduced NKCC21 
expression, there is a decrease in [Cl−]

i
 and the GABA/glycine response becomes 

hyperpolarizing (Rivera et al. 1999; Kakazu et al. 1999). In addition to this devel-
opmental change in GABA response polarity, differences in KCC2 expression 
levels in distinct nuclei correlate to their ability to maintain Cl− homeostasis during 
repetitive stimulation or sustained depolarizations (Ueno et al. 2002; Zhu et al. 
2005). A reversal of this developmental pattern, namely a reduced expression and 
function of KCC2 and a resultant increase in [Cl−]

i
, occurs in the mature nervous 

system in response to a variety of pathological insults (Table 9.1), including axo-
tomy, epilepsy, ischemia, blunt trauma and neuropathic pain (see also Kahle et al. 
2008; Blaesse et al. 2009). This can also be replicated in vitro, and examples of 
both in vivo and in vitro models of neuronal injury that result in functional KCC2 
downregulation are shown in Table 9.1. In many cases, the injury is not only associ-
ated with reduced GABA hyperpolarization, but a true reversion back to a depolar-
izing GABA response is apparent, indicating Cl− efflux which is only possible if 
active Cl− influx via NKCC1 or another transport mechanism are maintained in 
injured mature neurons (e.g. Shulga et al. 2008). In fact, NKCC expression and 
function may be increased in response to different injury models (e.g., seizures, 
Okabe et al. 2002; ischemia, Pond et al. 2006). In some injury models, KCC2 
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expression levels have been shown to increase. Following forebrain ischemia 
in vivo, for example, it was suggested that increased KCC2 may be an adaptive 
response to minimize subsequent damage (Papp et al. 2008), although functional 
activity wasn’t measured.

The changes seen in these pathological conditions resemble a return of neuronal 
[Cl−]

i
 homeostasis to a more immature phenotype. Given the role of depolarizing 

GABA responses (and subsequent Ca2+ influxes) in neuronal migration, synapse 
formation and in patterns of excitatory activity important for establishing neuronal 
circuits (Represa and Ben-Ari; 2005), it has been speculated that this temporary 
restoration of the immature state may be important for adaptations required to re-
establish appropriate neuronal connections and functions (Payne et al. 2003; 

Table 9.1 Downregulation of KCC2 expression in response to various neuronal pathologies 
in vitro and in vivo

Neuronal 
injury Description of injury model

Effect on KCC2 expression 
& GABA responses References

Axotomy 
in vivo

Cutting vagus or facial 
nerves, or corticospinal 
tract, KCC2 assayed in 
axotomized soma

Reduced KCC2 expression 
at 8a h – 2 days after 
axotomy, +’ve E

GABA
 

shift

Nabekura et al. 
(2002), Toyoda 
et al. (2003), 
Shulga et al. 
(2008)

Axotomy 
in vitro

Cutting CA3 Schaffer 
collateral afferents, 
assay KCC2 in 
axotomized soma

KCC2 protein & mRNA 
decreased (10–20%), 
GABA induces 
depolarizations

Shulga et al. (2008)

Neuropathic 
pain 
in vivo

Chronic sciatic nerve cuff 
application, noicicpetive 
sensitization (1–2 weeks 
later) confirmed with 
behavioural testing

Reduced KCC2 expression 
in dorsal horn neurons 
(1–2 weeks)a with +’ve 
E

GABA
 shift, and GABA 

induced depolarizations

Coull et al. (2003, 
2005)

Ischemia 
in vivo

15 min transient forebrain 
ischemia (four vessel 
occlusion) in adult rats

Initial increase in KCC2 
expression (6 h) 
followed by decreased 
expression as neurons 
die

Papp et al. (2008)

Ischemia 
in vitro

7 min perfusion of adult rat 
hippocampal slices with 
anoxic, 0 glucose media

KCC2 expression 
decreases 1a–2 h after 
reoxygenation, [Cl-]

i
 

increases

Galeffi et al. (2004)

Epilepsy 
in vivo

Subiculum tissues excised 
from epileptic humans

Subsets of reduced KCC2 
expression, +’ve E

GABA
 

shift

Huberfeld et al. 
(2007)

Siezure 
in vitro

Application of excitable 
solutions (0 Mg2+) to 
hippocampal neurons

KCC2 protein decreased 
within 1a–3 h, +’ve 
E

GABA
 shift

Rivera et al. (2004), 
Wake et al. (2007)

Oxidative 
stress 
in vitro

Application of H
2
O

2
 to 

cultured hippocampal 
neurons

KCC2 function decreased 
< 1a h, +’ve E

GABA
 shift

Wake et al. (2007)

a This was the earliest time point examined in the studies
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Toyoda et al. 2003), and perhaps associated with a similar “critical period” for 
recovery (Shulga et al. 2008). However direct evidence for this hypothesis is lack-
ing, and rapid KCC2 downregulation and depolarizing GABA depolarizing 
responses can contribute to neuronal injury via excitotoxic mechanisms (e.g., Wake 
et al. 2007) and reduced KCC2 function confers increased susceptibility to seizure 
and ischemic damage (Tornberg et al. 2005; Papp et al. 2008). Restoring Cl− 
homeostasis by enhancing KCC2 function, or inhibiting NKCC1 has potential as a 
therapeutic strategy to treat epilepsy and neuropathic pain, and to reduce stroke-
induced damage, and clinical trials with the NKCC1 inhibitor, bumetanide, to treat 
neonatal epilepsies are currently underway (Kahle et al. 2008).

Molecular and Cellular Mechanisms Mediating  
Injury-Induced KCC2 Downregulation

The transport function of KCC2 can be regulated by changes in expression levels 
and/or by changes in the activity of expressed KCC2. Numerous studies (Table 9.1) 
have reported reduced expression levels of KCC2 after injury, although in only a 
few of these models have the potential mechanisms linking injury and downregula-
tion been investigated. Blocking the actions of the brain-derived neurotrophic factor 
(BDNF), prevents the reduction of KCC2 expression which occurs in isolated hip-
pocampal slices in response to experimental induction of inter-ictal (epileptic) 
activity by incubation with 4-AP or 0 Mg2+ (Rivera et al. 2002, 2004). ATP induced 
release of BDNF from microglia results in reduced KCC2 levels in dorsal horn 
neurons that is responsible for the resultant allodynia and neuropathic pain follow-
ing chronic sciatic nerve compression (Coull et al. 2003, 2005). The turnover rate 
of KCC2 at the plasma membrane is quite rapid, t, ~ 20 min in cultured hippocam-
pal neurons (Rivera et al. 2004) and even faster in HEK-293 cells (Lee et al. 2007), 
and hence changes in surface protein expression may mediate changes in function 
observed on relatively rapid time scales. Direct phosphorylation of KCC2 by PKC 
or by tyrosine kinase can result in relatively rapid changes (~10 – <60 min) in sur-
face expression or distribution, that result in altered cellular KCC2 transport, inde-
pendent of changes in total KCC2 protein levels (Lee et al. 2007; Watanabe et al. 
2009b). A number of studies have reported changes in transport function due to 
changes in KCC2 phosphorylation state (Gamba 2005), although it is not always 
clear if the effects involve direct changes in the phsophorylation state of KCC2 
itself, or are mediated via an intermediate protein. Pull-down and co-expression 
studies have shown that KCC2 function can also be increased by direct interactions 
with accessory proteins, including brain creatinine kinase (Inoue et al. 2006), 
SLC12A8/CIP (Wenz et al. 2009) and Protein Associated with Myc (PAM; 
Garbarini and Delpire 2008) however the relevance of these interactions to normal 
and pathological changes in KCC2 is unclear.

In addition to the role of BDNF in injury-induced KCC2 protein expression down-
regulation described above, injury-induced changes in KCC2 function, independent 
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of any changes in expression levels, have also been reported. For example, in response 
to oxidative stress (H

2
0

2
 application), or induction of inter-ictal activity (0 Mg2+), an 

early phase (<1 h) of downregulation of KCC2 activity occurs by loss of direct phos-
phorylation of a tyrosine residue (Y1089) in the intracellular carboxy tail of KCC2 
(Fig. 9.1b, c; Wake et al. 2007; Watanabe et al. 2009b). Tyrosine phosphorylation of 
this residue, and indeed the presence of the carboxy tail distal to this residue, is criti-
cal for KCC2 transport function, and is associated with the localization of functional 
KCC2 in lipid raft microdomains (Fig. 9.1b, c; Watanabe et al. 2009b). Liberation of 
intracellular Zn2+ was recently shown to mediate downregulation of KCC2 activity 
following oxygen and glucose deprivation of cultured cortical neurons, again this was 
independent of any changes in surface expression levels or KCC2 oligomerisation 
state (Hershfinkel et al. 2009). Further studies on the mechanisms responsible for 
injury induced changes in KCC2, as well as those to expand the limited structure-
function knowledge of KCC2 (Fig. 9.1c), are clearly warranted.

Concluding Remarks

The efficacy of inhibitory synaptic transmission depends critically not only on 
properties of the inhibitory receptor-channels responding to GABA and glycine and 
the transporters that determine the neurotransmitter time-course, but also on the 
different secondary active transporters that determine [Cl−]

i
 homeostasis. Principle 

amongst these transporters are NKCC1 and KCC2. Different relative expression 
patterns of these transporters can determine whether GABA and glycine induce a 
depolarization or hyperpolarization at synapses, and developmental changes in 
their relative expression mediates developmental changes the polarity of GABAergic 
responses. More recent data has shown that the expression and activity of these 
transporters can also change in response to neuronal injury. In particular, injury 
induced decreases in the surface expression and activity of KCC2, and a concomit-
tent conversion of GABA and glycine responses towards depolarization and excita-
tion, are common to a number of different models of injury. The challenge for 
neuroscientists is to elucidate the functional consequences of this change in 
GABAergic signaling at inhibitory synapses, to uncover the cellular and molecular 
mechanisms mediating the change in KCC2 function, and finally to apply this 
knowledge to novel approaches to treat these injuries to the brain.
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Abstract Synaptic plasticity is the ability of synapses to change their strength in 
response to either specific patterns of neuronal activity or the presence of certain 
chemicals. While the majority of research in this area has focused on excitatory glu-
tamatergic synapses, synapses mediated by the neurotransmitter GABA have been 
receiving increasing attention. GABA

A
-mediated synaptic transmission is primarily 

due to a flux of chloride across the membrane, and accounts for the majority of 
fast inhibitory synaptic transmission in the mature brain. GABAergic transmission 
transitions from excitatory to inhibitory during nervous system development due 
to changes in the expression of key cation-chloride cotransporters that determine 
the level of neuronal chloride. Recent studies have demonstrated that activity-
dependent GABAergic synaptic plasticity can be induced in the embryonic, early 
postnatal and mature nervous systems. In this review, we will summarize recent 
work which explores activity-dependent inhibitory synaptic plasticity that results 
from changes in cation-chloride cotransporter regulation or expression.

Introduction

Synaptic plasticity studies have mainly focused on glutamate due to its prevalence 
in the central nervous system (CNS). Early work demonstrated that excitatory glu-
tamatergic synapses undergo activity-dependent long-term potentiation (LTP) 
(Bliss and Lomo 1973; Malenka and Bear 2004). Activity-induced synaptic plastic-
ity provides a cellular basis for the refinement of neuronal connections (Katz and 
Shatz 1996), and is thought to be crucial for memory formation in the hippocampus 
(Bliss and Collingridge 1993; Martin et al. 2000). GABAergic (g-aminobutyric 
acid) synapses have also been shown to undergo activity-dependent synaptic 
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plasticity and be involved in learning and memory (Gaiarsa et al. 2002; Ramirez 
et al. 2005; Berlau and McGaugh 2006; Lee et al. 2006; Ben-Ari et al. 2007). Many 
forms of activity-dependent GABAergic plasticity are due to changes in synaptic 
conductance (Komatsu and Iwakiri 1993; McLean et al. 1996; Aizenman et al. 
1998; Caillard et al. 1999, 2000; Gaiarsa et al. 2002; Lien et al. 2006; Ben-Ari et al. 
2007). However because ionotropic GABA

A
Rs are permeable to Cl−, the strength 

and polarity of GABA
A
-mediated inhibitory synaptic transmission are also deter-

mined by the reversal potential for GABA (E
GABA

) (Kaila 1994; Farrant and Kaila 
2007). This review focuses on how physiologically normal levels of neuronal activ-
ity1 regulate neuronal Cl−, resulting in long-term activity-dependent GABAergic 
synaptic plasticity.

Neuronal Cl− Regulation

GABA
A
R activation allows the flux of Cl− down its electrochemical gradient2. This 

flux depends upon a preexisting Cl− gradient across the neuronal membrane which 
is largely set by the relative expression of the neuron-specific Cl−-extruding K+-Cl− 
cotransporter KCC2 (Payne et al. 1996; Rivera et al. 1999; Kahle et al. 2008; 
Blaesse et al. 2009) and the Cl−-intruding Na+-K+-2Cl− cotransporter NKCC1 
(Yamada et al. 2004; Dzhala et al. 2005; Nakanishi et al. 2007). KCC2 and NKCC1 
are both secondary active transporters that depend on ionic gradients established by 
the primary active transporter Na+-K+-ATPase. They are also both members of the 
cation-chloride cotransporter (CCC) gene family SLC12a1-9 (Payne et al. 2003; 
Mercado et al. 2004; Gamba 2005).

During the embryonic period, NKCC1 is the prevalent CCC in immature neu-
rons (Xu et al. 1994; Plotkin et al. 1997; Russell 2000; Dzhala et al. 2005) 
(Fig. 10.1a, c). NKCC1 uses energy from the inward Na+ gradient to transport K+ 
and Cl− into the neuron (at a ratio of 1Na+:1K+:2Cl−). This elevated neuronal Cl− 
concentration maintains E

GABA
 more depolarized than the action potential threshold. 

Thus, GABA
A
R activation results in Cl− efflux, which depolarizes the membrane 

potential above action potential threshold, causing GABAergic excitation (Mueller 
et al. 1984; Ben-Ari et al. 1989; Luhmann and Prince 1991; Zhang et al. 1991). 
High levels of neuronal Cl− have recently been shown to increase the decay time 
course of GABAergic currents (Houston et al. 2009). This suggests that during 
early development when neuronal Cl− is high, GABA

A
 receptor-mediated currents 

initiate more prolonged depolarization promoting neuronal excitability and voltage-
gated calcium channel (VGCC) activation.

1 Inhibitory synaptic plasticity can also be induced by pathological levels of neuronal activity such 
as those occurring during epileptic seizures, trauma, and pain. For a review see Kahle et al. 2008.
2 The GABA

A
R is also permeable to HCO

3
− (which has an outward HCO

3
– gradient). As a result 

E
GABAA

 > E
Cl

. For a review see Farrant and Kaila 2007.
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Shortly after birth in rodents, NKCC1 is downregulated (Hubner et al. 2001; 
Yamada et al. 2004) and KCC2 is upregulated (Rivera et al. 1999)3. KCC2 derives 
energy from the K+ gradient to extrude Cl− against its gradient (at a ratio of 
1K+:1Cl−). As KCC2 extrudes Cl−, E

GABA
 becomes hyperpolarized with respect to 

the resting membrane potential, which renders GABAergic transmission inhibitory 
(Rivera et al. 1999; Payne et al. 2003) (Fig. 10.1b, c).

Fig. 10.1 Neuronal Cl− regulation during development. (a) During embryonic development of the 
CNS intracellular Cl− levels are relatively high due to the dominant expression of NKCC1. As a 
result, GABA

A
R activation (blue) leads to an efflux of Cl− that depolarizes the membrane poten-

tial, which can permit Ca2+ influx via VGCCs (orange) and NMDARs (purple). (b) In the mature 
CNS the dominant expression of KCC2 renders intracellular Cl− levels low, resulting in Cl− influx 
upon GABA

A
R activation. (c) Schematic diagram illustrating the developmental transition of 

E
GABA

. Left: E
GABA

 is depolarized with respect to the action potential threshold which renders 
GABAergic transmission excitatory. Middle: E

GABA
 is hyperpolarized to the action potential 

threshold but depolarized to the resting membrane potential (RMP). In this case GABAergic 
transmission is depolarizing but not excitatory. Right: E

GABA
 is hyperpolarized with respect to 

RMP, rendering GABAergic transmission inhibitory

3 Not all species and brain regions exhibit the same timeline for the transition from excitation to 
inhibition. For a review see Blaesse et al. 2009.
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Neuronal Activity and the Developmental Transition  
from GABAergic Excitation to Inhibition

Disrupting the normal expression pattern or regulation of NKCC1 or KCC2 during 
development alters neuronal Cl−. This produces an imbalance of the inhibition-
excitation ratio which is critical for proper neuronal circuit development and 
function (Turrigiano and Nelson 2004; Fukuda 2005; Hensch and Fagiolini 2005; 
Tao and Poo 2005; Akerman and Cline 2006; Kanold and Shatz 2006). Can activ-
ity itself function as a kind of feedback loop, affecting neuronal Cl− regulation, 
and thus affecting the rapidity or efficacy of the developmental transition from 
excitatory to inhibitory GABA?

To examine the role of synaptic activity in the developmental transition from 
GABAergic excitation to inhibition Ganguly et al. blocked glutamatergic and 
GABAergic synaptic transmission pharmacologically4. While inhibiting gluta-
matergic transmission had no effect on the time course of the developmental transi-
tion, inhibition of depolarizing GABAergic transmission prevented the normal 
developmental hyperpolarization of E

GABA
 and reduced KCC2 upregulation 

(Ganguly et al. 2001). This suggested role of activity in the transition was sup-
ported by experiments where chronically depolarized cultured neurons showed 
enhanced KCC2 expression. However, blocking Na+-dependent action potentials 
during development did not affect the time course of this transition, suggesting that 
spontaneous miniature GABAergic postsynaptic currents were sufficient to drive 
the transition. In this way, GABAergic transmission acts as a self-limiting factor in 
the developmental transition from depolarizing to hyperpolarizing action. These 
results are corroborated by in vivo experiments demonstrating that KCC2 upregula-
tion during retinal development coincides with both the transition in GABA action 
and the abatement of propagating waves of activity (Vu et al. 2000; Sernagor et al. 
2003). GABA

A
R inhibition with bicuculline during the period of the developmental 

transition resulted in GABA remaining excitatory, the waves of propagating activity 
continuing in the retinal ganglion cell layer, and the upregulation of KCC2 being 
inhibited (Leitch et al. 2005). Together these findings suggest a prominent role for 
GABAergic activity in the developmental transition from GABAergic excitation to 
inhibition. But this concept of GABA acting as a self-limiting factor is not without 
contention.

Ludwig et al. utilized a KCC2 antibody to examine the expression of KCC2 in 
mouse hippocampal cultures during development (Ludwig et al. 2003). They found 
a low level of KCC2 expression prior to the formation of the first synapses, indicat-
ing that synaptic transmission is not required for early KCC2 expression. Moreover, 
subsequent KCC2 upregulation was not hindered by preventing action potential 

4 GABA
A
Rs were antagonized with bicuculline and picrotoxin; glutamatergic N-methyl-D-

aspartate receptors (NMDARs) were blocked with D-APV, and non-NMDA receptors with 
CNQX.
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firing, glutamatergic transmission, or GABAergic transmission (Ludwig et al. 
2003), indicating a lack of requirement for GABA

A
R activation in the developmen-

tal transition. Experiments in cultured midbrain neurons show similar results; 
blocking GABA

A
R activity failed to alter the normal developmental transition (Titz 

et al. 2003). Moreover, an in vivo study demonstrated that NKCC1 disruption in 
neonatal mice which prevented excitatory GABA

A
R-mediated responses failed to 

alter KCC2 upregulation (Sipila et al. 2009). Interestingly, a large increase in the 
intrinsic excitability of these neurons was noted, suggesting a compensatory mech-
anism that promotes homeostatic plasticity in the absence of normal depolarizing 
GABA activity (Sipila et al. 2009).

The presence of such a homeostatic drive offers a possible explanation for the 
discrepancy in results presented above. It is conceivable that such a drive is only 
present in some preparations or some areas of the brain, and thus the absence of 
GABA

A
R activation may result in different effects during different studies. Titz 

et al. does suggest that the fact that different brain regions were studied may be a 
factor in these discrepancies, and further notes that chronic GABA

A
R inhibition has 

been known to induce cell damage (Choi 1992), which can reduce KCC2 expres-
sion (van den Pol et al. 1996). Thus the nature and duration of the GABA

A
R inhibi-

tion in some studies could have resulted in damage to the neurons, which may have 
disguised actual developmental changes.

Synaptic Plasticity at Mature GABAergic Synapses

The majority of reported mechanisms underlying inhibitory GABAergic synaptic 
plasticity have been due to changes in conductance (Gaiarsa et al. 2002). However 
we now know that activity can regulate neuronal Cl−, which is a powerful determi-
nant of inhibitory transmission (Fiumelli and Woodin 2007). GABAergic synapses 
can be modified by pairing pre- and postsynaptic activity at low frequencies; this 
form of plasticity is termed GABAergic spike-timing dependent plasticity (STDP) 
(Woodin et al. 2003; Fiumelli and Woodin 2007; Balena and Woodin 2008; Saraga 
et al. 2008; Ormond and Woodin 2009b). STDP is a form of activity-induced plas-
ticity that depends on the timing and temporal order of pre-and postsynaptic spiking 
(Dan and Poo 2006). At glutamatergic synapses in the mammalian CNS repeated 
coincident spiking of pre- and postsynaptic neurons (with a 15 ms delay) at a low 
frequency (1 Hz) induced LTP (Bi and Poo 1998). Reversing the order of spiking 
during plasticity induction (postsynaptic neuron before presynaptic neuron, versus 
pre before post), but maintaining the same time interval (−15 ms) produced long-
term depression (LTD). This demonstration of STDP, along with those of other 
groups (Markram et al. 1997; Debanne et al. 1998), established the importance of 
spike timing in the induction of synaptic plasticity at glutamatergic synapses. But 
plasticity of inhibitory synapses has the potential to be just as important, given their 
ability to modulate network activity by shunting excitatory inputs (Miles 1990; 
Ormond and Woodin 2009b).
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STDP of GABAergic synapses was first demonstrated at inhibitory GABAergic 
synapses in cultured hippocampal neurons (Woodin et al. 2003). Similar to excit-
atory synapses, the firing of coincident pre- and postsynaptic action potentials (at 
5 Hz for 30 s) produces a long-term modification of inhibitory strength. Unlike 
glutamatergic synapses, where the spike-timing window is asymmetrical, GABAergic 
plasticity has a symmetrical spike-timing window. If the cells were fired within 
±20 ms of each other, regardless of the pre/post order, then inhibition at the synapse 
was weakened (Woodin et al. 2003). Thus GABAergic STDP differs from gluta-
matergic STDP because it is independent of the temporal order of pre-and postsyn-
aptic spiking, and instead depends of the correlation of spiking within a narrow 
time window.

The mechanism responsible for this weakening of inhibition is a shift in E
GABA

 
to more depolarized values, resulting in less Cl− influx upon GABA

A
R activation 

(Woodin et al. 2003). This depolarizing shift in E
GABA

 is due to a decrease in KCC2 
activity, contingent upon Ca2+-influx through voltage-gated calcium channels. 
Conversely, noncoincident spiking of pre- and postsynaptic neurons did not affect 
E

GABA
, but rather weakened inhibition by decreasing GABA

A
R conductance 

(Woodin et al. 2003). This decrease may be due to a reduction in presynaptic trans-
mitter release or a reduction in postsynaptic GABA

A
 channel activity, but the pre-

cise mechanism is not currently known.
Activity-induced changes in Cl− regulation of mature neurons do not always 

require presynaptic activity. Repetitive postsynaptic spiking alone also affects the 
strength of mature GABAergic synapses in rat hippocampal cultures. Spiking a 
neuron at a frequency of 10 Hz for 5 min (5,000 spikes total) led to a persistent 
depolarization of E

GABA
, and thus a weakening of inhibition (Fiumelli et al. 2005). 

In this study E
GABA

 was determined by exogenously puffing GABA onto the spiked 
neuron. When the spiking frequency or the total duration of the spiking protocol 
were decreased, no plasticity resulted. An increase in intracellular Ca2+ concentra-
tion was required for this plasticity induction, with the magnitude of the increase 
corresponding to the magnitude of the plasticity. Blockage of L-type voltage-gated 
calcium channels prevented plasticity, as did the prevention of Ca2+ release from 
internal stores. However, it has also been shown that trains of action potentials, such 
as with the aforementioned postsynaptic spiking protocol, reset the thermodynamic 
equilibrium for NKCC1 transport and can indirectly lead to changes in neuronal 
Cl− (Brumback and Staley 2008).

But what is the role of GABAergic STDP? How does it regulate network activ-
ity? These questions were recently addressed in the CA1 region of the hippocampus 
both experimentally (Ormond and Woodin 2009a, b) and computationally (Saraga 
et al. 2008). In this cortical circuit, feed-forward GABAergic inhibition is fast 
enough to shunt the peak of preceding excitatory postsynaptic potentials. When 
GABAergic STDP is induced at these feedforward inhibitory inputs, the resulting 
decrease in inhibition reduces the shunting of the preceding excitatory currents. 
This novel form of synaptic plasticity was termed disinhibition-mediated LTP 
(Ormond and Woodin 2009b). In effect it produces a long-term synapse-specific 
increase in the amplitude of Schaffer collateral-mediated postsynaptic potentials 
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(Ormond and Woodin 2009b). Given that disinhibition-mediated LTP shares the 
major features of classic glutamatergic LTP, it seems reasonable to speculate that it 
may be involved in the learning and memory functions of the hippocampus.

STDP and spiking-induced downregulation of KCC2 occurs within minutes of 
each other (Woodin et al. 2003; Fiumelli et al. 2005; Fiumelli and Woodin 2007), 
which would seem to preclude mechanisms such as changes in gene transcription 
or protein synthesis. Instead, alterations in membrane trafficking or posttransla-
tional modifications to KCC2 seem more likely. Additionally, blocking Ca2+-
dependent protein kinase C (PKC) prevents the depolarization of E

GABA
 (Fiumelli 

et al. 2005); thus, it has been suggested that an increase in postsynaptic Ca2+ acti-
vates a PKC-dependent pathway that regulates KCC2 to produce synaptic plasticity 
(Fiumelli and Woodin 2007). No consensus has yet been reached as to the specific 
role of PKC; Fiumelli et al. concluded that PKC mediates the functional downregula-
tion of KCC2 , whereas others state that PKC inhibits KCC2 endocytosis resulting 
in its upregulation (Lee et al. 2007).

Brain-derived neurotrophic factor (BDNF) can play a central role in activity-
dependent Cl−-mediated GABAergic plasticity. BDNF increases KCC2 expression 
early in development (Aguado et al. 2003), and its absence, as well as that of its 
receptor TrkB, leads to decreased KCC2 expression in neonatal animals (Carmona 
et al. 2006). In mature animals, however, neuronal damage and hyperexcitation 
associated with pathophysiological conditions have been known to lower KCC2 
expression through a BDNF/TrkB signaling pathway (Nabekura et al. 2002). Acute 
BDNF application to hippocampal cultures has also been shown to depolarize E

GABA
 

through KCC2 downregulation (Wardle and Poo 2003)5.

Synaptic Plasticity at Immature GABAergic Synapses

Inhibitory synapses are sensitive to spike timing in the mature CNS. As explained 
above, paired activity modifies inhibitory synapses through a regulation of KCC2. 
But how would synapses respond early in development, before KCC2 is upregulated? 
Coincident pre-and postsynaptic activity at depolarizing GABAergic synapses6 led to 
modifications in synaptic strength in both hippocampal cultures (Balena and Woodin 
2008) and slices (Xu et al. 2008). This coincident spiking at 5 Hz hyperpolarized 
E

GABA
, which strengthened inhibition (Balena and Woodin 2008; Xu et al. 2008); this 

is the reverse of what was seen at mature synapses. Application of the NKCC1 
antagonist bumetanide hyperpolarized E

GABA
 as previously demonstrated (Staley and 

Mody 1992), and prevented any subsequent activity-induced shifts in E
GABA

 (Balena 

5 Further information on the role of neurotrophic factors at inhibitory synapses can be found in the 
Chapter by Gaiarsa et al. in this volume.
6 At synapses examined in these studies E

GABA
 lay between the resting membrane potential and the 

action potential threshold; thus, these synapses were depolarizing, but still inhibitory.
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and Woodin 2008; Xu et al. 2008). However, increasing the stimulation frequency to 
20 Hz or greater resulted in E

GABA
 depolarization (Xu et al. 2008). Regardless of the 

stimulation frequency, all plasticity induction was dependent on NKCC1 and Ca2+ - 
influx via L-type VGCCs. Higher stimulation frequencies (³20 Hz) also required the 
activity of GABA

B
Rs and CaMKII (Xu et al. 2008). Xu et al. theorized that GABA 

“spillover” occurred at higher spiking frequencies, and that this was sufficient to 
recruit GABA

B
Rs and transition the direction of the E

GABA
 shift from hyperpolariza-

tion to depolarization. This depolarizing shift could allow increased time for dendritic 
arborization and synaptogenesis (Xu et al. 2008).

Conclusion and Future Directions

It is now clear that physiological levels of activity can modify inhibitory synapses 
via regulation of neuronal Cl−. A potential reason for the relative late-coming of the 
elucidation of neuronal Cl− regulation as a mechanism underlying inhibitory synap-
tic plasticity, compared to that of the mechanisms underlying glutamatergic LTP, is 
the technical difficulty associated with maintaining physiological Cl− gradients dur-
ing electrophysiological recordings. The first report of gramicidin perforated patch 
clamp recordings, which prevent artifactual changes in intracellular Cl−, was in 
1995 (Kyrozis and Reichling 1995); this was followed in 2003 with a non-invasive 
method for recording E

GABA
 using cell-attached recordings (Tyzio et al. 2003). It 

wasn’t until the advent of these electrophysiological advances that activity-induced 
changes neuronal Cl− could be readily resolved.

What remains to be elucidated, at the cellular level, are the precise mechanisms 
involved in plasticity induction, as well as the compartment-specific regulation of 
Cl−. These efforts have been hindered by a lack of specific antagonists for KCC2 
(Payne et al. 2003). However a recent small molecule screen identified inhibitors of 
KCC2 (Delpire et al. 2009); hopefully, further characterization of these molecules 
will confirm them as suitable pharmacological agents for the specific antagonism 
of KCC2.

Emphasis also needs to be placed on understanding how simultaneous inhibitory 
and excitatory synaptic plasticity impact network activity throughout the brain. 
This will serve to shed new light on broader processes that plasticity is thought to 
underlie, such as perception and memory.
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Abstract Long-lasting activity-dependent changes in synaptic strength, in the 
form of long-term potentiation (LTP) or depression (LTD), are thought to be the 
cellular basis of learning and memory. Although inhibitory synapses are critical 
for proper functioning of neural circuits, most of the studies investigating synaptic 
plasticity have concentrated on excitatory glutamatergic synapses. The idea that 
inhibitory synapses are plastic like excitatory synapses is gradually being accepted. 
Different forms of GABAergic synaptic plasticity have recently been reported. 
Among them, one of the most intensely studied is a form of LTD mediated by 
a group of retrograde messengers, collectively called endocannabinoids (eCBs). 
eCB-mediated LTD at inhibitory synapses (I-LTD) is a heterosynaptic form of 
plasticity, whose induction typically requires the activation of metabotropic gluta-
matergic receptors by nearby excitatory inputs and the resulting eCB mobilization 
from the postsynaptic cell. By activating presynaptic type 1 cannabinoid receptors 
(CB1Rs), eCBs can cause a long-lasting reduction in GABA release. I-LTD has 
been identified in several brain structures and may serve as a mechanism by which 
neurons adjust the strength of the inhibition they receive in response to excitatory 
afferent stimulation. In light of the wide-ranging effects of inhibition on synaptic 
transmission, from shaping the input-output relationship and excitability of neurons 
to modulating the inducibility of excitatory synaptic plasticity, I-LTD is expected 
to have significant impact on the excitatory/inhibitory balance within circuits  
and on neural network function. In this chapter, we review the main properties 
of eCB-mediated LTD at GABAergic synapses with the aim of understanding its 
physiological role.
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Introduction

The eCBs are lipid molecules that get their name from the more well-known 
exogenous cannabinoid counterpart, D9-tetrahydrocannabinol (D9-THC), the main 
psychoactive component in marijuana. Long before the synaptic effects of cannabi-
noids or eCBs were elucidated in the brain, it was known anecdotally that smoking 
marijuana disrupts learning and memory in humans. These disruptive effects by 
cannabinoids were later confirmed in controlled laboratory settings using human 
and animal subjects (for reviews on this topic, see Hampson and Deadwyler 1998; 
Sullivan 2000; Ranganathan and D’Souza 2006). For example, individuals under 
the influence of marijuana show impaired short-term memory, performing worse in 
behavioral tasks like word recall. Likewise, administering D9-THC and other 
cannabinoidmimetic agents to laboratory animals disrupt their performance in a 
variety of memory tasks, including delayed nonmatch-to-sample for nonhuman 
primates (Zimmerberg et al. 1971; Aigner 1988) and the hidden Morris water 
maze for rodents (Lichtman et al. 1995; Ferrari et al. 1999; Varvel et al. 2001). 
Notably, laboratory animals whose eCB system is disrupted by pharmacological or 
genetic manipulations show deficits in fear extinction (Marsicano et al. 2002; 
Suzuki et al. 2004) and working memory (Varvel and Lichtman 2002). However, 
given the pervasive presence of the eCB system throughout the central nervous 
system (CNS) (Freund et al. 2003; Chevaleyre et al. 2006; Heifets and Castillo 
2009; Kano et al. 2009), the neural mechanisms underlying these behavioral effects 
are not well understood.

Endocannabinoid Signaling and Synaptic Function

In order to gain a better understanding of the complexity underlying eCB signaling, 
we will briefly review the components of the eCB system, which comprises the 
eCBs, their synthesizing and metabolizing enzymes, putative transporters and the 
cannabinoid receptors. The eCBs are a group of structurally distinct lipophilic 
molecules, each with their own machinery for synthesis and degradation (Piomelli 
2003; Ligresti et al. 2005), that act as ligands for the two cloned cannabinoid 
receptors. The type 1 cannabinoid receptor (CB1R) is expressed predominantly in 
the CNS (Matsuda et al. 1990) and the type 2 cannabinoid receptor (CB2R) is 
mostly present peripherally in the immune system (Munro et al. 1993). Both are 
seven transmembrane spanning receptors that are coupled to the pertussis toxin 
sensitive G protein, G

i/o
 (Howlett 2002). Consequently, activation of either 

cannabinoid receptor reduces adenylyl cyclase (AC) activity, thus lowering cAMP 
levels and protein kinase A (PKA) activity. Due to the focus of this chapter on CNS 
synapses, CB2Rs will not be discussed further. Interestingly, CB1R is one of 
the most highly expressed G protein-coupled receptors in the brain (Herkenham 
et al. 1990), suggesting that the eCB system is involved in many facets of CNS 
function. At the subcellular level, CB1Rs are typically found at axon terminals 
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(Egertova et al. 1998; Katona et al. 1999; Bodor et al. 2005), consistent with its 
proposed role in controlling neurotransmitter release. In addition to the decrease in 
cAMP-PKA signaling, inhibition of voltage gated calcium channels (VGCCs) and 
activation of potassium channels at the presynaptic site are likely mechanisms 
underlying eCB-mediated suppression of transmitter release in the CNS (Howlett 
et al. 2004; Lovinger 2008; Kano et al. 2009).

Several eCBs have been identified from the mammalian brain (Sugiura et al. 
2002; Kano et al. 2009). The first one to be isolated was N-arachidonoylethanolamide, 
otherwise known as anandamide (AEA) from the Sanskrit word meaning bliss 
(Devane et al. 1992). Intriguingly, AEA behaves as a nonselective partial agonist 
for CB1Rs and CB2Rs (Zygmunt et al. 1999; Smart et al. 2000; Sugiura et al. 
2002). Subsequently, 2-arachidonoylglycerol (2-AG) was isolated (Mechoulam 
et al. 1995; Sugiura et al. 1995). 2-AG is considered a major eCB given that it is 
found at high concentrations in the brain and acts as a specific full cannabinoid 
receptor agonist. Other putative eCBs include dihomo-g-linolenoyl ethanolamide, 
docosatetraenoyl ethanolamide, 2-arachidonoyl glycerol ether (noladin ether), 
O-arachidonoylethanolamide (virodhamine) and N-arachidonoyldopamine (NADA). 
The roles of these other eCBs in synaptic transmission are not yet clear.

The first step in eCB-mediated synaptic plasticity is the activity-dependent 
synthesis of eCBs in the postsynaptic cell. Typically, eCBs are produced following 
either membrane depolarization (by way of intracellular calcium) or bursts of 
synaptic activity (by way of metabotropic receptor activation). Interestingly, eCB 
production is facilitated under conditions in which both calcium and metabotropic 
pathways are simultaneously activated (Hashimotodani et al. 2007), as would occur 
when afferent activity coincides with postsynaptic firing. Once synthesized, eCBs 
are mobilized from the postsynaptic plasma membrane, possibly via facilitated 
transport by an unidentified eCB membrane transporter (EMT), which may function 
bidirectionally in eCB reuptake from synapses (Beltramo et al. 1997; Bisogno et al. 
2001). After retrogradely crossing the synaptic cleft, eCBs activate CB1Rs that are 
present at both glutamatergic and GABAergic terminals, thereby reducing transmitter 
release at both excitatory and inhibitory synapses, in a transient or consolidated 
manner (Chevaleyre et al. 2006). Short-term depression (STD) is commonly 
triggered by depolarization of the postsynaptic cell, leading to a short-lived calcium-
dependent mobilization of eCBs and transient CB1R activation. This process is 
called depolarization-induced suppression of inhibition (DSI) or excitation (DSE) 
depending on the inhibitory or excitatory nature of the target synapse (Alger 2002; 
Kano et al. 2009). eCB-mediated STD can also be evoked with short bursts of 
synaptic activity (Maejima et al. 2001; Brown et al. 2003; Galante and Diana 2004; 
Best and Regehr 2008). Brief CB1R activation causes STD by primarily inhibiting 
presynaptic VGCCs (Wilson et al. 2001; Brown et al. 2003). On the other hand, 
eCB-mediated LTD is typically initiated following repetitive glutamatergic synaptic 
activity and may involve modulation of the presynaptic vesicular release machinery 
(Heifets and Castillo 2009). How activation of CB1Rs leads to STD or LTD, as well 
as the precise mechanism by which CB1R activation triggers long-lasting reduction 
of transmitter release are active areas of investigation.
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Endocannabinoid-Mediated LTD of GABAergic  
Synaptic Transmission

Synaptically induced eCB-LTD has been described in several brain regions at both 
excitatory synapses (E-LTD) and inhibitory synapses (I-LTD) (Heifets and Castillo 
2009). E-LTD has been observed in dorsal striatum (Gerdeman et al. 2002; Kreitzer 
and Malenka 2005), nucleus accumbens (Robbe et al. 2002), visual cortex (Sjostrom 
et al. 2003; Crozier et al. 2007), somatosensory cortex (Bender et al. 2006; Nevian and 
Sakmann 2006), prefrontal cortex (Lafourcade et al. 2007), neonatal hippocampus 
(Yasuda et al. 2008), cerebellum (Safo and Regehr 2005; Soler-Llavina and Sabatini 
2006), and brain stem (Tzounopoulos et al. 2007; Penzo and Pena 2009), while I-LTD 
has been reported in basolateral amygdala (Marsicano et al. 2002), hippocampus 
(Chevaleyre and Castillo 2003), VTA (Pan et al. 2008a), dorsal striatum (Adermark 
and Lovinger 2009), prefrontal cortex (Chiu et al. 2010), and also in cortico-tectal co-
cultures (Henneberger et al. 2007). It is therefore clear that eCB-mediated LTD is a 
widespread phenomenon in the brain. These studies have also revealed three important 
mechanistic properties of eCB-mediated LTD: first, induction of E-LTD and I-LTD is 
abolished by pharmacological blockade of CB1Rs and is absent in transgenic mice 
lacking CB1Rs; second, eCB mobilization required for induction typically occurs as a 
result of group I metabotropic glutamate receptors (mGluR-I) and third, expression is 
associated with a long-lasting reduction in the probability of transmitter release. As for 
inhibitory synapses, given the mGluR-I requirement for eCB mobilization, it follows 
that I-LTD is a heterosynaptic form of plasticity (Fig. 11.1a).

The functional impact of eCB-mediated E-LTD or I-LTD on the propagation of 
signals and neural activity within networks is remarkably different. While depres-
sion of excitatory transmission would decrease propagation of activity, depression 
of inhibitory transmission is expected to enhance excitability and promote informa-
tion transfer. Moreover, by removing inhibition in a long-lasting manner, the induc-
tion of I-LTD facilitates subsequent induction of “classical” LTP at excitatory 
synapses (E-LTP). In the following sections, we will address specific properties of 
eCB-mediated I-LTD reported in various central inhibitory synapses.

Fig. 11.1 (continued) (right) reported in the amygdala (Azad et al. 2004) may underlie 
AEA formation. Similar pathway could be involved in striatal I-LTD. The adenylyl cyclase 
(AC)-protein kinase A (PKA) cascade is linked to AEA synthesis via an unknown mechanism. 
In striatum, calcium influx through L-type calcium channels may facilitate this process. Once 
produced, mobilization of 2-AG and AEA may be facilitated by a putative eCB membrane 
transporter (EMT). (c) Expression of I-LTD as reported in the hippocampus. Activation of CB1Rs 
inhibits presynaptic PKA activity. Consolidation of I-LTD requires activity of inhibitory interneu-
rons during induction to elevate calcium, which then stimulates the calcium-sensitive phosphatase, 
calcineurin (CaN). Coincident CaN activation and PKA inhibition shifts the phosphorylation 
status of a yet unidentified substrate (S), which may directly underlie the long-term reduction in 
vesicular GABA release
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Fig. 11.1 Molecular mechanisms underlying heterosynaptic I-LTD. (a) Simplified diagram 
depicts the sequence of events leading to I-LTD. Induction of I-LTD is initiated by bursts of excitatory 
afferent activity (1) which releases glutamate to activate group I metabotropic glutamate receptors 
(mGluR-I). Activation of postsynaptic mGluR-I stimulates production of eCBs (2) that then cross 
the synaptic cleft and retrogradely bind to presynaptic CB1Rs on nearby inhibitory terminals. 
Finally, activation of CB1Rs in conjunction with interneuronal activity leads to a long-term reduction 
in GABA release (3). (b) Two signaling pathways downstream of mGluR-I can mediate eCB 
mobilization required for the induction of I-LTD. The first one (left), originally described in the 
hippocampus (Chevaleyre and Castillo 2003), involves the hydrolysis of phosphatidylinositol (PI) 
by phospholipase C (PLC) into diacylglycerol (DAG) and inositol 1,4,5-triphosphate (IP3). The DAG 
product is then converted into the eCB 2-AG by diacylglycerol lipase (DGL). An alternative pathway 
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Basolateral Amygdala

The role of eCBs in LTD at GABAergic synapses was first reported in the amygdala 
(Marsicano et al. 2002), a critical region for aversive learning (Maren and Quirk 
2004; Rodrigues et al. 2004). Indeed, low frequency stimulation (LFS; 100 pulses 
at 1 Hz) of synaptic inputs triggered LTD of pharmacologically isolated inhibitory 
synaptic responses (IPSCs) in principal neurons of the basolateral amygdala, 
which the authors termed LTDi (Marsicano et al. 2002). To be consistent with 
the terminology used thus far in the chapter, we will refer to LTDi as I-LTD. 
This LFS-induced I-LTD was associated with a change in paired-pulse ratio (PPR), 
indicative of a presynaptic reduction in GABA release. The presynaptic locus of 
I-LTD expression was later supported by observations that spontaneous IPSC 
frequency but not amplitude was reduced following I-LTD (Azad et al. 2004). 
In addition, mGluR-I activation, specifically mGluR1 is not only necessary but also 
sufficient to trigger this form of plasticity (Azad et al. 2004). Induction of I-LTD 
most likely occurs in the postsynaptic cell because it is abolished by blocking 
intracellular G-protein signaling with GTPgS. However, unlike DSI, I-LTD does 
not require intracellular calcium. Two observations implicate AEA in amygdalar 
I-LTD: first, the magnitude of I-LTD is larger in mice that lack FAAH, the enzyme 
presumed to be responsible for metabolic removal of AEA, and second, inhibition 
of phospholipase C (PLC) and diacylglycerol lipase (DGL), the main enzymes that 
mediate 2-AG production, does not affect I-LTD. Currently, it is unknown how 
mGluR-I activation leads to AEA production. Curiously, loading postsynaptic cells 
with inhibitors of AC or PKA also abolished I-LTD, suggesting that postsynaptic 
AC-PKA signaling cascade may also play a role in eCB mobilization (Azad et al. 
2004) (Fig. 11.1b). Future experiments will be needed to determine whether 
AC-PKA signaling simply permits I-LTD induction or actively participates in the 
induction process.

Increasing evidence indicates that local inhibitory circuits in the amygdala play 
an important role in fear learning (Ehrlich et al. 2009), raising the possibility 
that eCBs, via amygdalar I-LTD, may participate in this process. Consistent 
with this idea, animals treated with the CB1R antagonist SR141716A as well as 
CB1R-knockout mice show an impaired ability to extinguish a previously learned 
fear association (Marsicano et al. 2002). Extinction of aversive memories is 
partially based on an active relearning of a new association (Myers and Davis 
2007), which may be encoded as LTP at excitatory synapses in the amygdala. 
eCB-mediated I-LTD promotes subsequent LTP induction at excitatory synapses in 
the amygdala and enhances basolateral amygdalar output to the central nucleus 
(Azad et al. 2004). Thus, I-LTD in the amygdala may participate in fear extinction 
by facilitating encoding of the extinction memory trace at the cellular level either 
directly by regulating inhibitory transmission or indirectly by modulating excitatory 
plasticity. The specific contribution of I-LTD in amygdalar-dependent learning 
remains to be determined.
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Hippocampus

In the hippocampus, a crucial brain structure for learning and memory (Milner and 
Penfield 1955; Barnes 1988; O’Keefe 1999), repetitive stimulation of CA3 excitatory 
afferents to CA1 pyramidal neurons induces eCB-mediated LTD of nearby GABAergic 
inputs (Chevaleyre and Castillo 2003, 2004), a phenomenon independently confirmed 
by several groups (Edwards et al. 2006; Kang-Park et al. 2007; Zhu and Lovinger 
2007). One study demonstrated hippocampal I-LTD in adolescent but not adult rats 
(Kang-Park et al. 2007), suggesting that eCB signaling may be developmentally 
down-regulated. Importantly, while CB1R activation is necessary for the induction 
of hippocampal I-LTD, the expression of this form of plasticity becomes CB1R-
independent (Fig. 11.2a).

Fig. 11.2 Dependence of I-LTD on CB1R activation and interneuronal activity. (a) Activation of 
CB1Rs is required for I-LTD induction but not maintenance. In the hippocampus, delivery of 
tetanus (vertical arrow) typically induced a long-lasting reduction in evoked inhibitory responses 
(IPSCs) (bottom). When the CB1R antagonist AM251 was present during tetanus delivery, I-LTD 
was blocked (top). In contrast, when bath applied 10 minutes after delivering the tetanus, AM251 
exhibited no effect on I-LTD (bottom). [Reproduced with permission from Chevaleyre and 
Castillo 2003 (Neuron vol 38, p 461)]. (b) Activity of CB1R-positive GABAergic interneurons is 
required for I-LTD as demonstrated in cell pair recordings at interneuron (INT) to pyramidal cell 
(Pyr) synapses in the hippocampus. Activation of mGluR-I triggers I-LTD (bottom, black circles) 
when the presynaptic interneuron is firing during agonist application (upper inset, gray area). 
However, if interneuron firing was suppressed by hyperpolarization (Silent), I-LTD was abolished 
(bottom, white circles). Average traces of unitary IPSCs (uIPSC), with the evoking presynaptic 
action potentials, are shown for the firing and silent condition (upper inset, left). [Reproduced with 
permission from Heifets et al. 2008 (PNAS vol 105, p 10250)]
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Hippocampal I-LTD shares several features in common with I-LTD in the 
amygdala. First, I-LTD is a heterosynaptic form of plasticity, requiring mGluR-I 
activation during induction (Chevaleyre and Castillo 2003) (Fig. 11.1a, b). In fact, 
transient application of the mGluR-I agonist DHPG is also sufficient to induce a 
persistent decrease in GABA release, as supported by PPR and failure rate changes. 
As expected, DHPG-LTD is CB1R-dependent and occludes subsequent induction of 
I-LTD by synaptic stimulation (Chevaleyre and Castillo 2003). Secondly, chelating 
intracellular calcium with BAPTA also has no effect on I-LTD in the hippocampus 
but blocking G-protein signaling with GDPbS in the postsynaptic cell abolishes 
I-LTD. Thirdly, both forms of I-LTD are dependent on PKA activity and mice 
lacking the presynaptic, active zone protein RIM1a, a putative substrate of PKA 
modulation, do not express I-LTD in either brain region (Chevaleyre et al. 2007).

While RIM1a is critical for I-LTD, it does not appear to play a role in DSI, 
suggesting that different molecular players are recruited in eCB-mediated STD and 
LTD. One factor critical for converting STD to LTD may be the duration of CB1R 
activation. While the maintenance of hippocampal I-LTD is CB1R-independent, a 
~10-min period of CB1R activation post tetanus delivery is critical to trigger I-LTD 
(Chevaleyre and Castillo 2003). Recently, it was shown that during this critical 
period, presynaptic integration of CB1R activation and calcium increase arising 
from interneuron activity may consolidate I-LTD (Heifets et al. 2008) (Figs. 11.1c 
and 11.2b). This dual requirement, as proposed for excitatory synapses (Castillo 
and Khodakhah 2006; Singla et al. 2007), likely provides input-specificity such that 
only those inputs active during CB1R activation undergo eCB-mediated I-LTD 
(for a review, see Heifets and Castillo 2009).

Some differences between I-LTD in the hippocampus and amygdala bear 
mentioning here. First, inhibition of PLC and DGL activity abolishes I-LTD in the 
hippocampus but not in the amygdala, suggesting that the eCBs mediating I-LTD 
in these two regions differ (Fig. 11.1b). Secondly, in contrast to I-LTD in the 
amygdala, blocking postsynaptic PKA activity in CA1 pyramidal cells has no effect 
on hippocampal I-LTD although this I-LTD is dependent on PKA activity and most 
likely, on a reduction in presynaptic PKA activity (Chevaleyre et al. 2007). 
Stimulation protocols that are effective in triggering I-LTD in the hippocampus, 
ranging from moderate frequency stimulation (MFS) to high frequency stimulation 
(HFS) as well as the more physiologically relevant theta burst stimulation (TBS), 
were not tested in the amygdala. The ability of such protocols to induce I-LTD may 
be relevant in the context of neuronal excitability and information flow within 
circuits, given that HFS and TBS also triggers E-LTP in most brain regions.

Concurrent induction of E-LTP and eCB-mediated I-LTD results in an increase 
in the probability of a fixed postsynaptic excitatory response (EPSP) to evoke 
spiking (E-S coupling potentiation) (Chevaleyre and Castillo 2003), consistent with 
earlier work associating long-lasting disinhibition to E-S coupling potentiation in 
E-LTP (Abraham et al. 1987; Chavez-Noriega et al. 1989; Lu et al. 2000). 
Additionally, by removing inhibition, eCBs may modulate the inducibility of other 
forms of synaptic plasticity that are not dependent on eCBs per se, a phenomenon 
known as metaplasticity. Indeed, selective induction of I-LTD (i.e. in the absence 
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of E-LTP induction) has been shown to prime E-LTP at nearby glutamatergic inputs 
by bringing weak synaptic stimuli that are normally subthreshold to threshold 
(Chevaleyre and Castillo 2004). Another interesting property of eCB signaling during 
induction of I-LTD is that eCB spread occurs within a 10 mm radius, resulting in 
I-LTD of a narrow set of GABAergic inputs. Such limited region of action likely 
confers input-specificity to E-LTP priming by I-LTD.

Dorsal Striatum

The striatum is the largest nucleus in the basal ganglia, which comprises a collection 
of interconnected nuclei implicated in the planning and execution of controlled 
motor movement, and in reward-driven motor learning (Graybiel 1995; Packard 
and Knowlton 2002; Schultz et al. 2003; Balleine et al. 2007). The striatum mainly 
consists of GABAergic medium spiny neurons (MSNs), and activity-dependent 
modifications of synaptic inputs to these neurons, including those triggered 
by eCBs, are believed to underlie adaptations in the behaviors mediated by the dorsal 
striatum (Jog et al. 1999; Pisani et al. 2005; Kreitzer and Malenka 2008). 
eCB-mediated E-LTD of cortical excitatory inputs to MSNs of the striatum was 
reported first (Gerdeman et al. 2002; Kreitzer and Malenka 2005, 2007) followed 
recently by I-LTD (Adermark and Lovinger 2009). Compared to excitatory synapses, 
LTD of inhibitory synapses appears to be easier to induce, presumably due to the 
higher expression of CB1Rs at striatal GABAergic terminals (Uchigashima et al. 
2007). This notion is supported by several recent observations (Adermark and 
Lovinger 2009). First, while a brief LFS protocol selectively induces striatal I-LTD, 
induction of E-LTD typically requires relatively stronger induction protocols 
(e.g. pairing postsynaptic depolarization with bursts of HFS). Second, the CB1R 
agonist WIN at a submaximal dose (50 nM) suppresses inhibitory responses more 
strongly (50%) than excitatory responses (13%). Third, transient CB1R activation 
at a higher concentration (1 mM WIN) is sufficient to trigger persistent depression 
of inhibition but not excitation, even though the acute suppression by WIN at this 
concentration is comparable between synapse types. Lastly, combining postsynaptic 
loading of AEA with low frequency paired-pulse stimulation of presynaptic afferents 
triggers LTD of inhibitory but not excitatory transmission.

There are some interesting features of the I-LTD induced by loading AEA; some 
distinguishing it from eCB-mediated I-LTD in other regions. While this AEA-LTD 
is dependent on protein synthesis, the acute suppression of inhibitory responses by 
AEA is not (Adermark and Lovinger 2009), reinforcing the idea that eCB-mediated 
STD and LTD may involve different cellular processes. Protein synthesis is most 
likely required at the presynaptic site, downstream of CB1R activation, since load-
ing AEA bypasses the eCB production step. It remains to be tested whether striatal 
I-LTD requires intracellular calcium rise. Interestingly, transient application of an 
L-type calcium channel agonist can mimic LFS-induced I-LTD (Adermark et al. 
2009), suggesting that unlike I-LTD in the amygdala and hippocampus, induction 
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of striatal I-LTD may require postsynaptic calcium influx. However, the role of 
L-type calcium channels in LFS-induced I-LTD needs to be directly examined with 
selective antagonists for these channels. Given that the level of presynaptic calcium 
may dictate whether I-LTD occurs, at least in the hippocampus (Heifets et al. 2008), 
a presynaptic role for L-type calcium channels in the induction of I-LTD cannot be 
discarded. Regardless of the mechanism, I-LTD may be relevant in the context of 
network function since it is associated with an increase in MSN excitability 
(Adermark and Lovinger 2009).

Ventral Tegmental Area

The VTA is a key component in the brain reward circuitry. Dopamine is a major 
modulator of neuronal function in the VTA, and dopaminergic neurons –the main 
cellular component of this brain area– are primary targets for many drugs of abuse 
(Carlezon and Nestler 2002; Kauer 2004; Self 2004; Di Matteo et al. 2007), including 
cannabinoids (Gardner 2005). Consistent with this notion, recent studies have shown 
that eCB-mediated I-LTD in the VTA is dependent on the activation of dopaminergic 
receptors (Pan et al. 2008a, b). When type 2-like dopamine receptors (D2Rs) are 
activated in the presence of low doses of cocaine, a blocker of the dopamine 
transporter, or the specific D2R agonist quinpirole, prolonged MFS (3,000 pulses 
at 10 Hz) of synaptic afferents triggers I-LTD. Consistent with the essential role of 
D2Rs, MFS-induced I-LTD in the VTA is blocked by the D2R antagonist sulpiride. 
While the requirement for D2Rs in I-LTD has only been tested in the VTA*, these 
receptors might also be involved in striatal I-LTD given the strong modulatory role 
of dopamine in excitatory synaptic transmission (Calabresi et al. 2007; Surmeier 
et al. 2007) and in the induction of eCB-mediated E-LTD in the striatum (Kreitzer 
and Malenka 2005).

Building on the in vivo observation that pharmacological activation of D2Rs in 
the striatum results in increased AEA levels (Giuffrida et al. 1999; Centonze 
et al. 2004), it has been postulated that D2Rs, by promoting eCB mobilization, 
participate in the induction of eCB-mediated LTD (Yin and Lovinger 2006). 
However, given that eCB mobilization is sensitive to postsynaptic neuronal activity, 
the possibility that in vivo AEA increases may indirectly result from D2R-mediated 
disinhibition, thus enhancing neuronal excitability, cannot be ruled out. Like CB1Rs, 
D2Rs are coupled to G

i/o
 proteins and down-regulate the cAMP-PKA transduction 

cascade. Moreover, activation of D2Rs with higher doses of cocaine or quinpirole 
acutely depresses inhibitory responses in the VTA, presumably via a PKA-dependent 
reduction in GABA release as assessed by miniature IPSC analysis (Pan et al. 
2008b). Thus, for a better understanding of the mechanisms of D2R action in 

* During the editorial process, a report of eCB-mediated LTD at GABAergic synapses in the 
prefrontal cortex appeared (Chiu et al., 2010).
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I-LTD, it will be important to determine whether activation of D2Rs directly leads to 
eCB production.

As in other eCB-mediated forms of LTD, mGluR-I activation is necessary and 
sufficient to trigger I-LTD in the VTA (Pan et al. 2008a). In addition, similar to 
hippocampal I-LTD, I-LTD in the VTA is sensitive to inhibitors of PLC, DGL and 
G-protein signaling, supporting a role for 2-AG. Intriguingly, I-LTD in the VTA is 
not accompanied by a change in PPR or coefficient of variance, which would be 
expected for a presynaptic form of plasticity. However, analysis of asynchronous 
GABA release by substituting calcium with strontium reveals changes in both 
frequency and amplitude of inhibitory quantal responses, suggesting that I-LTD could 
be expressed at both pre and postsynaptic sites. While a reduction in transmitter 
release is the common expression mechanism of eCB-mediated forms of LTD, the 
precise contribution of eCB signaling to the postsynaptic component of I-LTD in 
the VTA remains to be elucidated.

Importantly, I-LTD in the VTA may underlie the reduction in GABAergic trans-
mission that is observed following repeated cocaine exposure (Pan et al. 2008a). 
Consistent with this possibility, in vivo administration of drugs that block I-LTD 
(e.g. sulpiride, AM 251) prior to each intraperitoneal cocaine injection, prevented 
the decrease in GABA transmission, whereas pre-treatment with a D1 receptor 
antagonist, which has no effect on I-LTD in the VTA, did not abolish the cocaine-
associated reduction of GABAergic transmission. Furthermore, in vivo cocaine 
exposure occluded subsequent I-LTD ex vivo. Thus, I-LTD in the VTA may be 
physiologically relevant in the context of cocaine sensitization and addiction.

Common and Differential Properties of I-LTD  
Across Brain Regions

As we examine I-LTD across brain regions, some commonalities and differences in 
the underlying mechanisms emerge. In all cases, eCB-mediated I-LTD is heterosyn-
aptically induced (Fig. 11.1a), requiring repetitive activity of nearby glutamatergic 
synapses and the subsequent activation of postsynaptic mGluR-I, which is necessary 
for eCB mobilization. Although intracellular calcium rise is essential for DSI, and 
eCB-mediated E-LTD, it is reportedly dispensable for the induction of I-LTD 
(Chevaleyre and Castillo 2003; Azad et al. 2004; Pan et al. 2008a). This disparity 
between the role of postsynaptic calcium in DSI and I-LTD suggests that factors in 
addition to CB1R activation may be required for I-LTD. Indeed, CB1R activation 
with the agonist WIN is insufficient by itself to trigger LTD of inhibitory transmission 
(Heifets et al. 2008; Pan et al. 2008a; Adermark and Lovinger 2009). Moreover, a 
recurring theme in eCB-LTD, including I-LTD, is the need for prolonged CB1R 
activation, on the order of minutes (Chevaleyre and Castillo 2003; Pan et al. 2008a; 
Adermark and Lovinger 2009). An activation requirement at this time scale could 
reflect the involvement of a slow associative signal. In the hippocampus, calcium 
elevations in GABAergic terminals during induction may act as this signal to 
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regulate, in concert with eCB signaling, the balance of presynaptic kinase (i.e. PKA) 
and phosphatase (e.g. calcineurin) activity (Heifets et al. 2008). An obvious target 
of these kinases and phosphatases is the active zone protein RIM1a, which can be 
phosphorylated by PKA and is essential for I-LTD both in the hippocampus and 
amygdala (Chevaleyre et al. 2007). However, a recent study has demonstrated that 
while RIM1a is required for presynaptic, PKA-dependent forms of long-term 
plasticity, including I-LTD, direct phosphorylation of RIM1a is not required 
(Kaeser et al. 2008). The role of other potential targets of PKA/phosphatases (Seino 
and Shibasaki 2005) in eCB-mediated LTD remains to be examined.

While all known forms of I-LTD are initiated by glutamatergic synaptic activity, 
the identity of the eCB downstream of mGluR-I activation may vary in different 
brain regions. 2-AG most likely mediates I-LTD in the hippocampus and VTA, a 
conclusion largely supported by their sensitivity to inhibitors of DGL (Chevaleyre 
and Castillo 2003; Pan et al. 2008a), whereas AEA probably underlies I-LTD in 
the amygdala (Azad et al. 2004) and striatum (Di Marzo et al. 1994; Giuffrida 
et al. 1999). Given that synthesis and degradation of 2-AG and AEA differ 
(Piomelli 2003; Ligresti et al. 2005), the mechanisms underlying I-LTD induction 
in these areas may also diverge. LFS induces both amygdalar and striatal I-LTD, 
while slightly higher stimulation frequencies trigger I-LTD in the VTA and hip-
pocampus. Although the requirement for D2Rs in I-LTD has only been tested in 
the VTA, a similar requirement may apply for striatal E-LTD where activation of 
D2Rs facilitates induction (Kreitzer and Malenka 2005) presumably by promoting 
AEA mobilization. Interestingly, 5 Hz stimulation of synaptic afferents in the 
prefrontal cortex triggers I-LTD when D2Rs are activated by the agonist quin-
pirole or by inhibiting dopamine degradation (Chiu et al. 2010). Despite the dif-
ferences in eCB identity and induction protocol, I-LTD expression in the 
hippocampus and amygdala is mechanistically similar (Chevaleyre et al. 2007). 
Experimental evidence in these structures support the notion that multiple path-
ways leading to eCB release may converge on a generalized mechanism of I-LTD 
expression at the presynaptic GABAergic terminal, involving PKA signaling and 
the release machinery.

Physiological Relevance of Endocannabinoid-Mediated I-LTD

eCB-mediated I-LTD has been shown to enhance the excitatory influence of 
glutamatergic inputs on action potential generation (Chevaleyre and Castillo 2003; 
Adermark and Lovinger 2009) and to modulate the modifiability of excitatory 
synapses (Azad et al. 2004; Chevaleyre and Castillo 2004). Thus, by mediating 
long-term disinhibition of neurons, eCB signaling can shift the excitatory/inhibitory 
balance towards excitation and consequently promote signal propagation within and 
across neural networks. Given the importance of excitatory synaptic transmission 
and plasticity in experience-dependent processes (Martin et al. 2000; Malenka 
and Bear 2004), such wide-spread effects of eCB signaling on excitation will 
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undoubtedly have significant impact on learning and memory. Indeed, in the 
intact animal, amygdalar I-LTD has been associated with extinction of learned fear 
(Marsicano et al. 2002) and I-LTD in the VTA has been implicated in cocaine-
induced synaptic changes that may underlie drug addiction (Pan et al. 2008a).

It should be noted that the eCB system is ubiquitous in the brain, influencing 
both excitatory and inhibitory transmission. Hence, blocking CB1R activation with 
conventional pharmacological or genetic manipulations non-selectively disrupts 
eCB-mediated plasticity at both glutamatergic and GABAergic synapses and in 
many brain regions. To ascertain the physiological significance of particular forms 
of eCB-mediated synaptic plasticity, genetic and molecular strategies to more 
precisely control the eCB system in a region or cell-type specific manner will be 
needed. Transgenic mice lacking CB1Rs exclusively in glutamatergic, GABAergic 
or dopaminergic cells have been generated (Marsicano et al. 2003; Monory et al. 
2007). Findings from these animals have begun to unravel the role of specific 
neuronal populations in the behaviorally complex actions of cannabis and eCBs 
(Monory et al. 2006; Monory et al. 2007; Azad et al. 2008; Puighermanal et al. 
2009). In particular, exogenous activation of CB1Rs on GABAergic interneurons, 
but not principal neurons in the forebrain, disrupts hippocampal-dependent learning 
in vivo (Puighermanal et al. 2009) and inhibits LTD of excitatory synapses in the 
amygdala in vitro (Azad et al. 2008). Thus, CB1Rs at GABAergic synapses play a 
role in modulating synaptic plasticity and may underlie certain learning and 
memory deficits. However, the specific contribution of eCB-mediated long-term 
plasticity at GABAergic synapses to these physiological processes is unclear.

Although significant progress has been made in elucidating the molecular 
mechanisms of I-LTD induction and expression, the field of eCB research in the 
context of learning and memory is still in its infancy. Future experiments will be 
needed to answer challenging questions. For example, do induction protocols com-
monly employed to evoke I-LTD in vitro actually occur in vivo? Can eCB-mediated 
I-LTD be triggered in vivo? Given that eCB signaling affects both excitatory and 
inhibitory transmission, what is the net effect of eCB-mediated synaptic plasticity 
on network activity and therefore function? Is eCB-mediated depression at 
glutamatergic and GABAergic synapses differentially regulated? In the coming 
years, given the rapid advances in technology, uncovering and understanding the 
physiological role of eCB-mediated I-LTD will be in our grasp.
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Abstract Synaptic plasticity represents the capacity of individual synapses to 
adjust their strength in response to modifications in the level or pattern of intrin-
sic or sensory-driven activity. Due to the involvement of the inhibitory transmit-
ter GABA in brain development, synaptic function and cognition, interest in 
GABAergic synaptic plasticity has intensified in recent years. Neurotrophins are 
a family of secreted proteins that promote survival, growth and differentiation of 
neurons in the central nervous system. Recent advances show that besides this 
trophic function, neurotrophins, and brain-derived neurotrophic factor (BDNF) in 
particular, can exert both short-term and long-term modulations on the strength and 
development of GABAergic synaptic transmission. In this review, we will summa-
rize recent findings showing that BDNF can operate as a locally released feedback 
modulator of GABAergic synaptic transmission.

Introduction

All brain functions, such as sensory perception, motor control and learning depend 
on the proper neuronal integration of excitatory and inhibitory synaptic inputs that 
are mediated mainly by glutamate and g-aminobutyric acid (GABA) respectively. 
These synaptic inputs modify their strength and/or number over time and in response 
to experience in both the developing and adult central nervous system. These 
activity-dependent short-term and long-term changes in synaptic efficacy, known as 
synaptic plasticity, in turn have important effects on brain function, neuronal develop-
ment and on some pathological conditions. Considering the ubiquitous distribution 
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of inhibitory synapses and their role in shaping individual and population activity, 
information on inhibitory synaptic plasticity is mandatory to fully understand how 
activity-dependent changes in synaptic efficacy contribute to brain development and 
function in concert with plasticity at glutamatergic synapses.

The role of brain-derived neurotrophic factor (BDNF) in GABAergic synaptic 
plasticity has attracted particular interest. BDNF is a secreted neuronal protein, tar-
geted to the dendrites and axon, whose expression and release are modulated by 
neuronal activity. Besides its classical role in supporting neuronal survival, BDNF 
has been reported to play a role in several key steps necessary for the full develop-
ment of inhibitory GABAergic circuitry, and to mediate some of the effects of neu-
ronal activity on GABAergic interneurons. Among these effects, BDNF has emerged 
as a major factor in the induction of some forms of activity-dependent GABAergic 
synaptic plasticity in the developing brain. Here, we first provide a brief overview of 
BDNF synthesis and secretion, and then summarize the recent findings showing that 
BDNF acts as a target-derived messenger for activity-dependent synaptic plasticity 
and development of inhibitory synapses in the central nervous system.

Synthesis, Targeting, Release and Cleavage of Neurotrophins

Neurotrophin Transduction Pathway

Neurotrophins are a family of secreted proteins that promote survival, growth and 
differentiation of neurons in the central nervous system. All members of the family - 
nerve growth factor (NGF), brain derived neurotrophic factor (BDNF), neurotro-
phin 3 (NT-3) and 4/5 (NT-4/5) - mediate their actions through two unrelated types 
of transmembrane receptors, the tropomyosin-related kinase receptors (Trk-Rs) and 
the p75 pan-neurotrophin receptor (p75NTR), a member of the tumor necrosis factor 
superfamily. Unlike the non selective p75NTR which equally binds all neurotro-
phins, each Trk-R selectively binds a different neurotrophin -TrkA binds NGF, 
TrkB binds BDNF and NT4/5 and TrkC binds NT3. Neurotrophin binding to 
Trk-Rs leads to the autophosphorylation of tyrosine residues within the intracellular 
domains of the receptor, creating docking sites for intracellular proteins. There are 
three principal intracellular second messenger pathways activated by the Trk-R 
signaling: the Ras-Raf-ERK cascade, the phosphatidylinositol-3-OH kinase (PI3K)/
Akt pathway and activation of phospholipase Cg (PLCg). The first two cascades 
lead to the activation of genes involved in cellular differentiation and survival. The 
activation of PLCg leads to the production of diacylglycerol and inositol triphos-
phate (IP

3
), which in turn triggers the release of Ca2+ from internal stores and acti-

vates protein kinase C (PKC) (Kaplan and Miller 2000; Huang and Reichardt 
2003). PLCg activation following BDNF binding to TrkB-R also triggers Ca2+ 
influx though TRPC channels (Amaral et al. 2007). BDNF binding and subsequent 
phosphorylation of TrkB-Rs has also been reported to rapidly gate a Na+ channel, 
leading to postsynaptic membrane depolarization and subsequent activation of 
voltage-dependent Ca2+ channels (Kovalchuk et al. 2002). p75NTR lacks intrinsic 
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catalytic activity, but signals through a series of protein-protein interactions mediated 
by its intracellular domain (Kaplan and Miller 2000; Lu et al. 2005). p75NTR con-
tributes to cell survival by activating the NF-kB pathway, to neurite outgrowth by 
regulating the RhoA pathway, and triggers apoptotic cell death by increasing cer-
amide production and activating the Jun kinase pathway.

Targeting and Release

BDNF is widely expressed in most brain structures and is abundant in the hip-
pocampus, amygdala and cerebellum. Cell type analysis shows that it is expressed 
mainly by the principal glutamatergic neurons, and is absent from interneurons and 
astroglial cells, although astroglial expression of BDNF can be found in cell cul-
tures (Ernfors et al. 1990; Wetmore et al. 1990; Lindholm et al. 1992; Gorba and 
Wahle 1999). Activated microglia can also express and release BDNF (Batchelor 
et al. 1999; Coull et al. 2005). BDNF is mainly produced in the soma, but a local 
dendritic synthesis occurs under certain circumstances. Transcription of mouse 
BDNF is controlled by at least nine distinct promoters resulting in at least 18 
unique BDNF transcripts (Pruunsild et al. 2007). It has been proposed that one pos-
sible function of such complex genomic organization might be to maintain basal 
level of BDNF for cell survival under the control of activity-independent promot-
ers, and when needed, to induce activity-dependent expression of BDNF for synap-
tic plasticity and development (Lu 2003).

After production, BDNF is sorted into the regulated and constitutive secretory 
pathways through the trans-Golgi network and transported to release sites in den-
drites and axons. Regulated secretion of BDNF depends on sufficient elevation of 
intracellular Ca2+ concentration that is then translated into activation of CamKII 
(Lessmann et al. 2003; Lessmann and Brigadski 2009) (Fig. 12.1a). In addition to 
a rise in intracellular Ca2+, basal levels of PKA are needed (Kolarow et al. 2007). 
This gating effect of PKA for BDNF release might reflect PKA-dependent docking 
of secretory granules at release sites. Regulated activity-dependent release of 
BDNF has been implicated in multiple processes that are important for synaptic 
development and plasticity in the central nervous system. Because BDNF is a 
sticky molecule with limited diffusion capacity (Biffo et al. 1995; Horch and Katz 
2002) this neurotrophin should be released locally to act on nearby targets. This 
implies that multiple synaptic triggers of BDNF secretion co-exist and depending 
on the pattern of activity, locally secreted BDNF will exert a selective control on 
the development of different subpopulations of synapses and neurons. Accordingly 
both dendritic and axonal release of BDNF have been demonstrated (Kohara et al. 
2001; Lessmann et al. 2003). Moreover several different synaptic signals leading to 
Ca2+-dependent dendritic release of BDNF have been directly identified in neuronal 
cultures (Kuczewski et al. 2009) (Fig. 12.1a): (1) tetanic stimulation of presynaptic 
glutamatergic fibers and subsequent activation of ionotropic glutamatergic receptors 
(Hartmann et al. 2001), (2) prolonged depolarization of the postsynaptic neurons 
(Magby et al. 2006), and (3) action potentials that propagate backwards into the 
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Fig. 12.1 Activity-dependent secretion of BDNF and GABAergic synaptic plasticity. (a) Scheme 
of the signaling involved in postsynaptic regulated BDNF secretion. BDNF secretion require a 
postsynaptic rise in intracellular Ca2+ concentration. This Ca2+ rise can result from an influx 
through voltage-dependent Ca2+ channels (VDCCs) or NMDA receptors upon membrane depolar-
ization, or from activation of internal Ca2+ stores (IP3-R) following the activation of metabotropic 
glutamatergic receptors (mGluRs). The initial Ca2+ rise can be amplified by Ca2+- induced Ca2+ 
secretion via ryanodine receptors (Rya-Rs). Ca2+ activates CaMKII leading to the fusion of the 
secretory granules. Basal levels of PKA activation “gate” BDNF secretion. Activation of 
metabotropic GABA

B
 receptors also triggers a secretion of BDNF through a yet unknown mechanism. 
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dendrites (Kuczewski et al. 2008b). The activation of metabotropic glutamatergic 
(Canossa et al. 2001) and GABAergic (Fiorentino et al. 2009) receptors also trig-
gers BDNF release. Depending on the location of the release site and/or stimuli 
used, several sources of Ca2+ contribute to BDNF release: NMDA channels, volt-
age-dependent Ca2+ channels (VDCCs) and intracellular Ca2+ stores (Fig. 12.1a). 
Such diversity in the Ca2+ source leading to BDNF secretion again supports the idea 
that multiple modalities of neuronal BDNF secretion can coexist.

Proneurotrophin Release and Action

Neurotrophins are synthesized as large precursor molecules (pro-neurotrophins), 
which are further processed within the intracellular protein transport pathway and 
subsequently cleaved to generate the mature forms (Lessmann et al. 2003; 
Lessmann and Brigadski 2009). Until recently, only the mature neurotrophins were 
considered biologically active, while the only function of the prodomain was to 
guide the sorting and targeting of the mature form. This view was recently chal-
lenged by findings that exogenously applied non-cleavable forms of proBDNF and 
proNGF induce biological effects that are often opposite to those of the mature 
forms (Lu et al. 2005). ProBDNF, acting on p75NTR triggers neuronal apoptosis (Lee 
et al. 2001), and induces long-term depression of adult glutamatergic synapses 
(Woo et al. 2005) and developing neuromuscular synapses (Yang et al. 2009a), 
while BDNF, acting on TrkB-Rs, promotes cell survival (Huang and Reichardt 
2001), induces long-term potentiation of glutamatergic synapses (Baranes et al. 
1998; Pang et al. 2004) and promotes the maturation of developing neuromuscular 
synapses (Wang et al. 1995).

Fig. 12.1 (continued) (b–e) BDNF-dependent long-term potentiation of GABA
A
 receptor-mediated 

synaptic transmission (LTP
GABA-A

). (b) In the developing rat hippocampus, ongoing glutamatergic 
activity induces a postsynaptic Ca2+ -dependent secretion of BDNF from CA3 pyramidal neurons. 
BDNF acting on postsynaptic TrkB-Rs triggers LTP

GABA-A
. Whether pre- or postsynaptic modifica-

tions are involved in LTP
GABA-A

 expression is not known. (c) In the tectum of developing Xenopus 
tadpoles repetitive visual stimulation induces a BDNF-dependent LTP

GABA-A
. BDNF is released 

from the postsynaptic neurons and acts on presynaptic TrkB-Rs. (d) In the developing visual 
cortex, high frequency stimulation triggers a BDNF-dependent LTP

GABA-A
. The intracellular Ca2+ 

rise needed to induce LTP
GABA-A

 relies on the activation of a1 adreno-receptors leading to the 
formation of IP

3
. This effect is facilitated by the activation of postsynaptic GABA

B
 receptors. 

Once released from the postsynaptic pyramidal neuron, BDNF binds on presynaptic TrkB-Rs to 
trigger LTP

GABA-A
. (e) In the developing rat hippocampus, a BDNF-dependent LTP

GABA-A
 is induced 

following paired stimulation of presynaptic GABAergic mossy fibers and postsynaptic CA3 pyra-
midal neurons. A GABA

A
 receptor-mediated depolarization and activation of L-type VDCCs are 

required to trigger LTP
GABA-A

. The location of the TrkB-Rs has not been identified. However, 
because the expression of LTP

GABA-A
 is expressed presynaptically, TrkB-Rs are likely located at 

presynaptic GABAergic mossy terminals
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Although initially questioned (Matsumoto et al. 2008), substantial evidence supports 
the idea that a significant proportion of BDNF is released in the pro form and converted 
into mBDNF by extracellular proteases such as plasmin or metalloproteases (Yang 
et al. 2009b), and that released proBDNF is biologically active (Woo et al. 2005; 
Nagappan et al. 2009; Yang et al. 2009a). Thus the conversion of endogenously 
released proBDNF to mBDNF by extracellular plasmin appears to be critical for the 
late-phase of LTP at the mossy fiber-CA3 (Baranes et al. 1998) and Schaffer collateral-
CA1 (Pang et al. 2004) pathways. More recently, endogenous proBDNF released from 
Xenopus myocytes in culture has been reported to cause synaptic depression and nerve 
terminal retraction at the developing neuromuscular junction (Yang et al. 2009a). Thus 
BDNF may function as a bidirectional activity-dependent messenger whose ultimate 
biological actions will depend on the proBDNF/mBDNF ratio.

Interestingly, a recent study reported that the extracellular conversion of secreted 
proBDNF in neuronal cultures is under the control of activity-dependent processes. 
Thus, Nagappan and collaborators showed that low frequency stimulation of neu-
ronal cultures induced proBDNF accumulation in the extracellular medium, while 
high frequency stimulation caused extracellular mBDNF accumulation (Nagappan 
et al. 2009). The authors further reported that only when the extracellular, but not 
intracellular, convertases are inhibited, high frequency stimulation can induce 
proBDNF accumulation. Finally, they showed that high-frequency, but not low-
frequency stimulation triggers the secretion of tissue plasminogen activator (tPA), 
a key protease required for extracellular conversion of proBDNF to mBDNF. 
Together, these findings support a model in which the secretion of proBDNF may 
have opposing effects on synaptic development and plasticity depending on its 
proteolytic conversion which is under the control of the pattern and/or level of 
synaptic activity generated by the neuronal network.

BDNF and GABAergic Synaptic Maturation

BDNF and GABA Maturation

The establishment of precise connections between neurons requires a sequence of 
highly regulated events that include migration, differentiation, growth and synaptogen-
esis. In vitro studies based on chronic treatment with exogenous BDNF or with drugs 
preventing BDNF-TrkB signaling showed that BDNF is necessary for the full develop-
ment of inhibitory GABAergic circuitry. For example, BDNF stimulates the tangential 
migration of the medial ganglionic eminence cells that invade the neocortex to give rise 
to a majority of cortical GABAergic interneurons (Polleux et al. 2002). Once they have 
reached their final position, BDNF promotes the phenotypic differentiation (Marty 
et al. 1996a; Berghuis et al. 2004; Sakata et al. 2009) and dendritic growth of 
GABAergic interneurons in the cortex (Jin et al. 2003; Wirth et al. 2003; Kohara et al. 
2003), hippocampus (Marty et al. 1996b) and neostriatum (Mizuno et al. 1994; 
Ventimiglia et al. 1995). BDNF also increases the density and/or the size of inhibitory 
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GABAergic terminals impinging upon hippocampal (Vicario-Abejon et al. 1998; 
Marty et al. 2000; MacLean Bolton et al. 2000; Yamada et al. 2002) and cortical 
(Kohara et al. 2001; Palizvan et al. 2004) pyramidal neurons. BDNF not only regulates 
the formation of GABAergic synapses, but their function as well. A hallmark of devel-
oping GABAergic synapses is that they depolarize and excite immature neurons 
through activation of GABA

A
 receptors (Ben Ari et al. 2007). The depolarizing action 

of GABA at least in part relies on a delayed maturation of the neuronal K/Cl co-
transporter KCC2 (Payne et al. 2003). BDNF up-regulates the expression levels of 
KCC2 thereby regulating the developmental switch from excitation to inhibition of 
GABAergic synaptic transmission (Aguado et al. 2003; Carmona et al. 2006).

Evidences that BDNF plays a crucial role in GABAergic synaptic development 
are found not only in tissue culture, but also from in vivo studies. For example, the 
development of inhibitory circuitry is impaired in BDNF (Abidin et al. 2008) and 
TrkB-R KO mice (Carmona et al. 2006). In these mice GABAergic markers, the 
number of GABAergic terminals and GABAergic synaptic activity are reduced 
compared to age matched wild type mice. Conversely, in embryonic or postnatal 
BDNF over-expressing mice the emergence of the mature GABAergic circuitry is 
accelerated (Huang et al. 1999; Aguado et al. 2003). In the visual cortex for 
instance, early over-expression of BDNF accelerates the development of GABAergic 
inhibition, leading to an earlier termination of the critical window for ocular domi-
nance plasticity, which is controlled by GABAergic inhibition, and to a precocious 
visual acuity (Huang et al. 1999).

BDNF as Target-Derived Messenger for GABAergic  
Synapse Maturation

Single cell transfection has been used to demonstrate that BDNF can act as a target-
derived messenger for GABAergic synaptic development. Because the secretion of 
BDNF remains under the control of the cell release mechanism, single cell BDNF 
over-expression allows creation of a defined cellular source of BDNF that more 
closely mimics the endogenous situation than does bath application. Single cell 
over-expression of BDNF in neuronal cultures results in a selective increase in 
presynaptic GAD65 expression and GABAergic synaptic activity in the transfected 
neuron (Ohba et al. 2005). This effect was mimicked by exogenous BDNF, pre-
vented by the tyrosine kinase inhibitor, k252a, and attenuated by postsynaptic 
expression of a kinase-defective TrkB-R. BDNF-GFP was also expressed in a small 
number of neurons within hippocampal neuronal cultures obtained from bdnf−/− mice 
(Singh et al. 2006). The number of GABAergic terminals and the level of 
GABAergic synaptic activity were significantly increased in BDNF-expressing 
neurons when compared to non-transfected bdnf−/− neurons. Thus, even if the level 
of BDNF in transfected neurons is different from those produced in control neurons 
these findings support the idea that BDNF released from one single target neuron 
can promote the development of GABAergic terminals.
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Whether released BDNF acts in a target-selective manner, or as a diffusible 
messenger, has been addressed by loss of function. A single-cell gene knock-out 
method was used to create a small number of BDNF-deficient neurons in organotypic 
slice cultures of visual cortex (Kohara et al. 2007). The authors then loaded one single 
GABAergic neuron with biocytin to estimate the number of GABAergic terminals on 
two postsynaptic neurons innervated by the same presynaptic interneurons. The num-
ber of biocytin-labeled and GAD65-positive boutons established on the BDNF-KO 
neurons was reduced compared to the neighboring control neurons. The frequency of 
miniature GABAergic synaptic currents recorded in BDNF-KO neurons was reduced 
as well. Thus, postsynaptic release of endogenous BDNF can promote the formation 
of GABAergic synapses in a highly specific targeted manner.

Whether constitutive or regulated release of BDNF in GABAergic maturation is 
involved has also been addressed. Several studies have revealed that the trophic 
action of BDNF on GABAergic circuitry is linked to synaptic activity generated by 
the neuronal network. In the cerebellum, hippocampus and cortex, activity-dependent 
enhancement of GABAergic synaptic activity can be mimicked by chronic 
treatment with exogenous BDNF or prevented by interfering with BDNF-TrkB 
signaling (Seil and Drake-Baumann 1994; Rutherford et al. 1997; Marty et al. 
2000; Seil and Drake-Baumann 2000). Conversely, chronic silencing of the neu-
ronal network impaired the maturation of GABAergic interneurons and synapses, 
an effect reversed by exogenous application of BDNF. Moreover, mice in which the 
activity-dependent promoter of BDNF transcription (promoter IV) has been 
silenced exhibited a significant deficit in cortical GABAergic circuitry (Hong et al. 
2008; Sakata et al. 2009). Altogether, these observations show that activity-depen-
dent release of BDNF plays a role in the development of the inhibitory circuits. 
Interestingly, GABA

A
 and GABA

B
 receptor activation up-regulates the expression 

of BDNF in developing hypothalamic (Obrietan et al. 2002) and hippocampal neu-
ronal cultures (Berninger et al. 1995; Ghorbel et al. 2005). Thus, a positive feed-
back loop between GABA and BDNF exists early in development, where GABA 
stimulates BDNF expression in glutamatergic neurons and BDNF released from 
these neurons facilitates the development of inhibitory synapses.

BDNF and GABAergic Synaptic Efficacy

Acute Effects on GABAergic Synaptic Transmission

The observation that BDNF can be released from target neurons to promote the 
development of GABAergic synapses has prompted investigators to examine the 
effect of BDNF on GABAergic synaptic transmission. The first study on the effect 
of neurotrophins in CNS synapses showed that NT-3 induced a rapid increase in the 
excitability of cultured cortical neurons due to an acute suppression of GABAergic 
synaptic transmission (Kim et al. 1994). Since then, the abundant BDNF literature 
has revealed a multitude of effects from which it is often difficult to establish a clear 
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picture. Both pre- and post-synaptic modifications have been reported. In the rat 
hippocampus, BDNF modulates paired-pulse ratio (PPR) and coefficient of variation 
(CV) of evoked inhibitory postsynaptic currents (IPSCs) (Frerking et al. 1998; 
Sivakumaran et al. 2009), the number of failures of evoked minimal IPCS 
(Sivakumaran et al. 2009) and the frequency of miniature IPSCs (Bolton et al. 2000; 
Wardle and Poo 2003; Gubellini et al. 2005) suggesting a presynaptic site of action. 
Other studies showed that BDNF reduces the amplitude of postsynaptic GABA

A
 

receptor-mediated responses to applied GABA (Tanaka et al. 1997; Brunig et al. 
2001), down-regulates the surface expression of GABA

A
-Rs (Brunig et al. 2001; 

Cheng and Yeh 2003), and modulates the phosphorylation state of the GABA
A
-Rs 

(Jovanovic et al. 2004). BDNF also modulates the efficacy of GABAergic synaptic 
responses acting on the neuronal K+-Cl− co-transporter KCC2, thus regulating intra-
cellular chloride homeostasis (Rivera et al. 2002; Wardle and Poo 2003).

To add to this complexity, the effects are often bidirectional and depending on 
the age, brain regions or cell type both potentiation and depression of GABAergic 
synaptic transmission have been observed. For example, BDNF potentiates 
GABAergic synaptic transmission in hippocampal CA1 pyramidal neurons isolated 
from postnatal day (P) six rats, while the same amount of BDNF inhibits 
GABAergic synaptic transmission at P14 (Mizoguchi et al. 2003a). Similarly 
BDNF up-regulates KCC2 expression in the developing brain (Aguado et al. 2003) 
while down-regulation is observed in adult neurons (Rivera et al. 2002). Cell spe-
cific effects of BDNF also exist. In cerebellar slices, BDNF enhances GABA 
responses in Purkinje cells, but attenuates those recorded from granule cells (Cheng 
and Yeh 2005). In cultured hippocampal neurons, BDNF decreases the amplitude 
of evoked IPSCs recorded from glutamatergic neurons, while increasing IPSC 
amplitude in GABAergic neurons from the same cultures (Wardle and Poo 2003).

One possible explanation for these bidirectional effects is the recruitment of dif-
ferent intracellular signaling cascades. In neuronal cultures, BDNF-induced poten-
tiation and depression both require an elevation of intracellular Ca2+ in response to 
TrkB-R and PLC activation (Mizoguchi et al. 2003a, b; Cheng and Yeh 2005). 
However, activation of CaMKII is necessary for the potentiation of GABA

A
 

responses by BDNF, but not for their inhibition (Mizoguchi et al. 2003a). Similarly, 
BDNF recruits different transduction signaling pathways to control the phosphoryla-
tion state of the b3 subunit of the GABA

A
 receptor, namely PKC-mediated phospho-

rylation and PP2A-mediated dephosphorylation (Jovanovic et al. 2004; Kanematsu 
et al. 2006). Therefore, BDNF provides a large range of possibilities for the regula-
tion of GABAergic synaptic transmission in developing and adult brain structures.

Long-Term Effects on GABAergic Synaptic Transmission

Although the studies mentioned above provide important information on the actions 
of BDNF, it has yet to be shown that endogenous native BDNF is able to affect 
GABAergic synaptic transmission. Moreover, because BDNF must be secreted 
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to mediate its effects, crucial questions remain to be addressed in terms of the 
physiological pattern of synaptic activity that triggers the release of BDNF, as well 
as the impact this release may have on network development.

The first study suggesting a contribution of endogenous neurotrophins to long-
term changes in inhibitory synaptic transmission was obtained by Kotak and col-
laborators (Kotak et al. 2001). The authors showed that inhibitory projections in the 
developing gerbil auditory brain stem undergo long-term depression (LTD) when 
activated at low frequency. This LTD was prevented by the alkaloid tyrosine kinase 
inhibitor k252a and mimicked by bath applied NT-3. Since then, a long-term poten-
tiation of GABA

A
 receptor-mediated synaptic transmission (LTP

GABA-A
) has been 

observed in the developing rat hippocampus upon repeated postsynaptic firing of 
CA3 pyramidal neurons (Gubellini et al. 2005) or following paired stimulation of 
pre- and postsynaptic neurons, a plasticity known as spike timing dependent plas-
ticity (STDP) (Sivakumaran et al. 2009), in the developing visual cortex following 
high frequency stimulation (HFS) (Inagaki et al. 2008), and in the tectum of devel-
oping Xenopus tadpoles after repetitive visual stimulation (Liu et al. 2007) 
(Fig. 12.1b–e).

In all of these cases, a postsynaptic rise in intracellular Ca2+ concentration 
([Ca2+]

i
) is required to shape the strength of inhibitory synapses (Fig. 12.1b–e) as 

indicated by the observation that loading the postsynaptic neuron with the Ca2+ 
chelator BAPTA prevents the induction of GABAergic plasticity. The [Ca2+]

i
 rise 

results from the opening of postsynaptic L-type VDCCs in the developing rat hip-
pocampus (Gubellini et al. 2005; Sivakumaran et al. 2009) (Fig. 12.1b, e), from the 
opening of postsynaptic NMDA channel in the developing Xenopus tectum (Liu 
et al. 2007) (Fig. 12.1c), and from a release of Ca2+ from postsynaptic internal 
stores following PLC activation and IP

3
 formation in the developing rat visual cor-

tex (Komatsu 1996) (Fig. 12.1d). In addition to the postsynaptic [Ca2+]
i
 rise, the 

transduction pathway of GABAergic plasticity in these structures involved extracel-
lular endogenous BDNF and the subsequent activation of TrkB-Rs. Thus, LTP

GABA-A
 

was prevented by the application of an extracellular BDNF scavenger (i.e. TrkB-R 
fused to a human IgG Fc domain, TrkB-IgG (Shelton et al. 1995)) or by the alkaloid 
tyrosine kinase inhibitor k252a, applied in the bath before and/or during the condi-
tioning protocol. Blocking the BDNF-TrkB signaling pathway after LTP

GABA-A
 

induction however has no effect, showing that activation of TrkB-Rs is required for 
induction, but not maintenance (Gubellini et al. 2005; Inagaki et al. 2008). Because 
pyramidal neurons, but not GABAergic interneurons, produce BDNF (Ernfors et al. 
1990; Gorba and Wahle 1999), the postsynaptic [Ca2+]

i
 rise may be required to trig-

ger the release of BDNF necessary for LTP
GABA-A

. Several experimental findings 
support this hypothesis. In the developing rat hippocampus, GABAergic plasticity 
was rescued by bath applied BDNF, under conditions that prevented the postsynap-
tic rise in [Ca2+]

i
 (i.e. in the presence of the L-type VDCC blocker, nifedipine 

(Kuczewski et al. 2008a)). Similarly, when the cells were loaded with the Ca2+ 
chelator BAPTA, HFS failed to induce LTP

GABA-A
 in the developing visual cortex. 

This failure was rescued by application of extracellular BDNF which has no effect 
on basal inhibitory synaptic transmission per se (Inagaki et al. 2008). These rescue 
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experiments support a postsynaptic release of endogenous BDNF from postsynaptic 
neurons in response to spiking activity or HFS. Accordingly, Lessmann and col-
laborators reported that HFS applied to cultured hippocampal neurons led to a 
Ca2+-dependent dendritic release of BDNF (Hartmann et al. 2001). Similarly, 
Kuczewski and collaborators (2008) monitored activity-dependent release of 
BDNF and demonstrated that spontaneous action potentials that back-propagate 
into the dendrites (b-APs) trigger a Ca2+-dependent dendritic release of BDNF-GFP 
(Kuczewski et al. 2008b). Most importantly, the authors showed that the tens of 
b-APs induced in one single neuron are sufficient to trigger the release of endoge-
nous BDNF and activate TrkB signaling in neighboring neurons. Thus, although 
appropriate procedures are required to visualize endogenous BDNF release in liv-
ing tissue, these results show that conditioning protocols leading to long-term 
changes in GABAergic synaptic efficacy can trigger a Ca2+-dependent dendritic 
release of BDNF.

In both developing rat hippocampus and visual cortex LTP
GABA-A

 was restricted 
to the stimulated GABAergic fibers (Inagaki et al. 2008; Sivakumaran et al. 2009). 
Why active inputs are selectively potentiated compared to less active inputs to the 
same neuron is presently not known. At least two possible mechanisms can be 
proposed. One is that during the conditioning protocol, the stimulated GABAergic 
inputs trigger a localized release of BDNF that does not spread to non-stimulated 
GABAergic inputs. Indeed, the spread of neurotrophins is limited by their sticky 
nature and by the presence of truncated TrkB-R lacking tyrosine kinase activity 
located on both neurons and glia (Biffo et al. 1995). An alternative mechanism is 
that presynaptic activity gates the BDNF-TrkB signaling cascade. Accordingly, in 
the visual cortex, BDNF potentiates GABAergic synapses that are stimulated at 
high frequency, but not those stimulated at a low rate (Liu et al. 2007; Inagaki 
et al. 2008).

How BDNF-dependent LTP
GABA-A

 is expressed has been investigated. The 
expression of BDNF-dependent LTP

GABA-A
 is associated with an increase in the 

frequency, but not amplitude, of miniature IPSCs (Caillard et al. 1999), with a 
decrease in the paired-pulse ratio (PPR) (Inagaki et al. 2008; Sivakumaran et al. 
2009), and coefficient of variation (CV) of evoked IPSCs (Sivakumaran et al. 
2009), and with a decrease in the percentage of failures of minimal evoked IPSCs 
(Sivakumaran et al. 2009). These results therefore suggest that BDNF acts as a 
retrograde-messenger released from pyramidal neurons during the conditioning 
protocol to modulate the level or efficacy of GABAergic synaptic transmission. The 
precise transduction pathway involved in this cascade remains to be elucidated, but 
possible candidate include an up-regulation of presynaptic VDCCs involved in 
transmitter release (Baldelli et al. 2005), presynaptic vesicle-associated proteins, or 
the number of presynaptic docked vesicles (reviewed in (Tyler et al. 2002)).

Most of the interest in synaptic plasticity stems from the possibility that it might 
play a role in brain function. With this in mind, the conditioning protocol used to 
trigger synaptic plasticity deserved particular attention. Compelling evidence sug-
gest that physiological conditioning protocols can induce BDNF-dependent plasticity 
at GABAergic synapses. Early in development, ongoing synaptic activity in the 
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developing rat hippocampus is characterized by the presence of spontaneous 
network-driven events, termed giant depolarizing potentials (GDPs), both in vitro 
(Ben-Ari et al. 1989) and in vivo (Leinekugel et al. 2002). Pairing spontaneous 
GDPs with presynaptic stimulation of mossy fibers (MF) potentiated MF-CA3 
GABAergic synapses in neonatal (P1-P6) rat hippocampal slices (Kasyanov et al. 
2004). The GDP-induced plasticity required a postsynaptic influx of Ca2+ through 
L-type VDCCs, and is likely expressed presynaptically as an increase in the prob-
ability of GABA release. The contribution of BDNF was not investigated in this 
study. However, the same group reported that paired stimulation of presynaptic MF 
and postsynaptic CA3 pyramidal neurons triggers a BDNF-dependent potentiation 
of MF-CA3 GABAergic synapses (Sivakumaran et al. 2009). Moreover, the same 
group showed that pairing GDPs with presynaptic Schaffer collateral stimulation 
triggers a Ca2+- and BDNF-dependent potentiation of glutamatergic synaptic trans-
mission in the developing rat CA1 hippocampal region (Mohajerani et al. 2007). In 
a subsequent study, Kuczewski and collaborators combined electrophysiological 
recordings and ELISA immuno-detection on neonatal rat hippocampal slices to 
show that ongoing glutamatergic synaptic activity up-regulates the secretion of 
BDNF through the activation of postsynaptic AMPA receptors and L-type VDCCs 
and uncovers a BDNF-dependent long-term potentiation of GABAergic synaptic 
activity (Fig. 12.1b) (Kuczewski et al. 2008a). Not only endogenous, but also 
sensory-driven synaptic activity can trigger a potentiation of GABAergic activity. 
Thus, a potentiation of GABAergic inputs to Xenopus tectal neurons can be induced 
in vivo by repetitive visual stimuli (Liu et al. 2007). This potentiation requires the 
activation of postsynaptic NMDA receptors, the release of BDNF and subsequent 
activation of presynaptic TrkB-Rs. It is also associated with presynaptic changes in 
GABA release (Fig. 12.1c). Thus, BDNF-dependent GABAergic plasticity can be 
induced by physiological patterns of endogenous or sensory-driven synaptic activ-
ity. The precise function and consequences of this plasticity are presently unknown. 
However, because activity-dependent release of BDNF is required for the full 
development of GABAergic circuits, the above studies suggest that BDNF-
dependent plasticity may contribute to experience-dependent maturation of inhibi-
tion and hence to the functional development of the central nervous system.

Conclusion

The above summarized studies have established that activity-dependent secretion of 
BDNF can act locally to modulate the maturation and efficacy of GABAergic syn-
apses. In future experiments, a careful morphological identification of the type of 
interneurons or the somato-dendritic location of the GABAergic synapses will be 
required to fully understand the functional implications of plasticity at inhibitory 
synapses. Thus, in the adult hippocampus and cortex, different interneurons target 
specific areas and differentially control the excitability of their target cells. Whether 
all type of GABAergic interneurons express a BDNF-dependent synaptic plasticity 
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is not known. If they do, together with the fact that BDNF diffusion is restricted, 
this would imply that multiple synaptic triggers of BDNF secretion might coexist. 
Depending on the pattern of activity generated by the neuronal network, BDNF 
could exert a selective control on the development of different subpopulations of 
GABAergic neurons or synapses. Indeed, in the neonatal rat hippocampus at least 
two different forms of GABAergic plasticity are produced by spontaneous ongoing 
activity in the developing hippocampus: an associative potentiation induced by 
spontaneous network-driven GDPs paired with stimulation of presynaptic 
GABAergic mossy fiber (Kasyanov et al. 2004) and a heterosynaptic potentiation 
of GABAergic synapses induced by ongoing glutamatergic synaptic activity 
(Kuczewski et al. 2008a). The former potentiation might contribute to the fine 
organization of the CA3 mossy fiber connections, while the latter might be impor-
tant for the formation of functionally balanced excitatory and inhibitory inputs.

Several other issues remain to be addressed. For example, although the effects 
of the unprocessed form of neurotrophins (pro-neurotrophins) on cell survival and 
glutamatergic synaptic strength have been studied (Lu et al. 2005), whether and 
how pro-neurotrophins affect GABAergic synaptic transmission is not known. 
Similarly, while many studies have studied the reciprocal interaction between 
developing inhibitory synapses and endogenous BNDF, much less is known about 
the effect of this neurotrophin on inhibitory circuits in the adult brain. Answering 
these questions might have important implications in the management of disorders 
which involve alterations in BDNF release and signaling.
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