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Preface

Partial differential equations is a many-faceted subject. Created to describe the
mechanical behavior of objects such as vibrating strings and blowing winds, it
has developed into a body of material that interacts with many branches of math-
ematics, such as differential geometry, complex analysis, and harmonic analysis,
as well as a ubiquitous factor in the description and elucidation of problems in
mathematical physics.

This work is intended to provide a course of study of some of the major aspects
of PDE. It is addressed to readers with a background in the basic introductory
graduate mathematics courses in American universities: elementary real and com-
plex analysis, differential geometry, and measure theory.

Chapter 1 provides background material on the theory of ordinary differential
equations (ODE). This includes both very basic material – on topics such as the
existence and uniqueness of solutions to ODE and explicit solutions to equations
with constant coefficients and relations to linear algebra – and more sophisticated
results – on flows generated by vector fields, connections with differential geom-
etry, the calculus of differential forms, stationary action principles in mechanics,
and their relation to Hamiltonian systems. We discuss equations of relativistic
motion as well as equations of classical Newtonian mechanics. There are also
applications to topological results, such as degree theory, the Brouwer fixed-point
theorem, and the Jordan–Brouwer separation theorem. In this chapter we also treat
scalar first-order PDE, via Hamilton–Jacobi theory.

Chapters 2–6 constitute a survey of basic linear PDE. Chapter 2 begins with the
derivation of some equations of continuum mechanics in a fashion similar to the
derivation of ODE in mechanics in Chap. 1, via variational principles. We obtain
equations for vibrating strings and membranes; these equations are not necessarily
linear, and hence they will also provide sources of problems later, when nonlinear
PDE is taken up. Further material in Chap. 2 centers around the Laplace operator,
which on Euclidean space Rn is

(1) � D @2

@x21
C � � � C @2

@x2n
;

and the linear wave equation,

(2)
@2u

@t2
��u D 0:
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We also consider the Laplace operator on a general Riemannian manifold and
the wave equation on a general Lorentz manifold. We discuss basic consequences
of Green’s formula, including energy conservation and finite propagation speed
for solutions to linear wave equations. We also discuss Maxwell’s equations for
electromagnetic fields and their relation with special relativity. Before we can
establish general results on the solvability of these equations, it is necessary to
develop some analytical techniques. This is done in the next couple of chapters.

Chapter 3 is devoted to Fourier analysis and the theory of distributions. These
topics are crucial for the study of linear PDE. We give a number of basic ap-
plications to the study of linear PDE with constant coefficients. Among these
applications are results on harmonic and holomorphic functions in the plane,
including a short treatment of elementary complex function theory. We derive ex-
plicit formulas for solutions to Laplace and wave equations on Euclidean space,
and also the heat equation,

(3)
@u

@t
��u D 0:

We also produce solutions on certain subsets, such as rectangular regions, using
the method of images. We include material on the discrete Fourier transform, ger-
mane to the discrete approximation of PDE, and on the fast evaluation of this
transform, the FFT. Chapter 3 is the first chapter to make extensive use of func-
tional analysis. Basic results on this topic are compiled in Appendix A, Outline of
Functional Analysis.

Sobolev spaces have proven to be a very effective tool in the existence the-
ory of PDE, and in the study of regularity of solutions. In Chap. 4 we introduce
Sobolev spaces and study some of their basic properties. We restrict attention
to L2-Sobolev spaces, such as H k.Rn/; which consists of L2 functions whose
derivatives of order � k (defined in a distributional sense, in Chap. 3) belong to
L2.Rn/; when k is a positive integer. We also replace k by a general real number
s: The Lp-Sobolev spaces, which are very useful for nonlinear PDE, are treated
later, in Chap. 13.

Chapter 5 is devoted to the study of the existence and regularity of solutions to
linear elliptic PDE, on bounded regions. We begin with the Dirichlet problem for
the Laplace operator,

(4) �u D f on ˝; u D g on @˝;

and then treat the Neumann problem and various other boundary problems, in-
cluding some that apply to electromagnetic fields. We also study general boundary
problems for linear elliptic operators, giving a condition that guarantees regu-
larity and solvability (perhaps given a finite number of linear conditions on the
data). Also in Chap. 5 are some applications to other areas, such as a proof of
the Riemann mapping theorem, first for smooth simply connected domains in the
complex plane C; then, after a treatment of the Dirichlet problem for the Laplace
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operator on domains with rough boundary, for general simply connected domains
in C:We also develop Hodge theory and apply it to DeRham cohomology, extend-
ing the study of topological applications of differential forms begun in Chap. 1.

In Chap. 6 we study linear evolution equations, in which there is a “time”
variable t , and initial data are given at t D 0: We discuss the heat and wave
equations. We also treat Maxwell’s equations, for an electromagnetic field, and
more general hyperbolic systems. We prove the Cauchy–Kowalewsky theorem, in
the linear case, establishing local solvability of the Cauchy initial value problem
for general linear PDE with analytic coefficients, and analytic data, as long as the
initial surface is “noncharacteristic.” The nonlinear case is treated in Chap. 16.
Also in Chap. 6 we treat geometrical optics, providing approximations to solu-
tions of wave equations whose initial data either are highly oscillatory or possess
simple singularities, such as a jump across a smooth hypersurface.

Chapters 1–6, together with Appendix A and B, Manifolds, Vector Bundles,
and Lie Groups, make up the first volume of this work. The second volume con-
sists of Chaps. 7–12, covering a selection of more advanced topics in linear PDE,
together with Appendix C, Connections and Curvature.

Chapter 7 deals with pseudodifferential operators ( DOs). This class of opera-
tors includes both differential operators and parametrices of elliptic operators, that
is, inverses modulo smoothing operators. There is a “symbol calculus” allowing
one to analyze products of  DOs, useful for such a parametrix construction. The
L2-boundedness of operators of order zero and the Gårding inequality for elliptic
 DOs with positive symbol provide very useful tools in linear PDE, which will
be used in many subsequent chapters.

Chapter 8 is devoted to spectral theory, particularly for self-adjoint elliptic
operators. First we give a proof of the spectral theorem for general self-adjoint
operators on Hilbert space. Then we discuss conditions under which a differential
operator yields a self-adjoint operator. We then discuss the asymptotic distribu-
tion of eigenvalues of the Laplace operator on a bounded domain, making use of
a construction of a parametrix for the heat equation from Chap. 7. In the next four
sections of Chap. 8 we consider the spectral behavior of various specific differ-
ential operators: the Laplace operator on a sphere, and on hyperbolic space, the
“harmonic oscillator”

(5) ��C jxj2;

and the operator

(6) �� � K

jxj ;

which arises in the simplest quantum mechanical model of the hydrogen atom.
Finally, we consider the Laplace operator on cones.

In Chap. 9 we study the scattering of waves by a compact obstacle K in R3:
This scattering theory is to some degree an extension of the spectral theory of the
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Laplace operator on R3 nK; with the Dirichlet boundary condition. In addition to
studying how a given obstacle scatters waves, we consider the inverse problem:
how to determine an obstacle given data on how it scatters waves.

Chapter 10 is devoted to the Atiyah–Singer index theorem. This gives a for-
mula for the index of an elliptic operatorD on a compact manifoldM; defined by

(7) IndexD D dim kerD � dim kerD�:

We establish this formula, which is an integral over M of a certain differential
form defined by a pair of “curvatures,” when D is a first order differential oper-
ator of “Dirac type,” a class that contains many important operators arising from
differential geometry and complex analysis. Special cases of such a formula in-
clude the Chern–Gauss–Bonnet formula and the Riemann–Roch formula. We also
discuss the significance of the latter formula in the study of Riemann surfaces.

In Chap. 11 we study Brownian motion, described mathematically by Wiener
measure on the space of continuous paths in Rn: This provides a probabilistic
approach to diffusion and it both uses and provides new tools for the analysis of
the heat equation and variants, such as

(8)
@u

@t
D ��u C V u;

where V is a real-valued function. There is an integral formula for solutions to (8),
known as the Feynman–Kac formula; it is an integral over path space with respect
to Wiener measure, of a fairly explicit integrand. We also derive an analogous
integral formula for solutions to

(9)
@u

@t
D ��u CXu;

where X is a vector field. In this case, another tool is involved in constructing the
integrand, the stochastic integral. We also study stochastic differential equations
and applications to more general diffusion equations.

In Chap. 12 we tackle the @-Neumann problem, a boundary problem for an el-
liptic operator (essentially the Laplace operator) on a domain ˝ � Cn, which
is very important in the theory of functions of several complex variables. From a
technical point of view, it is of particular interest that this boundary problem does
not satisfy the regularity criteria investigated in Chap. 5. If ˝ is “strongly pseu-
doconvex,” one has instead certain “subelliptic estimates,” which are established
in Chap. 12.

The third and final volume of this work contains Chaps. 13–18. It is here that
we study nonlinear PDE.

We prepare the way in Chap. 13 with a further development of function space
and operator theory, for use in nonlinear analysis. This includes the theory of
Lp-Sobolev spaces and Hölder spaces. We derive estimates in these spaces on
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nonlinear functions F.u/, known as “Moser estimates,” which are very useful.
We extend the theory of pseudodifferential operators to cases where the symbols
have limited smoothness, and also develop a variant of  DO theory, the theory
of “paradifferential operators,” which has had a significant impact on nonlinear
PDE since about 1980. We also estimate these operators, acting on the function
spaces mentioned above. Other topics treated in Chap. 13 include Hardy spaces,
compensated compactness, and “fuzzy functions.”

Chapter 14 is devoted to nonlinear elliptic PDE, with an emphasis on second
order equations. There are three successive degrees of nonlinearity: semilinear
equations, such as

(10) �u D F.x; u;ru/;

quasi-linear equations, such as

(11)
X

ajk.x; u;ru/@j @ku D F.x; u;ru/;

and completely nonlinear equations, of the form

(12) G.x;D2u/ D 0:

Differential geometry provides a rich source of such PDE, and Chap. 14 contains a
number of geometrical applications. For example, to deform conformally a metric
on a surface so its Gauss curvature changes from k.x/ toK.x/; one needs to solve
the semilinear equation

(13) �u D k.x/ �K.x/e2u:

As another example, the graph of a function y D u.x/ is a minimal submanifold
of Euclidean space provided u solves the quasilinear equation

(14)
�
1C jruj2��u C .ru/ �H.u/.ru/ D 0;

called the minimal surface equation. Here,H.u/ D .@j @ku/ is the Hessian matrix
of u: On the other hand, this graph has Gauss curvature K.x/ provided u solves
the completely nonlinear equation

(15) detH.u/ D K.x/
�
1C jruj2�.nC2/=2

;

a Monge–Ampère equation. Equations (13)–(15) are all scalar, and the maximum
principle plays a useful role in the analysis, together with a number of other tools.
Chapter 14 also treats nonlinear systems. Important physical examples arise in
studies of elastic bodies, as well as in other areas, such as the theory of liq-
uid crystals. Geometric examples of systems considered in Chap. 14 include
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equations for harmonic maps and equations for isometric imbeddings of a
Riemannian manifold in Euclidean space.

In Chap. 15, we treat nonlinear parabolic equations. Partly echoing Chap. 14,
we progress from a treatment of semilinear equations,

(16)
@u

@t
D Lu C F.x; u;ru/;

where L is a linear operator, such as L D �; to a treatment of quasi-linear equa-
tions, such as

(17)
@u

@t
D
X

@ja
jk.t; x; u/@ku CX.u/:

(We do very little with completely nonlinear equations in this chapter.) We study
systems as well as scalar equations. The first application of (16) we consider is
to the parabolic equation method of constructing harmonic maps. We also con-
sider “reaction-diffusion” equations, ` � ` systems of the form (16), in which
F.x; u;ru/ D X.u/; where X is a vector field on R`, and L is a diagonal opera-
tor, with diagonal elements aj�; aj � 0: These equations arise in mathematical
models in biology and in chemistry. For example, u D .u1; : : : ; u`/ might repre-
sent the population densities of each of ` species of living creatures, distributed
over an area of land, interacting in a manner described by X and diffusing in a
manner described by aj�: If there is a nonlinear (density-dependent) diffusion,
one might have a system of the form (17).

Another problem considered in Chap. 15 models the melting of ice; one has
a linear heat equation in a region (filled with water) whose boundary (where the
water touches the ice) is moving (as the ice melts). The nonlinearity in the problem
involves the description of the boundary. We confine our analysis to a relatively
simple one-dimensional case.

Nonlinear hyperbolic equations are studied in Chap. 16. Here continuum me-
chanics is the major source of examples, and most of them are systems, rather
than scalar equations. We establish local existence for solutions to first order hy-
perbolic systems, which are either “symmetric” or “symmetrizable.” An example
of the latter class is the following system describing compressible fluid flow:

(18)
@v

@t
C rvv C 1

�
gradp D 0;

@�

@t
C rv�C � div v D 0;

for a fluid with velocity v; density �; and pressure p; assumed to satisfy a relation
p D p.�/; called an “equation of state.” Solutions to such nonlinear systems tend
to break down, due to shock formation. We devote a bit of attention to the study
of weak solutions to nonlinear hyperbolic systems, with shocks.

We also study second-order hyperbolic systems, such as systems for a k-
dimensional membrane vibrating in Rn; derived in Chap. 2. Another topic covered
in Chap. 16 is the Cauchy–Kowalewsky theorem, in the nonlinear case. We use
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a method introduced by P. Garabedian to transform the Cauchy problem for an
analytic equation into a symmetric hyperbolic system.

In Chap. 17 we study incompressible fluid flow. This is governed by the Euler
equation

(19)
@v

@t
C rvv D � gradp; div v D 0;

in the absence of viscosity, and by the Navier–Stokes equation

(20)
@v

@t
C rvv D �Lv � gradp; div v D 0;

in the presence of viscosity. Here L is a second-order operator, the Laplace op-
erator for a flow on flat space; the “viscosity” � is a positive quantity. Equation
(19) shares some features with quasilinear hyperbolic systems, though there are
also significant differences. Similarly, (20) has a lot in common with semilinear
parabolic systems.

Chapter 18, the last chapter in this work, is devoted to Einstein’s gravitational
equations:

(21) Gjk D 8��Tjk :

HereGjk is the Einstein tensor, given byGjk D Ricjk�.1=2/Sgjk;where Ricjk
is the Ricci tensor and S the scalar curvature, of a Lorentz manifold (or “space-
time”) with metric tensor gjk : On the right side of (21), Tjk is the stress-energy
tensor of the matter in the spacetime, and � is a positive constant, which can be
identified with the gravitational constant of the Newtonian theory of gravity. In
local coordinates, Gjk has a nonlinear expression in terms of gjk and its second
order derivatives. In the empty-space case, where Tjk D 0; (21) is a quasilin-
ear second order system for gjk : The freedom to change coordinates provides an
obstruction to this equation being hyperbolic, but one can impose the use of “har-
monic” coordinates as a constraint and transform (21) into a hyperbolic system.
In the presence of matter one couples (21) to other systems, obtaining more elab-
orate PDE. We treat this in two cases, in the presence of an electromagnetic field,
and in the presence of a relativistic fluid.

In addition to the 18 chapters just described, there are three appendices, al-
ready mentioned above. Appendix A gives definitions and basic properties of
Banach and Hilbert spaces (of which Lp-spaces and Sobolev spaces are exam-
ples), Fréchet spaces (such as C1.Rn/), and other locally convex spaces (such as
spaces of distributions). It discusses some basic facts about bounded linear oper-
ators, including some special properties of compact operators, and also considers
certain classes of unbounded linear operators. This functional analytic material
plays a major role in the development of PDE from Chap. 3 onward.

Appendix B gives definitions and basic properties of manifolds and vector
bundles. It also discusses some elementary properties of Lie groups, including
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a little representation theory, useful in Chap. 8, on spectral theory, as well as in
the Chern–Weil construction.

Appendix C, Connections and Curvature, contains material of a differential
geometric nature, crucial for understanding many things done in Chaps. 10–18.
We consider connections on general vector bundles, and their curvature. We dis-
cuss in detail special properties of the primary case: the Levi–Civita connection
and Riemann curvature tensor on a Riemannian manifold. We discuss basic prop-
erties of the geometry of submanifolds, relating the second fundamental form to
curvature via the Gauss–Codazzi equations. We describe how vector bundles arise
from principal bundles, which themselves carry various connections and curvature
forms. We then discuss the Chern–Weil construction, yielding certain closed dif-
ferential forms associated to curvatures of connections on principal bundles. We
give several proofs of the classical Gauss–Bonnet theorem and some related re-
sults on two-dimensional surfaces, which are useful particularly in Chaps. 10 and
14. We also give a geometrical proof of the Chern–Gauss–Bonnet theorem, which
can be contrasted with the proof in Chap. 10, as a consequence of the Atiyah–
Singer index theorem.

We mention that, in addition to these “global” appendices, there are appendices
to some chapters. For example, Chap. 3 has an appendix on the gamma function.
Chapter 6 has two appendices; Appendix A has some results on Banach spaces of
harmonic functions useful for the proof of the linear Cauchy–Kowalewsky theo-
rem, and Appendix B deals with the stationary phase formula, useful for the study
of geometrical optics in Chap. 6 and also for results later, in Chap. 9. There are
other chapters with such “local” appendices. Furthermore, there are two sections,
both in Chap. 14, with appendices. Section 6, on minimal surfaces, has a com-
panion, Sect. 6B, on the second variation of area and consequences, and Sect. 13,
on nonlinear elliptic systems, has a companion, Sect. 12B, with complementary
material.

Having described the scope of this work, we find it necessary to mention a
number of topics in PDE that are not covered here, or are touched on only very
briefly.

For example, we devote little attention to the real analytic theory of PDE. We
note that harmonic functions on domains in Rn are real analytic, but we do not
discuss analyticity of solutions to more general elliptic equations. We do prove
the Cauchy–Kowalewsky theorem, on analytic PDE with analytic Cauchy data.
We derive some simple results on unique continuation from these few analyticity
results, but there is a large body of lore on unique continuation, for solutions to
nonanalytic PDE, neglected here.

There is little material on numerical methods. There are a few references to
applications of the FFT and of “splitting methods.” Difference schemes for PDE
are mentioned just once, in a set of exercises on scalar conservation laws. Finite
element methods are neglected, as are many other numerical techniques.

There is a large body of work on free boundary problems, but the only one
considered here is a simple one space dimensional problem, in Chap. 15.
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While we have considered a variety of equations arising from classical physics
and from relativity, we have devoted relatively little attention to quantum me-
chanics. We have considered one quantum mechanical operator, given in formula
(6) above. Also, there are some exercises on potential scattering mentioned in
Chap. 9. However, the physical theories behind these equations are not discussed
here.

There are a number of nonlinear evolution equations, such as the Korteweg–
deVries equation, that have been perceived to provide infinite dimensional ana-
logues of completely integrable Hamiltonian systems, and to arise “universally”
in asymptotic analyses of solutions to various nonlinear wave equations. They are
not here. Nor is there a treatment of the Yang–Mills equations for gauge fields,
with their wonderful applications to the geometry and topology of four dimen-
sional manifolds.

Of course, this is not a complete list of omitted material. One can go on and on
listing important topics in this vast subject. The author can at best hope that the
reader will find it easier to understand many of these topics with this book, than
without it.
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There are seven additional sections in this edition, two in Volume 1, two in
Volume 2, and three in Volume 3. Chapter 4 has a new section, “Sobolev spaces
on rough domains,” which serves to clarify the treatment of the Dirichlet problem
on rough domains in Chap. 5. Chapter 6 has a new section, “Boundary layer phe-
nomena for the heat equation,” which will prove useful in one of the new sections
in Chap. 17. Chapter 7 has a new section, “Operators of harmonic oscillator type,”
and Chap. 10 has a section that presents an index formula for elliptic systems of
operators of harmonic oscillator type. Chapter 13 has a new appendix, “Variations
on complex interpolation,” which has material that is useful in the study of Zyg-
mund spaces. Finally, Chap. 17 has two new sections, “Vanishing viscosity limits”
and “From velocity convergence to flow convergence.”

In addition, several other sections have been substantially rewritten, and nu-
merous others polished to reflect insights gained through the use of these books
over time.
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Pseudodifferential Operators

Introduction

In this chapter we discuss the basic theory of pseudodifferential operators as it
has been developed to treat problems in linear PDE. We define pseudodifferential
operators with symbols in classes denoted Sm

�;ı
, introduced by L. Hörmander. In

�2 we derive some useful properties of their Schwartz kernels. In �3 we discuss
adjoints and products of pseudodifferential operators. In �4 we show how the
algebraic properties can be used to establish the regularity of solutions to elliptic
PDE with smooth coefficients. In �5 we discuss mapping properties on L2 and on
the Sobolev spaces H s . In �6 we establish Gårding’s inequality.

In �7 we apply some of the previous material to establish the existence of
solutions to hyperbolic equations. In �8 we show that certain important classes
of pseudodifferential operators are preserved under the action of conjugation by
solution operators to (scalar) hyperbolic equations, a result of Y. Egorov. We in-
troduce the notion of wave front set in �9 and discuss the microlocal regularity of
solutions to elliptic equations. We also discuss how solution operators to a class of
hyperbolic equations propagate wave front sets. In �10 there is a brief discussion
of pseudodifferential operators on manifolds.

We give some further applications of pseudodifferential operators in the next
three sections. In �11 we discuss, from the perspective of the pseudodifferential
operator calculus, the classical method of layer potentials, applied particularly to
the Dirichlet and Neumann boundary problems for the Laplace operator. Histor-
ically, this sort of application was one of the earliest stimuli for the development
of the theory of singular integral equations. One function of �11 is to provide a
warm-up for the use of similar integral equations to tackle problems in scattering
theory, in �7 of Chap. 9. Section 12 looks at general regular elliptic boundary prob-
lems and includes material complementary to that developed in �11 of Chap. 5. In
�13 we construct a parametrix for the heat equation and apply this to obtain an
asymptotic expansion of the trace of the solution operator. This expansion will be
useful in studies of the spectrum in Chap. 8 and in index theory in Chap. 10.

In �14 we introduce the Weyl calculus. This can provide a powerful alternative
to the operator calculus developed in ��1–6, as can be seen in [Ho4] and in Vol. 3

M.E. Taylor, Partial Differential Equations II: Qualitative Studies of Linear Equations,
Applied Mathematical Sciences 116, DOI 10.1007/978-1-4419-7052-7 1,
c� Springer Science+Business Media, LLC 1996, 2011

1
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of [Ho5]. Here we concentrate on identities, tied to symmetries in the Weyl cal-
culus. We show how this leads to a quicker construction of a parametrix for the
heat equation than the method used in �13. We will make use of this in �10 of
Chap. 10, on a direct attack on the index theorem for elliptic differential operators
on two-dimensional manifolds.

In �15, we study a class of pseudodifferential operators of “Harmonic oscillator
type.” This class contains the Harmonic oscillator,

H D ��C jxj2;

with symbol jxj2 C j�j2, and results on these operators are interesting variants on
those with symbols in Sm1;0.

Material in ��1–10 is taken from Chap. 0 of [T4], and the author thanks
Birkhäuser Boston for permission to use this material. We also mention some
books that take the theory of pseudodifferential operators farther than is done
here: [Ho5, Kg, T1], and [Tre].

1. The Fourier integral representation and symbol classes

Using a slightly different convention from that established in Chap. 3, we write
the Fourier inversion formula as

(1.1) f .x/ D
Z

Of .�/ eix�� d�;

where Of .�/ D .2�/�n
R
f .x/e�ix�� dx is the Fourier transform of a function on

Rn. If one differentiates (1.1), one obtains

(1.2) D˛f .x/ D
Z
�˛ Of .�/eix�� d�;

whereD˛ D D
˛1
1 � � �D˛n

n , Dj D .1=i/ @=@xj. Hence, if

p.x;D/ D
X

j˛j�k
a˛.x/D

˛

is a differential operator, we have

(1.3) p.x;D/f .x/ D
Z
p.x; �/ Of .�/eix�� d�

where
p.x; �/ D

X

j˛j�k
a˛.x/�

˛ :
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One uses the Fourier integral representation (1.3) to define pseudodifferential
operators, taking the function p.x; �/ to belong to one of a number of different
classes of symbols. In this chapter we consider the following symbol classes, first
defined by Hörmander [Ho2].

Assuming �; ı 2 Œ0; 1	, m 2 R, we define Sm
�;ı

to consist of C1-functions
p.x; �/ satisfying

(1.4) jDˇ
xD

˛
� p.x; �/j � C˛ˇ h�im��j˛jCıjˇ j;

for all ˛, ˇ, where h�i D .1 C j�j2/1=2. In such a case we say the associated
operator defined by (1.3) belongs to OPSm

�;ı
. We say that p.x; �/ is the symbol

of p.x;D/. The case of principal interest is � D 1, ı D 0. This class is defined
by [KN].

Recall that in Chap. 3, �8, we defined P.�/ 2 Sm1 .R
n/ to satisfy (1.4), with

� D 1, and with no x-derivatives involved. Thus Sm1;0 contains Sm1 .R
n/.

If there are smooth pm�j .x; �/, homogeneous in � of degreem�j for j�j � 1,
that is, pm�j .x; r�/ D rm�jpm�j .x; �/ for r; j�j � 1, and if

(1.5) p.x; �/ �
X

j�0
pm�j .x; �/

in the sense that

(1.6) p.x; �/ �
NX

jD0
pm�j .x; �/ 2 Sm�N�1

1;0 ;

for all N , then we say p.x; �/ 2 Sm
cl

, or just p.x; �/ 2 Sm. We call pm.x; �/
the principal symbol of p.x;D/. We will give a more general definition of the
principal symbol in �10.

It is easy to see that if p.x; �/ 2 Sm
�;ı

and �; ı 2 Œ0; 1	, then p.x;D/ W
S.Rn/ ! C1.Rn/. In fact, multiplying (1.3) by x˛ , writing x˛eix�� D
.�D�/˛eix�� , and integrating by parts yield

(1.7) p.x;D/ W S.Rn/ �! S.Rn/:

Under one restriction, p.x;D/ also acts on tempered distributions:

Lemma 1.1. If ı < 1, then

(1.8) p.x;D/ W S 0.Rn/ �! S 0.Rn/:

Proof. Given u 2 S 0, v 2 S, we have (formally)

(1.9) hv; p.x;D/ui D hpv; Oui;
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where

pv.�/ D .2�/�n
Z
v.x/p.x; �/eix�� dx:

Now integration by parts gives

�˛pv.�/ D .2�/�n
Z
D˛
x

�
v.x/p.x; �/

�
eix�� dx;

so
jpv.�/j � C˛h�imCıj˛j�j˛j:

Thus if ı < 1, we have rapid decrease of pv.�/. Similarly, we get rapid decrease
of derivatives of pv.�/, so it belongs to S. Thus the right side of (1.9) is well
defined.

In �5 we will analyze the action of pseudodifferential operators on Sobolev
spaces.

Classes of symbols more general than Sm
�;ı

have been introduced by R. Beals
and C. Fefferman [BF, Be], and still more general classes were studied by
Hörmander [Ho4]. These classes have some deep applications, but they will
not be used in this book.

Exercises

1. Show that, for a.x; �/ 2 S.R2n/,

(1.10) a.x;D/u D
Z

Oa.q; p/ eiq�Xeip�Du.x/ dq dp;

where Oa.q; p/ is the Fourier transform of a.x; �/, and the operators eiq�X and eip�D
are defined by

eiq�Xu.x/ D eiq�xu.x/; eip�Du.x/ D u.x C p/:

2. Establish the identity

(1.11) eip�Deiq�X D eiq�p eiq�Xeip�D:

Deduce that, for .t; q; p/ 2 R � Rn � Rn D Hn, the binary operation

(1.12) .t; q; p/ ı .t 0; q0; p0/ D .t C t 0 C p � q0; q C q0; p C p0/

gives a group and that

(1.13) Q�.t; q; p/ D ei teiq�Xeip�X

defines a unitary representation of Hn on L2.Rn/; in particular, it is a group homomor-
phism: Q�.z ı z0/ D Q�.z/ Q�.z0/. Hn is called the Heisenberg group.

3. Give a definition of a.x � q;D � p/, acting on u.x/. Show that

a.x � q;D � p/ D Q�.0; q; p/ a.x;D/ Q�.0; q; p/�1:
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4. Assume a.x; �/ 2 Sm
�;ı

and b.x; �/ 2 S.Rn � Rn/. Show that c.x; �/ D .b 	 a/.x; �/
belongs to Sm

�;ı
(	 being convolution on R2n). Show that

c.x;D/u D
Z
b.y; 
/ a.x � y;D � 
/ dy d
:

5. Show that the map ‰.p; u/ D p.x;D/u has a unique, continuous, bilinear extension
from Sm

�;ı
� S.Rn/ ! S.Rn/ to

‰ W S 0.R2n/ � S.Rn/ �! S 0.Rn/;
so that p.x;D/ is “well defined” for any p 2 S 0.Rn � Rn/.

6. Let �.�/ 2 C1
0 .Rn/ be 1 for j�j � 1, ��.�/ D �.��/. Given p.x; �/ 2 Sm

�;ı
, let

p�.x; �/ D ��.�/p.x; �/. Show that if �; ı 2 Œ0; 1	, then

(1.14) u 2 S.Rn/ H) p�.x;D/u ! p.x;D/u in S.Rn/:

If also ı < 1, show that

(1.15) u 2 S 0.Rn/ H) p�.x;D/u ! p.x;D/u in S 0.Rn/;

where we give S 0.Rn/ the weak� topology.
7. For s 2 R, define ƒs W S 0.Rn/ ! S 0.Rn/ by

(1.16) ƒsu.x/ D
Z

h�is Ou.�/ eix�� d�;

where h�i D .1C j�j2/1=2. Show that ƒs 2 OPSs .
8. Given pj.x; �/ 2 S

mj
�;ı

, for j � 0, with �; ı 2 Œ0; 1	 and mj & �1, show that there

exists p.x; �/ 2 Sm0
�;ı

such that

p.x; �/ �
X

j�0
pj .x; �/;

in the sense that, for all k,

p.x; �/�
k�1X

jD0
pj .x; �/ 2 Smk

�;ı
:

2. Schwartz kernels of pseudodifferential operators

To an operator p.x;D/ 2 OPSm
�;ı

defined by (1.3) there corresponds a Schwartz
kernelK 2 D0.Rn � Rn/, satisfying

hu.x/v.y/;Ki D
“

u.x/p.x; �/ Ov.�/eix�� d� dx

D .2�/�n
•

u.x/p.x; �/ei.x�y/��v.y/ dy d� dx:
(2.1)
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Thus,K is given as an “oscillatory integral”

(2.2) K D .2�/�n
Z
p.x; �/ei.x�y/�� d�:

We have the following basic result.

Proposition 2.1. If � > 0, then K is C1 off the diagonal in Rn � Rn.

Proof. For given ˛ � 0,

(2.3) .x � y/˛K D
Z
ei.x�y/�� D˛

� p.x; �/ d�:

This integral is clearly absolutely convergent for j˛j so large thatm � �j˛j < �n.
Similarly, it is seen that applying j derivatives to (2.3) yields an absolutely con-
vergent integral provided m C j � �j˛j < �n, so in that case .x � y/˛K 2
C j .Rn � Rn/. This gives the proof.

Generally, if T has the mapping properties

T W C1
0 .R

n/ �! C1.Rn/; T W E 0.Rn/ �! D0.Rn/;

and its Schwartz kernelK is C1 off the diagonal, it follows easily that

sing supp T u � sing supp u; for u 2 E 0.Rn/:

This is called the pseudolocal property. By (1.7)– (1.8) it holds for T 2 OPSm
�;ı

if � > 0 and ı < 1.
We remark that the proof of Proposition 2.1 leads to the estimate

(2.4) jDˇ
x;yKj � C jx � yj�k;

where k � 0 is any integer strictly greater than .1=�/.mC nC jˇj/. In fact, this
estimate is rather crude. It is of interest to record a more precise estimate that
holds when p.x; �/ 2 Sm

1;ı
.

Proposition 2.2. If p.x; �/ 2 Sm
1;ı

, then the Schwartz kernel K of p.x;D/ satis-
fies estimates

(2.5) jDˇ
x;yKj � C jx � yj�n�m�jˇ j

providedmC jˇj > �n.

The result is easily reduced to the case p.x; �/ D p.�/, satisfying jD˛p.�/j �
C˛h�im�j˛j, for which p.D/ has Schwartz kernel K D Op.y � x/. It suffices to
prove (2.5) for such a case, for ˇ D 0 andm > �n. We make use of the following
simple but important characterization of such symbols.
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Lemma 2.3. Given p.�/ 2 C1.Rn/, it belongs to Sm1;0 if and only if

(2.6) pr .�/ D r�mp.r�/ is bounded in C1.1 � j�j � 2/; for r 2 Œ1;1/:

Given this, we can write p.�/ D p0.�/ C R1
0 q� .e

���/ d with p0.�/ 2
C1
0 .R

n/ and e�m�q� .�/ bounded in the Schwartz space S.Rn/, for  2
Œ0;1/. Hence e�m� Oq� .z/ is bounded in S.Rn/. In particular, e�m� j Oq� .z/j
� CN hzi�N , so

j Op.z/j � j Op0.z/j C CN

Z 1

0

e.nCm/��1C je�zj��Nd

� C C CN jzj�n�m
Z 1

log jzj
e.nCm/� .1C e� /�Nd;(2.7)

which implies (2.5). We also see that in the casemCjˇj D �n, we obtain a result
upon replacing the right side of (2.5) byC log jx�yj�1, (provided jx�yj < 1=2/.

We can get a complete characterization of OP .x/ 2 S 0.Rn/, given P.�/ 2
Sm1 .R

n/, provided �n < m < 0.

Proposition 2.4. Assume �n < m < 0. Let q 2 S 0.Rn/ be smooth outside the
origin and rapidly decreasing as jxj ! 1. Then q D OP for some P.�/ 2
Sm1 .R

n/ if and only if q 2 L1loc.R
n/ and, for x ¤ 0,

(2.8) jDˇ
x q.x/j � Cˇ jxj�n�m�jˇ j:

Proof. That P 2 Sm1 .R
n/ implies (2.8) has been established above. For the

converse, write q D q0.x/ C P
j�0  j .x/q.x/, where  0 2 C1

0 .R
n/ is sup-

ported in 1=2 < jxj < 2,  j .x/ D  0.2
jx/,

P
j�0  j .x/ D 1 on jxj � 1. Since

jq.x/j � C jxj�n�m, m < 0, it follows that
P
 j .x/q.x/ converges in L1-norm.

Then q0 2 S.Rn/. The hypothesis (2.8) implies that 2�nj�mj j .2�jx/q.2�jx/
is bounded in S.Rn/, and an argument similar to that used for Proposition 2.2
implies Oq0.�/CP1

jD0. j q/O.�/ 2 Sm1 .Rn/.
We will deal further with the space of elements of S 0.Rn/ that are smooth

outside the origin and rapidly decreasing (with all their derivatives) at infinity. We
will denote this space by S 0

0.R
n/.

If m � �n, the argument above extends to show that (2.8) is a sufficient
condition for q D OP with P 2 Sm1 .R

n/, but, as noted above, there exist sym-
bols P 2 Sm1 .R

n/ for which q D OP does not satisfy (2.8). Now, given that
q 2 S 0

0.R
n/, it is easy to see that

(2.9) rq 2 F
�
SmC1
1 .Rn/

� ” q 2 F
�
Sm1 .R

n/
�
:

Thus, if �n � 1 < m � �n, then Proposition 2.4 is almost applicable to rq, for
n � 2.
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Proposition 2.5. Assume n � 2 and �n � 1 < m � �n. If q 2 S 0
0.R

n/ \ L1loc,
then q D OP for some P 2 Sm.Rn/ if and only if (2.8) holds for jˇj � 1.

Proof. First note that the hypotheses imply q 2 L1.Rn/; thus Qq.�/ is continuous
and vanishes as j�j ! 1. In the proposition, we need to prove the “if” part.
To use the reasoning behind Proposition 2.4, we need only deal with the fact
that rq is not assumed to be in L1loc. The sum

P
 j .x/rq.x/ still converges in

L1.Rn/, and so rq �P j .x/rq is a sum of an element of S.Rn/ and possibly
a distribution (call it �) supported at 0. Thus O�.�/ is a polynomial. But as noted,
Oq.�/ is bounded, so O�.�/ can have at most linear growth. Hence

�j Qq.�/ D Pj .�/C `j .�/;

wherePj 2 SmC1
1 .Rn/ and `j .�/ is a first-order polynomial in �. Since Qq.�/ ! 0

as j�j ! 1 and m C 1 � �n C 1 < 0, we deduce that `j .�/ D cj , a constant,
that is,

(2.10) �j Qq.�/ D Pj .�/C cj ; Pj 2 SmC1
1 .Rn/; mC 1 < 0:

Now the left side vanishes on the hyperplane �j D 0, which is unbounded if n� 2.
This forces cj D 0, and the proof of the proposition is then easily completed.

If we take n D 1 and assume �2 < m < �1, the rest of the hypotheses of
Proposition 2.5 still yield (2.10), so

dq

dx
D OP1 C c1ı:

If we also assume q is continuous on R, then c1 D 0 and we again conclude
that q D OP with P 2 Sm1 .R/. But if q has a simple jump at x D 0, then this
conclusion fails.

Proposition 2.4 can be given other extensions, which we leave to the reader.
We give a few examples that indicate ways in which the result does not extend,
making use of results from �8 of Chap. 3. As shown in (8.31) of that chapter, on
Rn,

(2.11) v D PF jxj�n H) Ov.�/ D Cn log j�j:
Now v is not rapidly decreasing at infinity, but if '.x/ is a cut-off, belonging
to C1

0 .R
n/ and equal to 1 near x D 0, then f D 'v belongs to S 0

0.R
n/ and

Of D c O' 	 Ov behaves like log j�j as j�j ! 1. One can then deduce that, for
n D 1,

(2.12) f .x/ D '.x/ log jxj sgn jxj H) Of .�/ � C ��1 log j�j; j�j ! 1:

Thus Proposition 2.5 does not extend to the case n D 1, m D �1. However, we
note that, in this case, Of belongs to S�1C"

1 .R/, for all " > 0. In contrast to (2.12),
note that, again for n D 1,
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(2.13) g.x/ D '.x/ log jxj H) Og.�/ � C j�j�1; j�j ! 1:

In this case, .d=dx/ log jxj D PV.1=x/.
Of considerable utility is the classification of F

�
Sm
cl
.Rn/

�
. Whenm D �j is a

negative integer, this was effectively solved in ��8 and 9 of Chap. 3. The following
result is what follows from the proof of Proposition 9.2 in Chap. 3.

Proposition 2.6. Assume q 2 S 0
0.R

n/ \ L1loc.R
n/. Let j D 1; 2; 3; : : : . Then

q D OP for some P 2 S�j
cl
.Rn/ if and only if

(2.14) q �
X

`�0

�
q` C p`.x/ log jxj�;

where

(2.15) q` 2 H#
jC`�n.R

n/;

and p`.x/ is a polynomial homogeneous of degree jC`�n; these log coefficients
appear only for ` � n � j .

We recall that H#
�.R

n/ is the space of distributions on Rn, homogeneous of
degree �, which are smooth on Rn n 0. For � > �n, H#

�.R
n/ � L1loc.R

n/. The
meaning of the expansion (2.14) is that, for any k 2 ZC, there is an N < 1 such
that the difference between q and the sum over ` < N belongs to C k.Rn/. Note
that, for n D 1, the function g.x/ in (2.13) is of the form (2.14), but the function
f .x/ in (2.12) is not.

To go from the proof of Proposition 9.2 of Chap. 3 to the result stated above, it
suffices to note explicitly that

(2.16) '.x/x˛ log jxj 2 F
�
S

�n�j˛j
1 .Rn/

�
;

where ' is the cut-off used before. Since F intertwinesD˛
�

and multiplication by
x˛ , it suffices to verify the case ˛ D 0, and this follows from the formula (2.11),
with x and � interchanged.

We can also classify Schwartz kernels of operators in OPSm1;0 and OPSm
cl

, if
we write the kernelK of (2.2) in the form

(2.17) K.x; y/ D L.x; x � y/;

with

(2.18) L.x; z/ D .2�/�n
Z
p.x; �/eiz�� d�:

The following two results follow from the arguments given above.
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Proposition 2.7. Assume �n < m < 0. Let L 2 S 0.Rn � Rn/ be a smooth
function of x with values in S 0

0.R
n/ \ L1.Rn/. Then (2.17) defines the Schwartz

kernel of an operator in OPSm1;0 if and only if, for z ¤ 0,

(2.19) jDˇ
xD

�
z L.x; z/j � Cˇ� jzj�n�m�j� j:

Proposition 2.8. Assume L 2 S 0.Rn �Rn/ is a smooth function of x with values
in S 0

0.R
n/\L1.Rn/. Let j D 1; 2; 3; : : : . Then (2.17) defines the Schwartz kernel

of an operator in OPS�j
cl

if and only if

(2.20) L.x; z/ �
X

`�0

�
q`.x; z/C p`.x; z/ log jzj�;

where each Dˇ
x q`.x; �/ is a bounded continuous function of x with values in

H#
jC`�n, and p`.x; z/ is a polynomial homogeneous of degree j C ` � n in z,

with coefficients that are bounded, together with all their x-derivatives.

Exercises

1. Using the proof of Proposition 2.2, show that, given p.x; �/ defined on Rn � Rn, then

jDˇxD˛� p.x; �/j � C 0h�i�j˛jCjˇ j ; for jˇj � 1; j˛j � nC 1C jˇj;
implies

jK.x; y/j � C jx � yj�n and jrx;yK.x; y/j � C jx � yj�n�1:

2. If the map � is given by (2.2) (i.e., �.p/ D K) show that we get an isomorphism
� W S 0.R2n/ ! S 0.R2n/. Reconsider Exercise 3 of �1.

3. Show that �, defined in Exercise 2, gives an isomorphism (isometric up to a scalar fac-
tor) � W L2.R2n/ ! L2.R2n/. Deduce that p.x;D/ is a Hilbert-Schmidt operator on
L2.Rn/, precisely when p.x; �/ 2 L2.R2n/.

3. Adjoints and products

Given p.x; �/ 2 Sm
�;ı

, we obtain readily from the definition that the adjoint is
given by

(3.1) p.x;D/�v D .2�/�n
Z
p.y; �/�ei.x�y/��v.y/ dy d�:

This is not quite in the form (1.3), as the amplitude p.y; �/� is not a function of
.x; �/. We need to transform (3.1) into such a form.
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Before continuing the analysis of (3.1), we are motivated to look at a general
class of operators

(3.2) Au.x/ D .2�/�n
Z
a.x; y; �/ei.x�y/��u.y/ dy d�:

We assume

(3.3) jD�
yD

ˇ
xD

˛
� a.x; y; �/j � C˛ˇ� h�im��j˛jCı1 jˇ jCı2j� j

and then say a.x; y; �/ 2 Sm
�;ı1;ı2

. A brief calculation transforms (3.2) into

(3.4) .2�/�n
Z
q.x; �/ei.x�y/��u.y/ dy d�;

with

(3.5)
q.x; �/ D .2�/�n

Z
a.x; y; 
/ei.x�y/�.���/ dy d


D eiD� �Dya.x; y; �/jyDx :

Note that a formal expansion eiD� �Dy D I C iD� �Dy � .1=2/.D� �Dy/2 C � � �
gives

(3.6) q.x; �/ �
X

˛�0

i j˛j

˛Š
D˛
�D

˛
ya.x; y; �/

ˇ̌
yDx :

If a.x; y; �/ 2 Sm
�;ı1;ı2

, with 0 � ı2 < � � 1, then the general term in (3.6)

belongs to Sm�.��ı2/j˛j
�;ı

, where ı D max.ı1; ı2/, so the sum on the right is for-
mally asymptotic. This suggests the following result:

Proposition 3.1. If a.x; y; �/ 2 Sm
�;ı1;ı2

, with 0 � ı2 < � � 1, then (3.2) defines
an operator

A 2 OPSm�;ı ; ı D max.ı1; ı2/:

Furthermore, A D q.x;D/, where q.x; �/ has the asymptotic expansion (3.6), in
the sense that

q.x; �/ �
X

j˛j<N

i j˛j

˛Š
D˛
�D

˛
ya.x; y; �/

ˇ̌
yDx D rN .x; �/ 2 Sm�N.��ı2/

�;ı
:

To prove this proposition, one can first show that the Schwartz kernel

K.x; y/ D .2�/�n
Z
a.x; y; �/ei.x�y/�� d�
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satisfies the same estimates as established in Proposition 2.1, and hence, altering
A only by an operator in OPS�1, we can assume a.x; y; �/ is supported on
jx � yj � 1. Let

(3.7) Ob.x; 
; �/ D .2�/�n
Z
a.x; x C y; �/e�iy�� dy;

so

(3.8) q.x; �/ D
Z

Ob.x; 
; � C 
/ d
:

The hypotheses on a.x; y; �/ imply

(3.9) jDˇ
xD

˛
�

Ob.x; 
; �/j � C	˛ˇ h�imCıjˇ jCı2	��j˛jh
i�	;

where ı D max .ı1; ı2/. Since ı2 < 1, it follows that q.x; �/ and any of its
derivatives can be bounded by some power of h�i.

Now a power-series expansion of Ob.x; 
; � C 
/ in the last argument about �
gives

ˇ̌
ˇ Ob.x; 
; � C 
/ �

X

j˛j<N

1

˛Š
.iD�/

˛ Ob.x; 
; �/
˛
ˇ̌
ˇ

� C	 j
jN h
i�	 sup
0�t�1

h� C t
imCı2	��N :(3.10)

Taking � D N , we get a bound on the left side of (3.10) by

(3.11) C h�im�.��ı2/N if j
j � 1

2
j�j;

while taking � large, we get a bound by any power of h
i�1 for j�j � 2j
j. Hence

(3.12)
ˇ̌
ˇq.x; �/�

X

j˛j<N

1

˛Š
.iD�/

˛D˛
ya.x; x C y; �/

ˇ̌
yD0

ˇ̌
ˇ � C h�imCn�.��ı2/N :

The proposition follows from this, plus similar estimates on the difference when
derivatives are applied.

If we apply Proposition 3.1 to (3.1), we obtain:

Proposition 3.2. If p.x;D/ 2 OPSm
�;ı

, 0 � ı < � � 1, then

(3.13) p.x;D/� D p�.x;D/ 2 OPSm�;ı ;
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with

(3.14) p�.x; �/ �
X

˛�0

i j˛j

˛Š
D˛
�D

˛
xp.x; �/

�:

The result for products of pseudodifferential operators is the following.

Proposition 3.3. Given pj .x;D/ 2 OPSmj
�j ;ıj

, suppose

(3.15) 0 � ı2 < � � 1; with � D min.�1; �2/:

Then

(3.16) p1.x;D/p2.x;D/ D q.x;D/ 2 OPSm1Cm2
�;ı

;

with ı D max.ı1; ı2/, and

(3.17) q.x; �/ �
X

˛�0

i j˛j

˛Š
D˛
� p1.x; �/ D

˛
xp2.x; �/:

This can be proved by writing

(3.18) p1.x;D/p2.x;D/u D p1.x;D/p
�
2 .x;D/

�u D Au;

for A as in (3.2), with

(3.19) a.x; y; �/ D p1.x; �/p
�
2 .y; �/

�;

and then applying Propositions 3.1 and 3.2, to obtain (3.16), with

(3.20) q.x; �/ �
X

�;
�0

i j
 j�j� j

�Š�Š
D

� D



y

�
p1.x; �/D

�

�
D�
xp2.y; �/

�ˇ̌
ˇ
yDx :

The general term in this sum is equal to

i j
 j�j� j

�Š�Š
D

�

�
p1.x; �/D

�

�
D�C

x p2.x; �/

�
:

Evaluating this by the product rule

D

� .uv/ D

X

˛CˇD


 
�

˛

!
D˛
� u �Dˇ

�
v

gives
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(3.21) q.x; �/ �
X

˛

i j˛j

˛Š
D˛
� p1.x; �/

X

ˇ;�

i jˇ j�j� j

ˇŠ�Š
D
ˇC�
�

DˇC�C˛
x p2.x; �/:

That this yields (3.17) follows from the fact that, whenever j�j > 0,

(3.22)
X

ˇC�D�

i jˇ j�j� j

ˇŠ�Š
D
ˇC�
�

DˇC�C˛
x p2.x; �/ D 0;

an identity we leave as an exercise.
An alternative approach to a proof of Proposition 3.3 is to compute directly

that p1.x;D/p2.x;D/ D q.x;D/, with

q.x; �/ D .2�/�n
Z
p1.x; 
/p2.y; �/e

i.x�y/�.���/ d
 dy

D eiD��Dyp1.x; 
/p2.y; �/
ˇ̌
yDx;�D� ;

(3.23)

and then apply an analysis such as used to prove Proposition 3.1. Carrying out this
latter approach has the advantage that the hypothesis (3.15) can be weakened to

0 � ı2 < �1 � 1;

which is quite natural since the right side of (3.17) is formally asymptotic under
such a hypothesis. Also, the symbol expansion (3.17) is more easily seen from
(3.23).

Note that if Pj D pj .x;D/ 2 OPS
mj
�;ı

are scalar, and 0 � ı < � � 1,
then the leading terms in the expansions of the symbols of P1P2 and P2P1 agree.
It follows that the commutator

ŒP1; P2	 D P1P2 � P2P1
has order lower than m1 Cm2. In fact, the symbol expansion (3.17) implies

(3.24) Pj 2 OPSmj
�;ı

scalar H) ŒP1; P2	 2 OPSm1Cm2�.��ı/
�;ı

:

Also, looking at the sum over j˛j D 1 in (3.17), we see that the leading term in
the expansion of the symbol of ŒP1; P2	 is given in terms of the Poisson bracket:

(3.25) ŒP1; P2	 D q.x;D/; q.x; �/ D 1

i
fp1; p2g.x; �/ mod Sm1Cm2�2.��ı/

�;ı
:

The Poisson bracket fp1; p2g is defined by

(3.26) fp1; p2g.x; �/ D
X

j

@p1

@�j

@p2

@xj
� @p1

@xj

@p2

@�j
;

as in �10 of Chap. 1.
The result (3.25) plays an important role in the treatment of Egorov’s theorem,

in �8.
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Exercises

1. Writing aj .x;D/ in the form (1.10), that is,

(3.27) aj .x;D/ D
Z

Oaj .q; p/eiq�Xeip�D dq dp;

use the formula (1.11) for eip�Deiq0�X to express a1.x;D/a2.x;D/ as a 4n-fold inte-
gral. Show that it gives (3.20).

2. If Q.x; x/ is any nondegenerate, symmetric, bilinear form on Rn, calculate the kernel
KQ.x; y; t/ for which

(3.28) ei tQ.D;D/u.x/ D
Z

Rn

KQ.x; y; t/ u.y/ dy:

In case x 2 Rn is replaced by .x; �/ 2 R2n, use this to verify (3.5).
(Hint: Diagonalize Q and recall the treatment of ei t� in (6.42) of Chap. 3, giving

e�i t�ı.x/ D .�4�it/�n=2 ejxj2=4it ; x 2 Rn:

Compare the treatment of the stationary phase method in Appendix B of Chap. 6.)
3. Establish the identity (3.22), used in the proof of Proposition 3.3.

(Hint: The left side of (3.22) is equal to
 

X

ˇC�D�

i jˇ j�j� j
ˇŠ�Š

!
D
�

�
D
�C˛
x p2.x; �/;

so one needs to show that the quantity in parentheses here vanishes if j�j > 0. To see
this, make an expansion of .z C w/�, and set z D .i; : : : ; i/, w D .�i; : : : ;�i/:)

4. Elliptic operators and parametrices

We say p.x;D/ 2 OPSm
�;ı

is elliptic if, for some r < 1,

(4.1) jp.x; �/�1j � C h�i�m; for j�j � r:

Thus, if  .�/ 2 C1.Rn/ is equal to 0 for j�j � r , 1 for j�j � 2r , it follows easily
from the chain rule that

(4.2)  .�/p.x; �/�1 D q0.x; �/ 2 S�m
�;ı :

As long as 0 � ı < � � 1, we can apply Proposition 3.3 to obtain

q0.x;D/p.x;D/ D I C r0.x;D/;

p.x;D/q0.x;D/ D I C Qr0.x;D/;(4.3)
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with

(4.4) r0.x; �/; Qr0.x; �/ 2 S�.��ı/
�;ı

:

Using the formal expansion

(4.5) I � r0.x;D/C r0.x;D/
2 � � � � � I C s.x;D/ 2 OPS0�;ı

and setting q.x;D/ D .I C s.x;D//q0.x;D/ 2 OPS�m
�;ı

, we have

(4.6) q.x;D/p.x;D/ D I C r.x;D/; r.x; �/ 2 S�1:

Similarly, we obtain Qq.x;D/ 2 OPS�m
�;ı

satisfying

(4.7) p.x;D/ Qq.x;D/ D I C Qr.x;D/; Qr.x; �/ 2 S�1:

But evaluating

(4.8)
�
q.x;D/p.x;D/

� Qq.x;D/ D q.x;D/
�
p.x;D/ Qq.x;D/�

yields q.x;D/ D Qq.x;D/ modOPS�1, so in fact

q.x;D/p.x;D/ D I modOPS�1;
p.x;D/q.x;D/ D I modOPS�1:

(4.9)

We say that q.x;D/ is a two-sided parametrix for p.x;D/.
The parametrix can establish the local regularity of a solution to

(4.10) p.x;D/u D f:

Suppose u; f 2 S 0.Rn/ and p.x;D/ 2 OPSm
�;ı

is elliptic, with 0 � ı < � � 1.
Constructing q.x;D/ 2 OPS�m

�;ı
as in (4.6), we have

(4.11) u D q.x;D/f � r.x;D/u:

Now a simple analysis parallel to (1.7) implies that

(4.12) R 2 OPS�1 H) R W E 0 �! S:

By duality, since taking adjoints preservesOPS�1,

(4.13) R 2 OPS�1 H) R W S 0 �! C1:

Thus (4.11) implies

(4.14) u D q.x;D/f mod C1:
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Applying the pseudolocal property to (4.10) and (4.14), we have the following
elliptic regularity result.

Proposition 4.1. If p.x;D/ 2 OPSm
�;ı

is elliptic and 0 � ı < � � 1, then, for
any u 2 S 0.Rn/,

(4.15) sing supp p.x;D/u D sing supp u:

More refined elliptic regularity involves keeping track of Sobolev space regu-
larity. As we have the parametrix, this will follow simply from mapping properties
of pseudodifferential operators, to be established in subsequent sections.

Exercises

1. Give the details of the implication (4.1) ) (4.2) when p.x; �/ 2 Sm
�;ı

, 0 � ı < � � 1.
Include the case where p.x; �/ is a k � k matrix-valued function, using such identities
as

@

@xj
p.x; �/�1 D �p.x; �/�1 @p

@xj
p.x; �/�1:

2. On R � Rn, consider the operator P D @=@t � L.x;Dx/, where

L.x;Dx/ D
X

ajk.x/ @j @ku C
X

bj .x/ @j u C c.x/u:

Assume that the coefficients are smooth and bounded, with all their derivatives, and that
L satisfies the strong ellipticity condition

�L2.x; �/ D
X

ajk.x/�j �k � C j�j2; C > 0:

Show that �
i � L2.x; �/C 1

��1 D E.t; x; ; �/ 2 S�1
1=2;0:

Show that E.t; x;D/P D A1.t; x;D/ and PE.t; x;D/ D A2.t; x;D/, where Aj 2
OPS0

1=2;0
are elliptic. Then, using Proposition 4.1, construct a parametrix for P , be-

longing to OPS�1
1=2;0

.

3. Assume �n < m < 0, and suppose P D p.x;D/ 2 OPSm
cl

has Schwartz kernel
K.x; y/ D L.x; x � y/. Suppose that, at x0 2 Rn,

L.x0; z/ � ajzj�m�n C � � � ; z ! 0;

with a ¤ 0, the remainder terms being progressively smoother. Show that

pm.x0; �/ D bj�jm; b ¤ 0;

and hence that P is elliptic near x0.
4. Let P D .Pjk/ be a K � K matrix of operators in OPS�. It is said to be “elliptic in

the sense of Douglis and Nirenberg” if there are numbers aj ; bj , 1 � j � K, such that

Pjk 2 OPSajCbk and the matrix of principal symbols has nonvanishing determinant
(homogeneous of order

P
.aj Cbj /), for � ¤ 0. Ifƒs is as in (1,17), let A be aK �K
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diagonal matrix with diagonal entries ƒ�aj , and let B be diagonal, with entries ƒ�bj .
Show that this “DN-ellipticity” of P is equivalent to the ellipticity of APB in OPS0.

5. L2-estimates

Here we want to obtain L2-estimates for pseudodifferential operators. The fol-
lowing simple basic estimate will get us started.

Proposition 5.1. Let .X;�/ be a measure space. Suppose k.x; y/ is measurable
on X �X and

(5.1)
Z

X

jk.x; y/j d�.x/ � C1;

Z

X

jk.x; y/j d�.y/ � C2;

for all y and x, respectively. Then

(5.2) T u.x/ D
Z
k.x; y/u.y/ d�.y/

satisfies

(5.3) kT ukLp � C
1=p
1 C

1=q
2 kukLp ;

for p 2 Œ1;1	, with

(5.4)
1

p
C 1

q
D 1:

This is proved in Appendix A on functional analysis; see Proposition 5.1 there.
To apply this result when X D Rn and k D K is the Schwartz kernel of
p.x;D/ 2 OPSm

�;ı
, note from the proof of Proposition 2.1 that

(5.5) jK.x; y/j � CN jx � yj�N ; for jx � yj � 1

as long as � > 0, while

(5.6) jK.x; y/j � C jx � yj�.n�1/; for jx � yj � 1

as long as m < �n C �.n � 1/. (Recall that this last estimate is actually rather
crude.) Hence we have the following preliminary result.

Lemma 5.2. If p.x;D/ 2 OPSm
�;ı

, � > 0, andm < �nC �.n � 1/, then

(5.7) p.x;D/ W Lp.Rn/ �! Lp.Rn/; 1 � p � 1:

If p.x;D/ 2 OPSm
1;ı

, then (5.7) holds form < 0.
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The last observation follows from the improvement of (5.6) given in (2.5).
Our main goal in this section is to prove the following.

Theorem 5.3. If p.x;D/ 2 OPS0
�;ı

and 0 � ı < � � 1, then

(5.8) p.x;D/ W L2.Rn/ �! L2.Rn/:

The proof we give, following [Ho5], begins with the following result.

Lemma 5.4. If p.x;D/ 2 OPS�a
�;ı

, 0 � ı < � � 1, and a > 0, then (5.8) holds.

Proof. Since kP uk2
L2

D .P �P u; u/, it suffices to prove that some power of

p.x;D/�p.x;D/ D Q is bounded on L2. But Qk 2 OPS�2ka
�;ı

, so for k large
enough this follows from Lemma 5.2.

To proceed with the proof of Theorem 5.3, set q.x;D/ D p.x;D/�p.x;D/
2 OPS0

�;ı
, and suppose jq.x; �/j � M � b, b > 0, so

(5.9) M � Re q.x; �/ � b > 0:

In the matrix case, take Re q.x; �/ D .1=2/
�
q.x; �/C q.x; �/�

�
. It follows that

(5.10) A.x; �/ D �
M � Re q.x; �/

�1=2 2 S0�;ı
and

(5.11) A.x;D/�A.x;D/ D M �q.x;D/Cr.x;D/; r.x;D/ 2 OPS�.��ı/
�;ı

:

Applying Lemma 5.4 to r.x;D/, we have

(5.12)
M kuk2

L2
� kp.x;D/uk2

L2
D kA.x;D/uk2

L2
� .r.x;D/u; u/ � �Ckuk2

L2
;

or

(5.13) kp.x;D/uk2 � .M C C/kuk2
L2
;

finishing the proof.
From these L2-estimates easily follow L2-Sobolev space estimates. Recall

from Chap. 4 that the Sobolev space H s.Rn/ is defined as

(5.14) H s.Rn/ D fu 2 S 0.Rn/ W h�is Ou.�/ 2 L2.Rn/g:

Equivalently, with

(5.15) ƒsu D
Z

h�is Ou.�/eix�� d�I ƒs 2 OPS s;
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we have

(5.16) H s.Rn/ D ƒ�sL2.Rn/:

The operator calculus easily gives the next proposition:

Proposition 5.5. If p.x;D/ 2 OPSm
�;ı

, 0 � ı < � � 1, m; s 2 R, then

(5.17) p.x;D/ W H s.Rn/ �! H s�m.Rm/:

Given Proposition 5.5, one easily obtains the Sobolev regularity of solutions to
the elliptic equations studied in �4.

Calderon and Vaillancourt sharpened Theorem 5.3, showing that

(5.18) p.x; �/ 2 S0�;�; 0 � � < 1 H) p.x;D/ W L2.Rn/ �! L2.Rn/:

This result, particularly for � D 1=2, has played an important role in linear PDE,
especially in the study of subelliptic operators, but it will not be used in this book.
The case � D 0 is treated in the exercises below.

Another important extension of Theorem 5.3 is that p.x;D/ is bounded on
Lp.Rn/, for 1 < p < 1, when p.x; �/ 2 S0

1;ı
. Similarly, Proposition 5.5 ex-

tends to a result on Lp-Sobolev spaces, in the case � D 1. This is important for
applications to nonlinear PDE, and will be proved in Chap. 13.

Exercises

Exercises 1–7 present an approach to a proof of the Calderon-Vaillancourt theorem,
(5.18), in the case � D 0. This approach is due to H. O. Cordes [Cor]; see also T. Kato
[K] and R. Howe [How]. In these exercises, we assume that U.y/ is a (measurable)
unitary, operator-valued function on a measure space Y , operating on a Hilbert space H.
Assume that, for f; g 2 V , a dense subset of H,

(5.19)
Z

Y

ˇ̌
.U.y/f; g/

ˇ̌2
dm.y/ D C0kf k2 kgk2:

1. Let '0 2 H be a unit vector, and set 'y D U.y/'0. Show that, for any T 2 L.H/,

(5.20) C 20 .Tf1; f2/ D
Z

Y

Z

Y

LT .y; y
0/ .f1; 'y0 / .'y ; f2/ dm.y/ dm.y

0/;

where

(5.21) LT .y; y
0/ D .T 'y0 ; 'y/:

(Hint: Start by showing that
R
.f1; 'y /.'y ; f2/ dm.y/ D C0.f1; f2/:)
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A statement equivalent to (5.20) is

(5.22) T D
“

LT .y; y
0/ U.y/ˆ0U.y0/ dm.y/ dm.y0/;

where ˆ0 is the orthogonal projection of H onto the span of '0.
2. For a partial converse, suppose L is measurable on Y � Y and

(5.23)
Z

jL.y; y0/j dm.y/ � C1;

Z
jL.y; y0/j dm.y0/ � C1:

Define

(5.24) TL D
“

L.y; y0/ U.y/ˆ0U.y0/� dm.y/ dm.y0/:

Show that the operator norm of TL on H has the estimate

kTLk � C 20C1:

3. If G is a trace class operator, and we set

(5.25) TL;G D
“

L.y; y0/ U.y/GU.y0/� dm.y/ dm.y0/;

show that

(5.26) kTL;Gk � C 20C1 kGkTR:

(Hint: In case G D G�, diagonalize G and use Exercise 2.)
4. Suppose b 2 L1.Y / and we set

(5.27) T #
b;G D

Z
b.y/ U.y/GU.y/� dm.y/:

Show that

(5.28) kT #
b;G

k � C0kbkL1 kGkTR:

5. Let Y D R2n, with Lebesgue measure, y D .q; p/. Set U.y/ D eiq�Xeip�D D
Q�.0; q; p/, as in Exercises 1 and 2 of �1. Show that the identity (5.19) holds, for f; g 2
L2.Rn/ D H, with C0 D .2�/�n. (Hint: Make use of the Plancherel theorem.)

6. Deduce that if a.x;D/ is a trace class operator,

(5.29) k.b 	 a/.x;D/kL.L2/ � CkbkL1 ka.x;D/kTR:

(Hint: Look at Exercises 3–4 of �1.)
7. Suppose p.x; �/ 2 S00;0. Set

(5.30) a.x; �/ D  .x/ .�/; b.x; �/ D .1 ��x/
k.1 ���/

kp.x; �/;

where k is a positive integer, O .�/ D h�i�2k . Show that if k is chosen large enough,
then a.x;D/ is trace class. Note that, for all k 2 ZC, b 2 L1.R2n/, provided
p 2 S00;0. Show that

(5.31) p.x;D/ D .b 	 a/.x;D/;
and deduce the � D 0 case of the Calderon-Vaillancourt estimate (5.19).



22 7. Pseudodifferential Operators

8. Sharpen the results of problems 3–4 above, showing that

(5.32) kTL;GkL.H/ � C 20 kLkL.L2.Y // kGkTR:

This is stronger than (5.26) in view of Proposition 5.1.

6. Gårding’s inequality

In this section we establish a fundamental estimate, first obtained by L. Gårding
in the case of differential operators.

Theorem 6.1. Assume p.x;D/ 2 OPSm
�;ı

, 0 � ı < � � 1, and

(6.1) Re p.x; �/ � C j�jm; for j�j large:

Then, for any s 2 R, there are C0; C1 such that, for u 2 Hm=2.Rn/,

(6.2) Re
�
p.x;D/u; u

� � C0kuk2
Hm=2

� C1kuk2H s :

Proof. Replacing p.x;D/ by ƒ�m=2p.x;D/ƒ�m=2, we can suppose without
loss of generality that m D 0. Then, as in the proof of Theorem 5.3, take

(6.3) A.x; �/ D
�

Re p.x; �/ � 1

2
C
�1=2 2 S0�;ı ;

so

(6.4)
A.x;D/�A.x;D/ D Re p.x;D/ � 1

2
C C r.x;D/;

r.x;D/ 2 OPS�.��ı/
�;ı

:

This gives

(6.5)
Re .p.x;D/u; u/ D kA.x;D/uk2

L2
C 1

2
Ckuk2

L2
C �

r.x;D/u; u
�

� 1

2
Ckuk2

L2
� C1kuk2H s

with s D �.� � ı/=2, so (6.2) holds in this case. If s < �.�� ı/=2 D s0, use the
simple estimate

(6.6) kuk2H s0 � "kuk2
L2

C C."/kuk2H s

to obtain the desired result in this case.
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This Gårding inequality has been improved to a sharp Gårding inequality, of
the form

(6.7) Re
�
p.x;D/u; u

� � �Ckuk2
L2

when Re p.x; �/ � 0;

first for scalar p.x; �/ 2 S11;0, by Hörmander, then for matrix-valued symbols,
with Re p.x; �/ standing for .1=2/

�
p.x; �/ C p.x; �/�

�
, by P. Lax and L. Niren-

berg. Proofs and some implications can be found in Vol. 3 of [Ho5], and in [T1]
and [Tre]. A very strong improvement due to C. Fefferman and D. Phong [FP]
is that (6.7) holds for scalar p.x; �/ 2 S21;0. See also [Ho5] and [F] for further
discussion.

Exercises

1. Suppose m > 0 and p.x;D/ 2 OPSm1;0 has a symbol satisfying (6.1). Examine the
solvability of

@u

@t
D p.x;D/u;

for u D u.t; x/, u.0; x/ D f 2 H s.Rn/.
(Hint: Look ahead at �7 for some useful techniques. Solve

@u"
@t

D J"p.x;D/J"u"

and estimate .d=dt/kƒsu�.t/k2L2 , making use of Gårding’s inequality.)

7. Hyperbolic evolution equations

In this section we examine first-order systems of the form

(7.1)
@u

@t
D L.t; x;Dx/u C g.t; x/; u.0/ D f:

We assume L.t; x; �/ 2 S11;0, with smooth dependence on t , so

(7.2) jDj
t D

ˇ
xD

˛
� L.t; x; �/j � Cj˛ˇ h�i1�j˛j:

Here L.t; x; �/ is a K � K matrix-valued function, and we make the hypothesis
of symmetric hyperbolicity:

(7.3) L.t; x; �/� CL.t; x; �/ 2 S01;0:

We suppose f 2 H s.Rn/, s 2 R, g 2 C.R;H s.Rn//.
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Our strategy will be to obtain a solution to (7.1) as a limit of solutions u" to

(7.4)
@u"
@t

D J"LJ"u" C g; u".0/ D f;

where

(7.5) J" D '."Dx/;

for some '.�/ 2 S.Rn/, '.0/ D 1. The family of operators J" is called a
Friedrichs mollifier. Note that, for any " > 0, J" 2 OPS�1, while, for " 2 .0; 1	,
J" is bounded in OPS01;0.

For any " > 0, J"LJ" is a bounded linear operator on eachH s , and solvability
of (7.4) is elementary. Our next task is to obtain estimates on u", independent of
" 2 .0; 1	. Use the norm kukH s D kƒsukL2 . We derive an estimate for

(7.6)
d

dt
kƒsu".t/k2L2 D 2Re .ƒsJ"LJ"u"; ƒ

su"/C 2Re .ƒsg;ƒsu"/:

Write the first two terms on the right as the real part of

(7.7) 2.LƒsJ"u"; ƒ
sJ"u"/C 2.Œƒs ; L	J"u"; ƒ

sJ"u"/:

By (7.3), LC L� D B.t; x;D/ 2 OPS01;0, so the first term in (7.7) is equal to

(7.8)
�
B.t; x;D/ƒsJ"u"; ƒ

sJ"u"
� � CkJ"u"k2H s :

Meanwhile, Œƒs ; L	 2 OPS s1;0, so the second term in (7.7) is also bounded by the
right side of (7.8). Applying Cauchy’s inequality to 2.ƒsg;ƒsu"/, we obtain

(7.9)
d

dt
kƒsu".t/k2L2 � Ckƒsu".t/k2L2 C Ckg.t/k2H s :

Thus Gronwall’s inequality yields an estimate

(7.10) ku".t/k2H s � C.t/
�kf k2H s C kgk2C.Œ0;t �;Hs/

�
;

independent of " 2 .0; 1	. We are now prepared to establish the following exis-
tence result.

Proposition 7.1. If (7.1) is symmetric hyperbolic and

f 2 H s.Rn/; g 2 C.R;H s.Rn//; s 2 R;

then there is a solution u to (7.1), satisfying

(7.11) u 2 L1
loc.R;H

s.Rn//\ Lip .R;H s�1.Rn//:
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Proof. Take I D Œ�T; T 	. The bounded family

u" 2 C.I;H s/ \ C 1.I;H s�1/

will have a weak limit point u satisfying (7.11), and it is easy to verify that such u
solves (7.1). As for the bound on Œ�T; 0	, this follows from the invariance of the
class of hyperbolic equations under time reversal.

Analogous energy estimates can establish the uniqueness of such a solution u
and rates of convergence of u" ! u as " ! 0. Also, (7.11) can be improved to

(7.12) u 2 C.R;H s.Rn// \ C 1.R;H s�1.Rn//:

To see this, let fj 2 H sC1, fj ! f in H s , and let uj solve (7.1) with uj .0/ D
fj . Then each uj belongs to L1

loc.R;H
sC1/ \ Lip.R;H s/, so in particular each

uj 2 C.R;H s/. Now vj D u � uj solves (7.1) with vj .0/ D f � fj , and
kf � fj kH s ! 0 as j ! 1, so estimates arising in the proof of Proposition 7.1
imply that kvj .t/kH s ! 0 locally uniformly in t , giving u 2 C.R;H s/.

There are other notions of hyperbolicity. In particular, (7.1) is said to be sym-
metrizable hyperbolic if there is a K � K matrix-valued S.t; x; �/ 2 S01;0 that

is positive-definite and such that S.t; x; �/L.t; x; �/ D QL.t; x; �/ satisfies (7.3).
Proposition 7.1 extends to the case of symmetrizable hyperbolic systems. Again,
one obtains u as a limit of solutions u� to (7.4). There is one extra ingredient
in the energy estimates. In this case, construct S.t/ 2 OPS01;0, positive-definite,
with symbol equal to S.t; x; �/ mod S�1

1;0. For the energy estimates, replace the
left side of (7.6) by

(7.13)
d

dt

�
ƒsu�.t/; S.t/ƒ

su�.t/
�
L2
;

which can be estimated in a fashion similar to (7.7)–(7.9).
A K � K system of the form (7.1) with L.t; x; �/ 2 S1

cl
is said to be strictly

hyperbolic if its principal symbol L1.t; x; �/, homogeneous of degree 1 in �, has
K distinct, purely imaginary eigenvalues, for each x and each � ¤ 0. The results
above apply in this case, in view of:

Proposition 7.2. Whenever (7.1) is strictly hyperbolic, it is symmetrizable.

Proof. If we denote the eigenvalues of L1.t; x; �/ by i�	.t; x; �/, ordered so
that �1.t; x; �/ < � � � < �K.t; x; �/, then �	 are well-defined C1-functions of
.t; x; �/, homogeneous of degree 1 in �. If P	.t; x; �/ are the projections onto the
i�	-eigenspaces of L1,

(7.14) P	.t; x; �/ D 1

2�i

Z

��

�
� � L1.t; x; �/

��1
d�;
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where �	 is a small circle about i�	.t; x; �/, then P	 is smooth and homogeneous
of degree 0 in �. Then

(7.15) S.t; x; �/ D
X

j

Pj .t; x; �/
�Pj .t; x; �/

gives the desired symmetrizer.

Higher-order, strictly hyperbolic PDE can be reduced to strictly hyperbolic,
first-order systems of this nature. Thus one has an analysis of solutions to such
higher-order hyperbolic equations.

Exercises

1. Carry out the reduction of a strictly hyperbolic PDE of order m to a first-order system
of the form (7.1). Starting with

Lu D @mu

@ym
C
m�1X

jD0
Aj .y; x;Dx/

@j u

@yj
;

where Aj .y; x;D/ has order � m� j , form v D .v1; : : : ; vm/
t with

v1 D ƒm�1u; : : : ; vj D @
j�1
y ƒm�j u; : : : ; vm D @m�1

y u;

to pass from Lu D f to
@v

@y
D K.y; x;Dx/v C F;

with F D .0; : : : ; 0; f /t . Give an appropriate definition of strict hyperbolicity in this
context, and show that this first-order system is strictly hyperbolic provided L is.

2. Fix r > 0. Let �r 2 E 0.R2/ denote the unit mass density on the circle of radius r :

hu; �r i D 1

2�

Z 

�
u.r cos �; r sin �/ d�:

Let �ru D �r 	 u. Show that there exist Ar .�/ 2 S�1=2.R2/ and Br .�/ 2 S1=2.R2/,
such that

(7.16) �r D Ar .D/ cos r
p��C Br .D/

sin r
p��p�� :

(Hint: See Exercise 1 in �7 of Chap. 6.)

8. Egorov’s theorem

We want to examine the behavior of operators obtained by conjugating a pseudod-
ifferential operator P0 2 OPSm1;0 by the solution operator to a scalar hyperbolic
equation of the form

(8.1)
@u

@t
D iA.t; x;Dx/u;
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where we assume A D A1 C A0 with

(8.2) A1.t; x; �/ 2 S1cl real; A0.t; x; �/ 2 S0cl :

We suppose A1.t; x; �/ is homogeneous in �, for j�j � 1. Denote by S.t; s/ the
solution operator to (8.1), taking u.s/ to u.t/. This is a bounded operator on each
Sobolev space H 
 , with inverse S.s; t/. Set

(8.3) P.t/ D S.t; 0/P0S.0; t/:

We aim to prove the following result of Y. Egorov.

Theorem 8.1. If P0 D p0.x;D/ 2 OPSm1;0, then for each t , P.t/ 2 OPSm1;0,
modulo a smoothing operator. The principal symbol of P.t/ (mod Sm�1

1;0 ) at a
point .x0; �0/ is equal to p0.y0; 
0/, where .y0; 
0/ is obtained from .x0; �0/ by
following the flow C.t/ generated by the (time-dependent) Hamiltonian vector
field

(8.4) HA1.t;x;�/ D
nX

jD1

�
@A1

@�j

@

@xj
� @A1

@xj

@

@�j

	
:

To start the proof, differentiating (8.3) with respect to t yields

(8.5) P 0.t/ D i ŒA.t; x;D/; P.t/	; P.0/ D P0:

We will construct an approximate solutionQ.t/ to (8.5) and then show thatQ.t/�
P.t/ is a smoothing operator.

So we are looking for Q.t/ D q.t; x;D/ 2 OPSm1;0, solving

(8.6) Q0.t/ D i ŒA.t; x;D/;Q.t/	CR.t/; Q.0/ D P0;

where R.t/ is a smooth family of operators in OPS�1. We do this by construct-
ing the symbol q.t; x; �/ in the form

(8.7) q.t; x; �/ � q0.t; x; �/C q1.t; x; �/C � � � :

Now the symbol of i ŒA;Q.t/	 is of the form

(8.8) HA1q C fA0; qg C i
X

j˛j�2

i j˛j

˛Š

�
A.˛/q.˛/ � q.˛/A.˛/

�
;

where A.˛/ DD˛
�
A, A.˛/ DD˛

xA, and so on. Since we want the difference be-
tween this and @q=@t to have order �1, this suggests defining q0.t; x; �/ by

(8.9)
� @
@t

�HA1

�
q0.t; x; �/ D 0; q0.0; x; �/ D p0.x; �/:
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Thus q0.t; x0; �0/ D p0.y0; 
0/, as in the statement of the theorem; we have
q0.t; x; �/ 2 Sm1;0. Equation (8.9) is called a transport equation. Recursively, we
obtain transport equations

(8.10)
� @
@t

�HA1
�
qj .t; x; �/ D bj .t; x; �/; qj .0; x; �/ D 0;

for j � 1, with solutions in Sm�j
1;0 , leading to a solution to (8.6).

Finally, we show that P.t/ � Q.t/ is a smoothing operator. Equivalently, we
show that, for any f 2 H 
 .Rn/,

(8.11) v.t/ � w.t/ D S.t; 0/P0f �Q.t/S.t; 0/f 2 H1.Rn/;

whereH1.Rn/ D \sH s.Rn/. Note that

(8.12)
@v

@t
D iA.t; x;D/v; v.0/ D P0f;

while use of (8.6) gives

(8.13)
@w

@t
D iA.t; x;D/w C g; w.0/ D P0f;

where

(8.14) g D R.t/S.t; 0/w 2 C1.R;H1.Rn//:

Hence

(8.15)
@

@t
.v � w/ D iA.t; x;D/.v � w/ � g; v.0/ � w.0/ D 0:

Thus energy estimates for hyperbolic equations yield v.t/�w.t/ 2 H1, for any
f 2 H 
 .Rn/, completing the proof.

A check of the proof shows that

(8.16) P0 2 OPSmcl H) P.t/ 2 OPSmcl :

Also, the proof readily extends to yield the following:

Proposition 8.2. With A.t; x;D/ as before,

(8.17) P0 2 OPSm�;ı H) P.t/ 2 OPSm�;ı
provided

(8.18) � >
1

2
; ı D 1 � �:
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One needs ı D 1� � to ensure that p.C.t/.x; �// 2 Sm
�;ı

, and one needs � > ı
to ensure that the transport equations generate qj .t; x; �/ of progressively lower
order.

Exercises

1. Let � W Rn ! Rn be a diffeomorphism that is a linear map outside some compact set.
Define �� W C1.Rn/ ! C1.Rn/ by ��f .x/ D f

�
�.x/

�
. Show that

(8.19) P 2 OPSm1;0 H) .�	/�1P�� 2 OPSm1;0:
(Hint: Reduce to the case where � is homotopic to a linear map through diffeomor-
phisms, and show that the result in that case is a special case of Theorem 8.1, where
A.t; x;D/ is a t-dependent family of real vector fields on Rn:)

2. Let a 2 C1
0 .Rn/, ' 2 C1.Rn/ be real-valued, and r' ¤ 0 on supp a. If P 2

OPSm, show that

(8.20) P
�
a ei�'

� D b.x; �/ ei�'.x/;

where

(8.21) b.x; �/ � �m
�
b0̇ .x/C b1̇ .x/�

�1 C � � � �; � ! ˙1:

(Hint: Using a partition of unity and Exercise 1, reduce to the case '.x/ D x � � , for
some � 2 Rn n 0:)

3. If a and ' are as in Exercise 2 above and �r is as in Exercise 2 of �7, show that, mod
O.��1/,

(8.22) �r
�
a ei�'

� D cos r
p���Ar .x; �/ei�'

�C sin r
p��p��

�
Br .x; �/e

i�'
�
;

where
Ar .x; �/ � ��1=2�a0̇r .x/C a1̇r .x/�

�1 C � � � �;
Br .x; �/ � �1=2

�
b0̇r .x/C b1̇r .x/�

�1 C � � � �;
as � ! ˙1.

9. Microlocal regularity

We define the notion of wave front set of a distribution u 2 H�1.Rn/ D
[sH s.Rn/, which refines the notion of singular support. If p.x; �/ 2 Sm has
principal symbol pm.x; �/, homogeneous in �, then the characteristic set of
P D p.x;D/ is given by

(9.1) Char P D f.x; �/ 2 Rn � .Rn n 0/ W pm.x; �/ D 0g:
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If pm.x; �/ is a K � K matrix, take the determinant. Equivalently, .x0; �0/ is
noncharacteristic for P , or P is elliptic at .x0; �0/, if jp.x; �/�1j � C j�j�m, for
.x; �/ in a small conic neighborhood of .x0; �0/ and j�j large. By definition, a
conic set is invariant under the dilations .x; �/ 7! .x; r�/, r 2 .0;1/. The wave
front set is defined by

(9.2) WF.u/ D
\

fChar P W P 2 OPS0; P u 2 C1g:

Clearly, WF.u/ is a closed conic subset of Rn � .Rn n 0/.
Proposition 9.1. If � is the projection .x; �/ 7! x, then

�.WF.u// D sing supp u:

Proof. If x0 … sing supp u, there is a ' 2 C1
0 .R

n/, ' D 1 near x0, such that
'u 2 C1

0 .R
n/. Clearly, .x0; �/ … Char ' for any � ¤ 0, so �.WF.u// � sing

supp u.
Conversely, if x0 … �.WF.u//, then for any � ¤ 0 there is a Q 2 OPS0 such

that .x0; �/ … Char Q andQu 2 C1. Thus we can construct finitely manyQj 2
OPS0 such that Qj u 2 C1 and each .x0; �/ (with j�j D 1) is noncharacteristic
for some Qj . Let Q D P

Q�
jQj 2 OPS0. Then Q is elliptic near x0 and

Qu 2 C1, so u is C1 near x0.

We define the associated notion of ES.P / for a pseudodifferential operator. Let
U be an open conic subset of Rn� .Rn n 0/. We say that p.x; �/ 2 Sm

�;ı
has order

�1 on U if for each closed conic set V of U we have estimates, for each N ,

(9.3) jDˇ
xD

˛
� p.x; �/j � C˛ˇNV h�i�N ; .x; �/ 2 V:

If P D p.x;D/ 2 OPSm
�;ı

, we define the essential support of P (and of p.x; �/)
to be the smallest closed conic set on the complement of which p.x; �/ has order
�1. We denote this set by ES.P /.

From the symbol calculus of �3, it follows easily that

(9.4) ES.P1P2/ � ES.P1/ \ ES.P2/

provided Pj 2 OPSmj
�j ;ıj

and �1 > ı2. To relate WF.P u/ to WF.u/ and ES.P /,
we begin with the following.

Lemma 9.2. Let u 2 H�1.Rn/, and suppose that U is a conic open set
satisfying

WF.u/\ U D ;:
If P 2 OPSm

�;ı
, � > 0, ı < 1, and ES.P / � U , then P u 2 C1.
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Proof. Taking P0 2 OPS0 with symbol identically 1 on a conic neighborhood
of ES.P /, so P D PP0 modOPS�1, it suffices to conclude that P0u 2 C1, so
we can specialize the hypothesis to P 2 OPS0.

By hypothesis, we can find Qj 2 OPS0 such that Qj u 2 C1 and each
.x; �/ 2 ES.P / is noncharacteristic for some Qj , and if Q D P

Q�
jQj , then

Qu 2 C1 and Char Q \ ES.P / D ;. We claim there exists an operator A 2
OPS0 such that AQ D P mod OPS�1. Indeed, let QQ be an elliptic operator
whose symbol equals that of Q on a conic neighborhood of ES.P /, and let QQ�1
denote a parametrix for QQ. Now simply set A D P QQ�1. Consequently, (mod
C1) P u D AQu 2 C1, so the lemma is proved.

We are ready for the basic result on the preservation of wave front sets by a
pseudodifferential operator.

Proposition 9.3. If u 2 H�1 and P 2 OPSm
�;ı

, with � > 0, ı < 1, then

(9.5) WF.P u/ � WF.u/\ ES.P /:

Proof. First we show WF.P u/ � ES.P /. Indeed, if .x0; �0/ … ES.P /, choose
Q D q.x;D/ 2 OPS0 such that q.x; �/ D 1 on a conic neighborhood of
.x0; �0/ and ES.Q/ \ ES.P / D ;. Thus QP 2 OPS�1, so QP u 2 C1.
Hence .x0; �0/ … WF.P u/.

In order to show that WF.P u/ � WF.u/, let � be any conic neighborhood
of WF.u/, and write P D P1 C P2, Pj 2 OPSm

�;ı
, with ES.P1/ � � and

ES.P2/ \ WF.u/ D ;. By Lemma 9.2, P2u 2 C1. Thus WF.u/ D WF.P1u/ �
� , which shows WF.P u/ � WF.u/.

One says that a pseudodifferential operator of type .�; ı/, with � > 0 and
ı < 1, is microlocal. As a corollary, we have the following sharper form of local
regularity for elliptic operators, called microlocal regularity.

Corollary 9.4. If P 2 OPSm
�;ı

is elliptic, 0 � ı < � � 1, then

(9.6) WF.P u/ D WF.u/:

Proof. We have seen that WF.P u/ � WF.u/. On the other hand, if E 2 OPS�m
�;ı

is a parametrix for P , we see that WF.u/ D WF.EP u/ � WF.P u/. In fact, by
an argument close to the proof of Lemma 9.2, we have for general P that

(9.7) WF.u/ � WF.P u/ [ Char P:

We next discuss how the solution operator ei tA to a scalar hyperbolic equation
@u=@t D iA.x;D/u propagates the wave front set. We assume A.x; �/ 2 S1

cl
,

with real principal symbol. Suppose WF.u/ D †. Then there is a countable family
of operators pj .x;D/ 2 OPS0, each of whose complete symbols vanishes in a
neighborhood of †, but such that
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(9.8) ˙ D
\

j

f.x; �/ W pj .x; �/ D 0g:

We know that pj .x;D/u 2 C1 for each j . Using Egorov’s theorem, we want
to construct a family of pseudodifferential operators qj .x;D/ 2 OPS0 such that
qj .x;D/e

i tAu 2 C1, this family being rich enough to describe the wave front
set of ei tAu.

Indeed, let qj .x;D/ D ei tApj .x;D/e
�i tA. Egorov’s theorem implies that

qj .x;D/ 2 OPS0 (modulo a smoothing operator) and gives the principal sym-
bol of qj .x;D/. Since pj .x;D/u 2 C1, we have ei tApj .x;D/u 2 C1, which
in turn implies qj .x;D/ei tAu 2 C1. From this it follows that WF.ei tAu/ is con-
tained in the intersection of the characteristics of the qj .x;D/, which is precisely
C.t/˙ , the image of ˙ under the canonical transformation C.t/, generated by
HA1 . In other words,

WF.ei tAu/ � C.t/WF.u/:

However, our argument is reversible; u D e�i tA.ei tAu/. Consequently, we have
the following result:

Proposition 9.5. If A D A.x;D/ 2 OPS1 is scalar with real principal symbol,
then, for u 2 H�1,

(9.9) WF.ei tAu/ D C.t/WF.u/:

The same argument works for the solution operator S.t; 0/ to a time-
dependent, scalar, hyperbolic equation.

Exercises

1. If a 2 C1
0 .Rn/, ' 2 C1.Rn/ is real-valued, r' ¤ 0 on supp a, as in Exercise 2 of

�8, and P D p.x;D/ 2 OPSm, so

P
�
a ei�'

� D b.x; �/ei�'.x/;

as in (8.20), show that, modO.j�j�1/, b.x; �/ depends only on the behavior of p.x; �/
on an arbitrarily small conic neighborhood of

C' D ˚�
x; �d'.x/

� W x 2 supp a; � ¤ 0


:

If CC
' is the subset of C' on which � > 0, show that the asymptotic behavior of

b.x; �/ as � ! C1 depends only on the behavior of p.x; �/ on an arbitrarily small
conic neighborhood of CC

' .
2. If �r is as in (8.22), show that, given r > 0,

(9.10)
�
cos r

p���.a ei�'/ D �rQr .a e
i�'/; mod O.��1/; � > 0;

for some Qr 2 OPS1=2. Consequently, analyze the behavior of the left side of (9.10),
as � ! C1, in terms of the behavior of �r analyzed in �7 of Chap. 6.
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10. Operators on manifolds

Let M be a smooth manifold. It would be natural to say that a continuous linear
operator P W C1

0 .M/ ! D0.M/ is a pseudodifferential operator in OPSm
�;ı
.M/

provided its Schwartz kernel is C1 off the diagonal in M �M , and there exists
an open cover�j ofM , a subordinate partition of unity 'j , and diffeomorphisms
Fj W �j ! Oj � Rn that transform the operators 'kP'j W C1.�j / ! E 0.�k/
into pseudodifferential operators in OPSm

�;ı
, as defined in �1.

This is a rather “liberal” definition of OPSm
�;ı
.M/. For example, it poses no

growth restrictions on the Schwartz kernel K 2 D0.M � M/ at infinity. Conse-
quently, if M happens to be Rn, the class of operators in OPSm

�;ı
.M/ as defined

above is a bit larger than the class OPSm
�;ı

defined in �1. One negative conse-
quence of this definition is that pseudodifferential operators cannot always be
composed. One drastic step to fix this would be to insist that the kernel be prop-
erly supported, so P W C1

0 .M/ ! C1
0 .M/. IfM is compact, these problems do

not arise. If M is noncompact, it is often of interest to place specific restrictions
on K near infinity, but we won’t go further into this point here.

Another way in which the definition of OPSm
�;ı
.M/ given above is liberal is

that it requires P to be locally transformed to pseudodifferential operators on Rn

by some coordinate cover. One might ask if then P is necessarily so transformed
by every coordinate cover. This comes down to asking if the classOPSm

�;ı
defined

in �1 is invariant under a diffeomorphism F W Rn ! Rn. It would suffice to
establish this for the case where F is the identity outside a compact set.

In case � 2 .1=2; 1	 and ıD 1 � �, this invariance is a special case of the
Egorov theorem established in �8. Indeed, one can find a time-dependent vec-
tor field X.t/ whose flow at t D 1 coincides with F and apply Theorem 8.1 to
iA.t; x;D/DX.t/. Note that the formula for the principal symbol of the conju-
gated operator given there implies

(10.1) p.1; F.x/; �/ D p0.x; F
0.x/t�/;

so that the principal symbol is well defined on the cotangent bundle of M .
We will therefore generally insist that � 2 .1=2; 1	 and ı D 1 � � when

talking about OPSm
�;ı
.M/ for a manifold M , without a distinguished coordinate

chart. In special situations, it might be natural to use coordinate charts with special
structure. For instance, for a Cartesian product M D R � �, one can stick to
product coordinate systems. In such a case, we can construct a parametrix E for
the hypoelliptic operator @=@t ��x , t 2 R, x 2 �, and unambiguously regardE
as an operator in OPS�1

1=2;0
.R ��/.

We make the following comments on the principal symbol of an operator P 2
OPSm

�;ı
.M/, when � 2 .1=2; 1	, ı D 1� �. By the arguments in �8, the principal

symbol is well defined, if it is regarded as an element of the quotient space:

(10.2) p.x; �/ 2 Sm�;ı.T �M/=S
m�.2��1/
�;ı

.T �M/:
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In particular, by Theorem 8.1, in case P 2 OPSm1;0.M/, we have

(10.3) p.x; �/ 2 Sm1;0.T �M/=Sm�1
1;0 .T �M/:

If P 2 Sm
cl
.M/, then the principal symbol can be taken to be homogeneous in �

of degreem, by (8.16). Note that the characterizations of the Schwartz kernels of
operators in OPSm1;0 and in OPSm

cl
given in �2 also make clear the invariance of

these classes under coordinate transformations.
We now discuss some properties of an elliptic operatorA 2 OPSm1;0.M/, when

M is a compact Riemannian manifold. Denote byB a parametrix, so we have, for
each s 2 R,

(10.4) A W H sCm.M/ �! H s.M/; B W H s.M/ �! H sCm.M/;

and AB D I CK1, BA D I CK2, whereKj W D0.M/ ! C1.M/. ThusKj is
compact on each Sobolev spaceH s.M/, so B is a two-sided Fredholm inverse of
A in (10.4). In particular,A is a Fredholm operator; ker A D KsCm � H sCm.M/

is finite-dimensional, and A
�
H sCm.M/

� � H s.M/ is closed, of finite codimen-
sion, so

Cs D fv 2 H�s.M/ W hAu; vi D 0 for all u 2 H sCm.M/g

is finite-dimensional. Note that Cs is the null space of

(10.5) A� W H�s.M/ �! H�s�m.M/;

which is also an elliptic operator in OPSm1;0.M/. Elliptic regularity yields, for
all s,

(10.6) KsCm D fu 2 C1.M/ W Au D 0g; Cs D fv 2 C1.M/ W A�v D 0g:

Thus these spaces are independent of s.
Suppose now thatm > 0. We will consider A as an unbounded operator on the

Hilbert space L2.M/, with domain

(10.7) D.A/ D fu 2 L2.M/ W Au 2 L2.M/g:

It is easy to see that A is closed. Also, elliptic regularity implies

(10.8) D.A/ D Hm.M/:

Since A is closed and densely defined, its Hilbert space adjoint is defined, also as
a closed, unbounded operator on L2.M/, with a dense domain. The symbol A�
is also our preferred notation for the Hilbert space adjoint. To avoid confusion,
we will temporarily use At to denote the adjoint on D0.M/, so At 2 OPSm.M/,



Exercises 35

At W H sCm.M/ ! H s.M/, for all s. Now the unbounded operator A� has
domain

(10.9) D.A�/ D fu 2 L2.M/ W j.u; Av/j � c.u/kvkL2 ;8 v 2 D.A/g;

and then A�u is the unique element of L2.M/ such that

(10.10) .A�u; v/ D .u; Av/; for all v 2 D.A/:

Recall that D.A/ D Hm.M/. Since, for any u 2 Hm.M/, v 2 Hm.M/, we have
.Atu; v/ D .u; Av/, we see that D.A�/ 
 Hm.M/ andA� D At onHm.M/. On
the other hand, .u; Av/ D .Atu; v/ holds for all v 2 Hm.M/, u 2 L2.M/, the
latter inner product being given by the duality ofH�m.M/ and Hm.M/. Thus it
follows that

u 2 D.A�/ H) A�u D Atu 2 L2.M/:

But elliptic regularity for At 2 OPSm1;0.M/ then implies u 2 Hm.M/. Thus

(10.11) D.A�/ D Hm.M/; A� D At
ˇ̌
Hm.M/

:

In particular, if A is elliptic in OPSm1;0.M/, m > 0, and also symmetric (i.e.,
A D At ), then the Hilbert space operator is self-adjoint; A D A�. For any � 2
C n R, .�I � A/�1 W L2.M/ ! D.A/ D Hm.M/, so A has compact resolvent.
Thus L2.M/ has an orthonormal basis of eigenfunctions of A, Auj D �j uj ,
j�j j ! 1, and, by elliptic regularity, each uj belongs to C1.M/.

Exercises

In the following exercises, assume thatM is a smooth, compact, Riemannian manifold.
Let A 2 OPSm.M/ be elliptic, positive, and self-adjoint, with m > 0. Let uj be an
orthonormal basis of L2.M/ consisting of eigenfunctions of A, Auj D �j uj . Given

f 2 D0.M/, form “Fourier coefficients” Of .j / D .f; uj /. Thus f 2 L2.M/ implies

(10.12) f D
1X

jD0
Of .j /uj ;

with convergence in L2-norm.
1. Given s 2 R, show that f 2 H s.M/ if and only if

P j Of .j /j2h�j i2s=m < 1.
2. Show that, for any s 2 R, f 2 H s.M/, (10.12) holds, with convergence in H s-norm.

Conclude that if s > n=2 and f 2 H s.M/, the series converges uniformly to f .
3. If s > n=2 and f 2 H s.M/, show that (10.12) converges absolutely. (Hint: Fix
x0 2 M and pick cj 2 C, jcj j D 1, such that cj Of .j /uj .x0/ � 0. Now considerP
cj Of .j /uj :)

4. Let �L be a second-order, elliptic, positive, self-adjoint differential operator on a com-
pact Riemannian manifold M . Suppose A 2 OPS1.M/ is positive, self-adjoint, and
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A2 D �L C R, where R W D0.M/ ! C1.M/. Show that A � p�L W D0.M/ !
C1.M/.

One approach to Exercise 4 is the following.
5. Given f 2 H s.M/, form

u.y; x/ D e�yp�Lf .x/; v.y; x/ D e�yAf .x/;
for .y; x/ 2 Œ0;1/ �M . Note that

� @2

@y2
C L

�
u D 0;

� @2

@y2
C L

�
v D �Rv.y; x/:

Use estimates and regularity for the Dirichlet problem for @2=@y2 C L on Œ0;1/ �M
to show that u � v 2 C1.Œ0;1/ � M/. Conclude that @u=@y � @v=@y

ˇ̌
yD0 D .A �p�L/f 2 C1.M/.

6. With L as above, use the symbol calculus of �4 to construct a self-adjoint A 2
OPS1.M/, with positive principal symbol, such that A2 C L 2 OPS�1.M/. Con-
clude that Exercise 4 applies to A.

7. Show that OPS01;0.M/ has a natural Fréchet space structure.

11. The method of layer potentials

We discuss, in the light of the theory of pseudodifferential operators, the use of
“single- and double-layer potentials” to study the Dirichlet and Neumann bound-
ary problems for the Laplace equation. Material developed here will be useful in
�7 of Chap. 9, which treats the use of integral equations in scattering theory.

Let � be a connected, compact Riemannian manifold with nonempty bound-
ary; n D dim �. Suppose � � M , a Riemannian manifold of dimension
n without boundary, on which there is a fundamental solution E.x; y/ to the
Laplace equation:

(11.1) �xE.x; y/ D ıy.x/;

where E.x; y/ is the Schwartz kernel of an operatorE.x;D/ 2 OPS�2.M/; we
have

(11.2) E.x; y/ � cn dist.x; y/2�n C � � �

as x ! y, if n � 3, while

(11.3) E.x; y/ � c2 log dist.x; y/C � � �
if n D 2. Here, cn D ��.n � 2/Area.Sn�1/

��1
for n � 3, and c2 D 1=2� . The

single- and double-layer potentials of a function f on @� are defined by

(11.4) S` f .x/ D
Z

@�

f .y/E.x; y/ dS.y/;
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and

(11.5) D` f .x/ D
Z

@�

f .y/
@E

@�y
.x; y/ dS.y/;

for x 2 M n@�. Given a function v onM n@�, for x 2 @�, let vC.x/ and v�.x/
denote the limits of v.z/ as z ! x, from z 2 � and z 2 M n� D O, respectively,
when these limits exist. The following are fundamental properties of these layer
potentials.

Proposition 11.1. For x 2 @�, we have

(11.6) S` fC.x/ D S` f�.x/ D Sf .x/

and

(11.7) D` f˙.x/ D ˙1

2
f .x/C 1

2
Nf .x/;

where, for x 2 @�,

(11.8) Sf .x/ D
Z

@�

f .y/E.x; y/ dS.y/

and

(11.9) Nf.x/ D 2

Z

@�

f .y/
@E

@�y
.x; y/ dS.y/:

Note that E.x; �/ˇ̌
@�

is integrable, uniformly in x, and that the conclusion in
(11.6) is elementary, at least for f continuous; the conclusion in (11.7) is a bit
more mysterious. To see what is behind such results, let us look at the more gen-
eral situation of

(11.10) v D p.x;D/.f �/;

where � 2 E 0.M/ is surface measure on a hypersurface (here @�), f 2 D0.@�/,
so f� 2 E 0.M/. Assume that p.x;D/ 2 OPSm.M/. Make a local coordinate
change, straightening out the surface to fxn D 0g. Then, in this coordinate system

(11.11)
v.x0; xn/ D

Z
Of .� 0/eix0��0

p.x; � 0; �n/eixn�n d�n d� 0

D q.xn; x
0;Dx0/f;
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for xn ¤ 0, where

(11.12) q.xn; x
0; � 0/ D

Z
p.x; � 0; �n/eixn�n d�n:

If p.x; �/ is homogeneous of degreem in �, for j�j � 1, then for j� 0j � 1 we have

(11.13) q.xn; x
0; � 0/ D j� 0jmC1 Qp.x; !0; xnj� 0j/;

where !0 D � 0=j� 0j and

Qp.x; !0; / D
Z
p.x; !0; �/ei�� d�:

Now, if m<�1, the integral in (11.12) is absolutely convergent and
q.xn; x

0; � 0/ is continuous in all arguments, even across xn D 0. On the other
hand, if m D �1, then, temporarily neglecting all the arguments of p but the
last, we are looking at the Fourier transform of a smooth function of one variable
whose asymptotic behavior as �n ! ˙1 is of the form C1̇ �

�1
n CC2̇ �

�2
n C � � � .

From the results of Chap. 3 we know that the Fourier transform is smooth except
at xn D 0, and if CC

1 D C�
1 , then the Fourier transform has a jump across

xn D 0; otherwise there may be a logarithmic singularity.
It follows that if p.x;D/ 2 OPSm.M/ and m < �1, then (11.10) has a limit

on @�, given by

(11.14) v
ˇ̌
@�

D Qf; Q 2 OPSmC1.@�/:

On the other hand, if m D �1 and the symbol of p.x;D/ has the behavior that,
for x 2 @�, �x normal to @� at x,

(11.15) p.x; � ˙ �x/ D ˙C.x; �/�1 CO.�2/;  ! C1;

then (11.10) has a limit from each side of @�, and

(11.16) v˙ D Q˙f; Q˙ 2 OPS0.@�/:

To specialize these results to the setting of Proposition 11.1, note that

(11.17) S` f D E.x;D/.f �/

and

(11.18) D` f D E.x;D/X�.f �/;

where X is any vector field on M equal to @=@� on @�, with formal adjoint X�,
given by

(11.19) X�v D �Xv � .div X/v:
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The analysis of (11.10) applies directly to (11.17), withm D �2. That the bound-
ary value is given by (11.8) is elementary for f 2 C.@�/, as noted before. Given
(11.14), it then follows for more general f .

Now (11.18) is also of the form (11.10), with p.x;D/ D E.x;D/X� 2
OPS�1.M/. Note that the principal symbol at x 2 @� is given by

(11.20) p0.x; �/ D �j�j�2h�.x/; �i;

which satisfies the condition (11.15), so the conclusion (11.16) applies. Note that

p0.x; � ˙ �x/ D �j� ˙ �x j�2h�x; � ˙ �xi;

so in this case (11.15) holds with C.x; �/ D 1. Thus the operatorsQ˙ in (11.16)
have principal symbols ˙ const. That the constant is as given in (11.7) follows
from keeping careful track of the constants in the calculations (11.11)–(11.13)
(cf. Exercise 9 below).

Let us take a closer look at the behavior of .@=@�y/E.x; y/. Note that, for x
close to y, if Vx;y denotes the unit vector at y in the direction of the geodesic from
x to y, then (for n � 3)

(11.21) ryE.x; y/ � .2 � n/cn dist.x; y/1�nVx;y C � � � :

If y 2 @� and �y is the unit normal to @� at y, then

(11.22)
@

@�y
E.x; y/ � .2 � n/cn dist.x; y/1�nhVx;y; �yi C � � � :

Note that .2�n/cn D �1=Area.Sn�1/. Clearly, the inner product hVx;y; �yi D
˛.x; y/ restricted to .x; y/ 2 @� � @� is Lipschitz and vanishes on the diagonal
x D y. This vanishing makes .@E=@�y/.x; y/ integrable on @� � @�. It is clear
that in the case (11.7), Q˙ have Schwartz kernels equal to .@=@�y/E.x; y/ on
the complement of the diagonal in @� � @�. In light of our analysis above of the
principal symbol of Q˙, the proof of (11.7) is complete.

As a check on the evaluation of the constant c in D` f˙ D ˙cf C .1=2/Nf ,
c D 1=2, note that applying Green’s formula to

R

�

.�1/ �E.x; y/ dy readily gives

Z

@�

@E

@�y
.x; y/ dS.y/ D 1; for x 2 �;

0; for x 2 O;

as the value of D` f˙ for f D 1. Since D` fC � D` f� D 2cf , this forces
c D 1=2.
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The way in which ˙.1=2/f .x/ arises in (11.7) is captured well by the model
case of @� a hyperplane in Rn, and

E
�
.x0; xn/; .y0; 0/

� D cn
�
.x0 � y0/2 C x2n

�.2�n/=2
;

when (11.22) becomes

@

@yn
E
�
.x0; xn/; .y0; 0/

� D .2 � n/cnxn
�
.x0 � y0/2 C x2n

��n=2
;

though in this example N D 0.
The following properties of the operators S and N are fundamental.

Proposition 11.2. We have

(11.23) S;N 2 OPS�1.@�/; S elliptic.

Proof. That S has this behavior follows immediately from (11.2) and (11.3). The
ellipticity at x follows from taking normal coordinates at x and using Exercise 3
of �4, for n � 3; for n D 2, the reader can supply an analogous argument. That
N also satisfies (11.23) follows from (11.22) and the vanishing of ˛.x; y/ D
hVx;y; �yi on the diagonal.

An important result complementary to Proposition 11.1 is the following, on the
behavior of the normal derivative at @� of single-layer potentials.

Proposition 11.3. For x 2 @�, we have

(11.24)
@

@�
S` f˙.x/ D 1

2

��f CN #f
�
;

where N # 2 OPS�1.@�/ is given by

(11.25) N #f .x/ D 2

Z

@�

f .y/
@E

@�x
.x; y/ dS.y/:

Proof. The proof of (11.24) is directly parallel to that of (11.7). To see on general
principles why this should be so, use (11.17) to write .@=@�/S` f as the restriction
to @� of

(11.26) XS` f D XE.x;D/.f �/:

Using (11.18) and (11.19), we see that

(11.27)
D` f CXS` f D ŒX;E.x;D/	.f �/ � E.x;D/.div X/.f�/

D A.x;D/.f �/;
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with A.x;D/ 2 OPS�2.M/, the same class as E.x;D/. Thus the extension of
A.x;D/.f �/ to @� is straightforward, and we have

(11.28)
@

@�
S` f˙ D �D` f˙ C A.x;D/.f �/

ˇ̌
@�
:

In particular, the jumps across @� are related by

(11.29)
@

@�
S` fC � @

@�
S` f� D D` f� � D` fC;

consistent with the result implied by formulas (11.7) and (11.24).

It is also useful to understand the boundary behavior of .@=@�/D` f . This
is a bit harder since @2E=@�x@�y is more highly singular. From here on, as-
sume E.x; y/ D E.y; x/, so also �yE.x; y/ D ıx.y/. We define the Neumann
operator

(11.30) N W C1.@�/ �! C1.@�/

as follows. Given f 2 C1.@�/, let u 2 C1.�/ be the unique solution to

(11.31) �u D 0 on �; u D f on @�;

and let

(11.32) Nf D @u

@�

ˇ̌
ˇ
@�
;

the limit taken from within�. It is a simple consequence of Green’s formula that
if we form

(11.33)
Z

@�

h
f .y/

@E

@�y
.x; y/�Nf .y/E.x; y/

i
dS.y/ D D` f .x/�S`Nf .x/;

for x 2 M n @�, then

(11.34)
D` f .x/ � S` Nf .x/ D u.x/; x 2 �;

0; x 2 M n�;

where u is given by (11.31). Note that taking the limit of (11.34) from within �,
using (11.6) and (11.7), gives f D .1=2/f C .1=2/Nf � SNf , which implies
the identity

(11.35) SN D �1
2
.I �N/:
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Taking the limit in (11.34) from M n � gives the same identity. In view of the
behavior (11.23), in particular the ellipticity of S , we conclude that

(11.36) N 2 OPS1.@�/; elliptic.

Now we apply @=@� to the identity (11.34), evaluating on @� from both sides.
Evaluating from� gives

(11.37)
@

@�
D` fC � @

@�
S` NfC D Nf;

while evaluating fromM n� gives

(11.38)
@

@�
D` f� � @

@�
S` Nf� D 0:

In particular, applying @=@� to (11.34) shows that .@=@�/D` f˙ exists, by
Proposition 11.3. Furthermore, applying (11.24) to .@=@�/S` Nf˙, we have a
proof of the following.

Proposition 11.4. For x 2 @�, we have

(11.39)
@

@�
D` f˙.x/ D 1

2
.I CN #/Nf:

In particular, there is no jump across @� of .@=@�/D` f .

We have now developed the layer potentials far enough to apply them to the
study of the Dirichlet problem. We want an approximate formula for the Poisson
integral u D PI f , the unique solution to

(11.40) �u D 0 in �; u
ˇ̌
@�

D f:

Motivated by the Poisson integral formula on RnC, we look for a solution of the
form

(11.41) u.x/ D D` g.x/; x 2 �;
and try to relate g to f . In view of Proposition 11.1, letting x ! z 2 @� in
(11.41) yields

(11.42) u.z/ D 1

2
.g CNg/; for z 2 @�:

Thus if we define u by (11.41), then (11.40) is equivalent to

(11.43) f D 1

2
.I CN/g:
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Alternatively, we can try to solve (11.40) in terms of a single-layer potential:

(11.44) u.x/ D S` h.x/; x 2 �:

If u is defined by (11.44), then (11.40) is equivalent to

(11.45) f D Sh:

Note that, by (11.23), the operator .1=2/.I CN/ in (11.43) is Fredholm, of index
zero, on each spaceH s.@�/. It is not hard to verify that S is elliptic of order �1,
with real principal symbol, so for each s,

S W H s�1.@�/ �! H s.@�/

is Fredholm, of index zero.
One basic case when (11.43) and (11.45) can both be solved is the case of

bounded� in M D Rn, with the standard flat Laplacian.

Proposition 11.5. If � is a smooth, bounded subdomain of Rn, with connected
complement, then, for all s,

(11.46) I CN W H s.@�/ �! H s.@�/ and S W H s�1.@�/ �! H s.@�/

are isomorphisms.

Proof. It suffices to show that I C N and S are injective on C1.@�/. First,
if g 2 C1.@�/ belongs to the null space of I C N , then, by (11.42) and the
maximum principle, we have D` g D 0 in �. By (11.7), the jump of D` g across
@� is g, so we have for v D D` gjO , where O D Rn n�,

(11.47) �v D 0 on O; v
ˇ̌
@�

D �g:
Also, v clearly vanishes at infinity. Now, by (11.39), .@=@�/D` g does not jump
across @�, so we have @v=@� D 0 on @�. But at a point on @� where �g is
maximal, this contradicts Zaremba’s principle, unless g D 0. This proves that
I CN is an isomorphism in this case.

Next, suppose h 2 C1.@�/ belongs to the null space of S . Then, by (11.45)
and the maximum principle, we have S` h D 0 on �. By (11.24), the jump of
.@=@�/S` h across @� is �h, so we have for w D S` hjO that

(11.48) �w D 0 on O; @w

@�

ˇ̌
ˇ
@�

D h;

and w vanishes at infinity. This time, S` h does not jump across @�, so we also
have w D 0 on @�. The maximum principle forces w D 0 on O, so h D 0. This
proves that S is an isomorphism in this case.
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In view of (11.6), we see that (11.44) and (11.45) also give a solution to�u D 0

on the exterior regionRnn�, satisfying u D f on @� and u.x/ ! 0 as jxj ! 1,
if n � 3. This solution is unique, by the maximum principle.

One can readily extend the proof of Proposition 11.5 and show that I CN and
S in (11.46) are isomorphisms in somewhat more general circumstances.

Let us now consider the Neumann problem

(11.49) �u D 0 on �;
@u

@�
D ' on @�:

We can relate (11.49) to (11.40) via the Neumann operator:

(11.50) ' D Nf:

Let us assume that � is connected; then

(11.51) Ker N D ff D const. on �g;

so dim Ker N D 1. Note that, by Green’s theorem,

(11.52) .Nf; g/L2.@�/ D �.du; dv/L2.�/ D .f;Ng/L2.@�/;

where u D PI f , v D PI g, so N is symmetric. In particular,

(11.53) .Nf; f /L2.@�/ D �kduk2
L2.�/

;

so N is negative-semidefinite. The symmetry of N together with its ellipticity
implies that, for each s,

(11.54) N W H sC1.@�/ �! H s.@�/

is Fredholm, of index zero, with both Ker N and R.N /? of dimension 1, and so

(11.55) R.N / D
n
' 2 H s.@�/ W

Z

@�

' dS D 0
o
;

this integral interpreted in the obvious distributional sense when s < 0.
By (11.35), whenever S is an isomorphism in (11.46), we can say that (11.50)

is equivalent to

(11.56) .I �N/f D �2S':

We can also represent a solution to (11.49) as a single-layer potential, of the form
(11.44). Using (11.24), we see that this works provided h satisfies

(11.57) .I �N #/h D �2':
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In view of the fact that (11.44) solves the Dirichlet problem (11.40) with f D Sh,
we deduce the identity ' D NSh, or

(11.58) NS D �1
2
.I �N #/;

complementing (11.35). Comparing these identities, representing SNS in two
ways, we obtain the intertwining relation

(11.59) SN # D NS:

Also note that, under the symmetry hypothesis E.x; y/ D E.y; x/, we have
N # D N �.

The method of layer potentials is applicable to other boundary problems. An
application to the “Stokes system” will be given in Chap. 17, �A.

We remark that a number of results in this section do not make substantial
use of the pseudodifferential operator calculus developed in the early sections;
this makes it easy to extend such results to situations where the boundary has
limited smoothness. For example, it is fairly straightforward to extend results on
the double-layer potential D` to the case where @� is a C 1Cr -hypersurface in
Rn, for any r > 0, and in particular to extend (partially) the first part of (11.46),
obtaining

I CN W L2.@�/ �! L2.@�/ invertible;

in such a case, thus obtaining the representation (11.41) for the solution to the
Dirichlet problem with boundary data in L2.@�/, when @� is a C 1Cr -surface.
Results on S in (11.23) and some results on the Neumann operator, such as
(11.36), do depend on the pseudodifferential operator calculus, so more work is
required to adapt this material to C 1Cr -surfaces, though that has been done.

In fact, via results of [Ca3] and [CMM], the layer potential approach has
been extended to domains in Rn bounded by C 1-surfaces, in [FJR], and then
to domains bounded by Lipschitz surfaces, in [Ver] and [DK]. See also [JK]
for nonhomogeneous equations. Extensions to Lipschitz domains in Riemannian
manifolds are given in [MT1] and [MT2], and extensions to “uniformly rectifi-
able” domains in [D, DS], and [HMT]. We mention just one result here; many
others can be found in the sources cited above and references they contain.

Proposition 11.6. If � is a Lipschitz domain in a compact Riemannian manifold
M , then

PI W L2.@�/ �! H 1=2.�/:

Exercises

1. Let M be a compact, connected Riemannian manifold, with Laplace operator L, and
let � D Œ0; 1	 � M , with Laplace operator � D @2=@y2 C L, y 2 Œ0; 1	. Show that
the Dirichlet problem

�u D 0 on �; u.0; x/ D f0.x/; u.1; x/ D f1.x/
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has the solution

u.y; x/ D e�yp�L'0 C e�.1�y/p�L'1 C �y;

where � is the constant � D .vol M/�1
R
M .f1 � f0/ dV , and

'0 D .1 � e�2p�L/�1.f0 � e�p�Lf1 � �/;
'1 D .1 � e�2p�L/�1.f1 � � � e�p�Lf0/;

the operator .1 � e�2p�L/�1 being well defined on .ker L/?.
2. If Nf0.x/ D .@u=@y/.0; x/, where u is as above, with f1 D 0, show that

Nf0 D �p�Lf0 C Rf0;

where R is a smoothing operator, R W D0.M/ ! C1.M/. Using (11.36), deduce
that these calculations imply

p�L 2 OPS1.M/:

Compare Exercises 4–6 of �10.
3. If PIW C1.@�/ ! C1.�/ is the Poisson integral operator solving (11.40), show

that, for x 2 �,

PI f .x/ D
Z

@�

k.x; y/f .y/ dS.y/;

with
jk.x; y/j � C

�
d.x; y/2 C �.x/2

��.n�1/=2
;

where n D dim �, d.x; y/ is the distance from x to y, and �.x/ is the distance from
x to @�.

4. If M is an .n� 1/-dimensional surface with boundary in�, intersecting @� transver-
sally, with @M � @�, and � W C1.�/ ! C1.M/ is restriction to M , show that

� ı PI W L2.@�/ �! L2.M/:

(Hint: Look at Exercise 2 in �5 of Appendix A on functional analysis.)
5. Given y 2 �, let Gy be the “Green function,” satisfying

�Gy D ıy ; Gy D 0 on @�:

Show that, for f 2 C1.@�/,

PI f .y/ D
Z

@�

f .x/ @	Gy.x/ dS.x/:

(Hint: Apply Green’s formula to .PI f;�Gy/ D .PI f;�Gy/ � .� PI f;Gy/:)
6. Assume u is scalar, �u D f , and w is a vector field on �. Show that

(11.60)

Z

@�

h�;wijruj2 dS D 2

Z

@�

.rwu/.@	u/ dS � 2
Z

�

.rwu/f dV

C
Z

�

.div w/jruj2 dV � 2

Z

�

.Lwg/.ru;ru/ dV;
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where g is the metric tensor on �. This identity is a “Rellich formula.”
(Hint: Compute div

�hru;ruiw� and 2 div.rwu � ru/, and apply the divergence the-
orem to the difference.)

7. In the setting of Exercise 6, assume w is a unit vector field and that h�; wi � a > 0 on
@�. Deduce that

(11.61)

a

2

Z

@�

jruj2 dS � 2

a

Z

@�

j@	uj2 dS C
Z

�

jf j2 dV

C
Z

�

n
jdiv wj C 2jDef wj C 1

o
jruj2 dV:

When �u D f D 0, compare implications of (11.61) with implications of (11.36).
See [Ver] for applications of Rellich’s formula to analysis on domains with Lipschitz
boundary.

8. What happens if, in Proposition 11.5, you allow O D Rn n � to have several con-
nected components? Can you show that one of the operators in (11.46) is still an
isomorphism?

9. Calculate q.xn; x0; � 0/ in (11.13) when p.x; �/ D �j j�j�2. Relate this to the results
(11.7) and (11.24) for D` f˙ and @	 S`f˙. (Hint. The calculation involves

R
.1 C

�2/�1ei�� d� D �e�j� j.)
10. Let N and N # be the operators given by (11.9) and (11.25). Show that N # D N�, the

L2-adjoint of N .

12. Parametrix for regular elliptic boundary problems

Here we shall complement material on regular boundary problems for elliptic
operators developed in �11 of Chap. 5, including in particular results promised
after the statement of Proposition 11.16 in that chapter.

SupposeP is an elliptic differential operator of orderm on a compact manifold
M with boundary, with boundary operatorsBj of ordermj , 1 � j � `, satisfying
the regularity conditions given in �11 of Chap. 5. In order to construct a parametrix
for the solution to P u D f , Bj uj@M D gj , we will use pseudodifferential op-
erator calculus to manipulate P in ways that constant-coefficient operators P.D/
were manipulated in that section. To start, we choose a collar neighborhood C of
@M , C � Œ0; 1	 � @M ; use coordinates .y; x/, y 2 Œ0; 1	; x 2 @M ; and without
loss of generality, consider

(12.1) P u D @mu

@ym
C
m�1X

jD0
Aj .y; x;Dx/

@j u

@yj
;

the order of Aj .y; x;Dx/ being � m � j . We convert P u D f to a first-order
system using v D .v1; : : : ; vm/

t , with

(12.2) v1 D ƒm�1u; : : : ; vj D @j�1
y ƒm�j u; : : : ; vm D @m�1

y u;
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as in (11.41) of Chap. 5. Here, ƒ can be taken to be any elliptic, invertible oper-
ator in OPS1.@M/, with principal symbol j�j (with respect to some Riemannian
metric put on @M ). Then P u D f becomes, on C, the system

(12.3)
@v

@y
D K.y; x;Dx/v C F;

where F D .0; : : : ; 0; f /t and

(12.4) K D

0

BBBBB@

0 ƒ

0 ƒ
: : :

: : :

ƒ

C0 C1 C2 : : : Cm�1

1

CCCCCA
;

where

(12.5) Cj .y; x;Dx/ D �Aj .y; x;Dx/ƒ1�.m�j /

is a smooth family of operators in OPS1.@M/, with y as a parameter. As in
Lemma 11.3 of Chap. 5, we have that P is elliptic if and only if, for all .x; �/ 2
T �@M n0, the principal symbolK1.y; x; �/ has no purely imaginary eigenvalues.

We also rewrite the boundary conditionsBj u D gj at y D 0. If

(12.6) Bj D
X

k�mj
bjk.x;Dx/

@k

@yk

at y D 0, then we have for vj the boundary conditions

(12.7)
X

k�mj
Qbjk.x;Dx/ƒk�mj vkC1.0/ D ƒm�mj�1gj D hj ; 1 � j � `;

where Qbjk.x;D/ has the same principal symbol as bjk.x;D/. We write this as

(12.8) B.x;Dx/v.0/ D h; B.x;Dx/ 2 OPS0.@M/:

We will construct a parametrix for the solution of (12.3), (12.8), with F D 0.
Generalizing (11.52) of Chap. 5, we construct E0.y; x; �/ for .x; �/ 2

T �@Mn0, the projection onto the sum of the generalized eigenspaces of
K1.y; x; �/ corresponding to eigenvalues of positive real part, annihilating the
other generalized eigenspaces, in the form

(12.9) E0.y; x; �/ D 1

2�i

Z

�

�
� �K1.y; x; �/

��1
d�;
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where � D �.y; x; �/ is a curve in the right half-plane of C, encircling all the
eigenvalues of K1.y; x; �/ of positive real part. Then E0.y; x; �/ is homoge-
neous of degree 0 in �, so it is the principal symbol of a family of operators in
OPS0.@M/.

Recall the statement of Proposition 11.9 of Chap. 5 on the regularity condition
for .P;Bj ; 1 � j � `/. One characterization is that, for .x; �/ 2 T �@M n 0,

(12.10) B0.x; �/ W V.x; �/ �! C� isomorphically;

where V.x; �/ D ker E0.0; x; �/, and B0.x; �/ W C	 ! C� is the principal
symbol of B.x;Dx/. Another, equivalent characterization is that, for any 
 2 C�,
.x; �/ 2 T �@M n 0, there exists a unique bounded solution on y 2 Œ0;1/ to the
ODE

(12.11)
@'

@y
�K1.0; x; �/' D 0; B0.x; �/'.0/ D 
:

In that case, of course, '.0/ D '.0; x; �/ belongs to V.x; �/, so '.y; x; �/ is actu-
ally exponentially decreasing as y ! C1, for fixed .x; �/, and it is exponentially
decreasing as j�j ! 1, for fixed y > 0; x 2 @M .

On a conic neighborhood � of any .x0; �0/ 2 T �@M n 0, one can construct
U0.y; x; �/ smooth and homogeneous of degree 0 in �, so that

(12.12) U0K1U
�1
0 D

�
E1 0

0 F1

	
;

where E1.y; x; �/ has eigenvalues all in Re � < 0 and F1 has all its eigenval-
ues in Re � > 0. If we set w.0/ D U0.y; x;D/v, then the equation @v=@y D
K.y; x;Dx/v is transformed to

(12.13)
@w.0/

@y
D
�
E

F

	
w.0/ C Aw.0/ D Gw.0/ C Aw.0/;

where E.y; x;Dx/ and F.y; x;Dx/ have E1 and F1 as their principal sym-
bols, respectively, and A.y; x;Dx/ is a smooth family of operators in the space
OPS0.@M/.

We want to decouple this equation more completely into two pieces. The next
step is to decouple terms of order zero. Let w.1/ D .I C V1/w

.0/, with V1 2
OPS�1 to be determined. We have

(12.14)
@w.1/

@y
D .I C V1/G.I C V1/

�1w.1/ C .I C V1/A.I C V1/
�1w.1/ C � � �

D Gw.1/ C .V1G �GV1 C A/w.1/ C � � � ;
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where the remainder involves terms of order at most �1 operating on w.1/. We
would like to pick V1 so that the off-diagonal terms of V1G � GV1 C A vanish.
We require V1 to be of the form

V1 D
�
0 V12
V21 0

	
:

If A is put into 2 � 2 block form with entries Ajk , we are led to require that (on
the symbol level)

(12.15)
V12E1 � F1V12 D �A12;
V21F1 �E1V21 D �A21:

That we have unique solutions Vjk.y; x; �/ (homogeneous of degree �1 in �) is a
consequence of the following lemma.

Lemma 12.1. Let F 2 M	�	 , the set of � � � matrices, and E 2 M���. Define
 W M	�� ! M	�� by

 .T / D TF � ET:

Then  is bijective, provided E and F have disjoint spectra.

Proof. In fact, if ffj g are the eigenvalues of F and fekg those of E , it is easily
seen that the eigenvalues of  are ffj � ekg.

Thus we obtain solutions V12 and V21 to (12.15). With such a choice of the
symbol of K1, we have

(12.16)
@w.1/

@y
D Gw.1/ C

�
A1

A2

	
w.1/ C Bw.1/;

with B 2 OPS�1. To decouple the part of order �1, we try w.2/ D .I CV2/w
.1/

with V2 2 OPS�2. We get

(12.17)
@w.2/

@y
D Gw.2/ C

�
A1

A2

	
w.2/ C .V2G �GV2 C B/w.2/ C � � � ;

so we want to choose V2 so that, on the symbol level, the off-diagonal terms of
V2G � GV2 C B vanish. This is the problem solved above, so we are in good
shape.

From here we continue, defining w.j / D .I C Vj /w
.j�1/ with Vj 2 OPS�j ,

decoupling further out along the line. Letting w D .I C V /v, with

(12.18) I C V � � � � .I C V3/.I C V2/.I C V1/; V 2 OPS�1;
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we have

(12.19)
@w

@y
D
�
E 0
F 0
	
w; mod C1;

with E 0 D E , F 0 D F mod OPS0. The system (12.3) is now completely
decoupled.

We now concentrate on constructing a parametrix for an “elliptic evolution
equation”

(12.20)
@u

@y
D E.y; x;Dx/u; u.0/ D f;

whereE is a k �k system of first-order pseudodifferential operators, whose prin-
cipal symbol satisfies

(12.21) spec E1.y; x; �/ � f� 2 C W Re � � �C0j�j < 0g; � ¤ 0;

for some C0 > 0. We look for the parametrix in the form (in local coordinates on
@M )

(12.22) u.y/ D
Z
A.y; x; �/eix�� Of .�/ d�;

with A.y; x; �/ in the form

(12.23) A.y; x; �/ �
X

j�0
Aj .y; x; �/;

and the Aj .y; x; �/ constructed inductively. We aim to obtain A.y; x; �/ bounded
in S01;0, for y 2 Œ0; 1	, among other things. In such a case,

(12.24)
� @
@y

� E
�

u D .2�/�n
Z �@A

@y
�L.y; x; �/

�
eix�� Of .�/ d�;

where

(12.25) L.y; x; �/ �
X

˛�0

1

˛Š
E.˛/.y; x; �/A.˛/.y; x; �/:

We define A0.y; x; �/ by the “transport equation”

(12.26)
@

@y
A0.y; x; �/ D E.y; x; �/A0.y; x; �/; A0.0; x; �/ D I:
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If E is independent of y, the solution is

A0.y; x; �/ D eyE.x;�/:

In general, A0.y; x; �/ shares with this example the following important
properties.

Lemma 12.2. For y 2 Œ0; 1	, k; ` D 0; 1; 2; : : : , we have

(12.27) ykD`
yA0.y; x; �/ bounded in S�kC`

1;0 :

Proof. We can take C2 2 .0; C0/ andM large, so thatE.y; x; �/ has spectrum in
the half-space Re � < �C2j�j, for j�j � M . Fixing K 2 .0; C2/, if S.y; �; x; �/
is the solution operator to @B=@y D E.y; x; �/B , taking B.�; x; �/ to B.y; x; �/,
then, for y > � ,

(12.28) jS.y; �; x; �/Bj � C e�K.y�
/j�jjBj; for j�j � M:

It follows that, for y 2 Œ0; 1	,

(12.29) jA0.y; x; �/j � C e�Kyj�j ;

which implies
jykA0.y; x; �/j � Ckh�i�k e�Kyj�j=2 :

Now A0j D @A0=@�j satisfies

@

@y
A0j D E.y; x; �/A0j C @E

@�j
.y; x; �/A0; A0j .0; x; �/ D 0;

so

(12.30) A0j .y; x; �/ D
Z y

0

S.y; �; x; �/
@E

@�j
.�; x; �/A0.�; x; �/ d�;

which in concert with (12.28) and (12.29) yields

(12.31)
ˇ̌
ˇ
@

@�j
A0.y; x; �/

ˇ̌
ˇ � Cye�Kyj�j � C h�i�1e�Kyj�j=2 :

Inductively, one obtains estimates onD˛
�
D
ˇ
xA0.y; x; �/ leading to the ` D 0 case

of (12.27), and then use of (12.26) and induction on ` give (12.27) in general.

For j � 1, we define Aj .y; x; �/ inductively by

(12.32)
@Aj

@y
D E.y; x; �/Aj .y; x; �/CRj .y; x; �/; Aj .0; x; �/ D 0;
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where

(12.33) Rj .y; x; �/ D
X

`<j;`Cj˛jDj

1

˛Š
E.˛/.y; x; �/A`.˛/.y; x; �/:

Then, if, as above, S.y; �; x; �/ is the solution operator to the equation @B=@y D
E.y; x; �/B , we have

(12.34) Aj .y; x; �/ D
Z y

0

S.y; �; x; �/Rj .�; x; �/ d�; j � 1:

The arguments used to prove Lemma 12.2 also establish the following result.

Lemma 12.3. For y 2 Œ0; 1	, k; ` D 0; 1; 2; : : : ; j � 1, we have

(12.35) ykD`
yAj .y; x; �/ bounded in S�j�kC`

1;0 :

A symbol satisfying the condition (12.35) will be said to belong to P�j . In fact,
it is convenient to use the following stronger property possessed by the symbols
Aj .y; x; �/, for j � 0. Given the hypothesis (12.21) on spec E1.y; x; �/, let
0 < C1 < C0. Then

(12.36) Aj .y; x; �/ D Bj .y; x; �/e
�C1yh�i; with Bj .y; x; �/ 2 P�j :

We will say Aj .y; x; �/ 2 P�j
e if this holds or, more generally, if it holds modulo

a smooth family of symbols S.y/ 2 S�1, y 2 Œ0; 1	. The associated families of
operators will be denotedOPP�j and OPP�j

e , respectively.
Operators formed from such symbols have the following mapping property, re-

capturing the Sobolev space regularity established for solutions to regular elliptic
boundary problems in Chap. 5.

Proposition 12.4. If A D A.y; x;Dx/ has symbol

A.y; x; �/ D B.y; x; �/e�C1yh�i; B.y; x; �/ 2 P�j ;

then, for s � �j � 1=2,

(12.37) A W H s.@M/ �! H sCjC1=2.I � @M/:

Proof. First consider the case s D �1=2; j D 0. As B.y; x;Dx/ is bounded in
L.L2.@M// for y 2 Œ0; 1	, we have, for f 2 H�1=2.@M/,

Z 1

0

kA.y/f k2
L2.@M/

dy � C

Z 1

0

ke�C1yƒf k2
L2.@M/

dx

D C2kƒ�1=2f k2
L2.@M/

� C2ke�C1ƒƒ�1=2f k2
L2.@M/

;
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with C2 D C=.2C1/, since

.e�C1yƒf; e�C1yƒf / D � 1

2C1

d

dy
.e�2C1yƒf;ƒ�1f /:

This proves (12.37) in this case. The extension to s D k � 1=2 .k D 1; 2; : : : /,
j D 0 is straightforward, and then the result for general s � �1=2; j D 0 follows
by interpolation. The case of general j is reduced to that of j D 0 by forming
A.y; x; �/h�i�j . One can take any j 2 R.

Having constructed operators with symbols in P0e as parametrices of (12.20),
we now complete the construction of parametrices for the system (12.3), (12.8),
when the regularity condition (12.10) holds. Using a partition of unity, write h as
a sum

P
hj , each term of which has wave front set in a conic set �j on which the

decoupling procedure (12.12) can be implemented. We drop the subscript j and
just call the term h. Then, we construct a parametrix forw D .I CV /U0v, so that
w solves (12.19), with w.0/ D .f; 0/t . Set U D .I C V /U0, and let U�1 denote
a parametrix of U . The solution w.y/ takes the form w.y/ D .w1.y/; 0/, with

(12.38) w1.y/ D A1.y; x;Dx/f; A1.y; x; �/ 2 P0e ;

using the construction (12.22)–(12.34). Note that v.0/ D U�1.f; 0/t D
U�1J1f , where here and below we set J1f D .f; 0/t . Then

(12.39) Bv.0/ D BU�1J1f;

so the boundary condition (12.8) is achieved (modC1) provided f satisfies (mod
C1)

(12.40) BU�1J1f D h:

The regularity condition (12.10) is precisely the condition that BU�1J1 is an
elliptic � � � system, in OPS0.@M/. Letting Q 2 OPS0.@M/ be a parametrix,
we obtain

(12.41) v.y/ D U.y/�1J1A1.y/Qh D A#.y/h:

Recall that Q 2 OPS0.@M/, U.y/�1 is a smooth family of operators in
OPS0.@M/, and A1.y/ 2 OPP0e . We can then say the following about the com-
position A#.y/ D A#.y; x;Dx/.

Lemma 12.5. Given Pj .y/, smooth families in OPSmj .@M/, and A.y/ 2
OPP�e , we have

(12.42) P1.y/A.y/P2.y/ D B.y/ 2 OPP�Cm1Cm2
e :

The proof is a straightforward application of the results on products from �3.
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Consequently, we have a solution mod C1 to (12.3), (12.8), constructed in the
form v.y/ D A#.y/h, with A#.y/ 2 OPP0e . Finally, returning to the boundary
problem for P , we have:

Theorem 12.6. If .P;Bj ; 1 � j � `/ is a regular elliptic boundary problem,
then a parametrix (i.e., a solution mod C1) for

(12.43) P u D 0 on M; Bj u D gj on @M

is constructed in the form

(12.44) u D
X̀

jD1
Qjgj ;

where Qjgj is C1 on the interior of M , and, on a collar neighborhood C D
Œ0; 1	 � @M ,

(12.45) Qjgj D Qj .y/gj ; Qj .y/ 2 OPP�mj
e :

Recall that mj is the order of Bj . Here, the meaning of solution mod C1 to
(12.43) is that if u# is given by (12.44), then

(12.46) P u# 2 C1.M/; Bj u# � gj 2 C1.@M/:

Of course, the regularity results of Chap. 5 imply that if u is a genuine solution to
(12.43), then u � u# 2 C1.M/.

The following is an easy route to localizing boundary regularity results.

Proposition 12.7. Take A.y; x; �/ 2 P�j . Let '; 2 C1.@M/, and assume
their supports are disjoint. Then

(12.47) f 2 D0.@M/ H) 'A.y; x;D/ f 2 C1.Œ0; 1	 � @M/:

Proof. Symbol calculus gives

'A.y; x;D/ 2 P�k; 8 k � 0:

Hence this is a smooth family of elements of OPS�1.@M/. This readily gives
(12.47).

Proposition 12.7 immediately gives the following.

Corollary 12.8. In the setting of Theorem 12.6, if O � @M is open and gj 2
C1.O/ for each j , then u 2 C1 on a neighborhood in M of O.
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Exercises

1. Suppose A.y/ 2 OPPm. Show that

(12.48)
@j

@yj
A.y/

ˇ̌
yD0 D Qj f; Qj 2 OPSmCj

1;0 .@M/:

If A.y/ 2 OPP0e is given by the construction (12.24)–(12.34), show that Qj 2
OPSj .@M/.

2. Applying the construction of this section to the Dirichlet problem for � on M , show
that the Neumann operator N , defined by (11.31)–(11.32), satisfies

(12.49) N 2 OPS1.@M/;

thus providing a proof different from that used in (11.36).
3. Show that A.y; x; �/ belongs to Pme if and only if, for some � > 0 and all N < 1,

(12.50) jD`yDˇxD˛� A0.y; x; �/j � C˛ˇ` e
��yj�j h�imC`�j˛j C CN˛ˇ`h�i�N :

4. If A.y; x; �/ 2 P�j
e , show that, for some � > 0, you can write

(12.51) A.y; x;D/ D e��yƒB.y; x;D/; B.y; x; �/ 2 P�j ; y 2 Œ0; 1	;
modulo a smooth family of smoothing operators.

5. If u D PIf is the solution to �u D 0, u
ˇ̌
@�

D f , use Proposition 12.4 and
Theorem 12.6 to show that

(12.52) PI W H s.@�/ �! H sC1=2.�/; 8 s � �1
2
:

Compare the regularity result of Propositions 11.14–11.15 in Chap. 5.

13. Parametrix for the heat equation

Let L D L.x;D/ be a second-order, elliptic differential operator, whose princi-
pal symbol L2.x; �/ is a positive scalar function, though lower-order terms need
not be scalar. We want to construct an approximate solution to the initial-value
problem

(13.1)
@u

@t
D �Lu; u.0/ D f;

in the form

(13.2) u.t; x/ D
Z
a.t; x; �/eix�� Of .�/ d�;



13. Parametrix for the heat equation 57

for f supported in a coordinate patch. The amplitude a.t; x; �/ will have an
asymptotic expansion of the form

(13.3) a.t; x; �/ �
X

j�0
aj .t; x; �/;

and the aj .t; x; �/ will be defined recursively, as follows. By the Leibniz formula,
write

(13.4)

L.a eix��/ D eix�� X

j˛j�2

i j˛j

˛Š
L.˛/.x; �/D˛

xa.t; x; �/

D eix��
h
L2.x; �/a.t; x; �/ C

2X

`D1
B2�`.x; �;Dx/a.t; x; �/

i
;

where B2�`.x; �;Dx/ is a differential operator (of order `) whose coefficients are
polynomials in �, homogeneous of degree 2 � ` in �.

Thus, we want the amplitude a.t; x; �/ in (13.2) to satisfy (formally)

@a

@t
� �L2a �

2X

`D1
B2�`.x; �;Dx/a:

If a is taken to have the form (13.3), we obtain the following equations, called
“transport equations,” for aj :

(13.5)
@a0

@t
D �L2.x; �/a0.t; x; �/

and, for j � 1,

(13.6)
@aj

@t
D �L2.x; �/aj .t; x; �/C�j .t; x; �/;

where

(13.7) �j .t; x; �/ D �
2X

`D1
B2�`.x; �;Dx/aj�`.t; x; �/:

By convention we set a�1 D 0. So that (6.15) reduces to Fourier inversion at
t D 0, we set

(13.8) a0.0; x; �/ D 1; aj .0; x; �/ D 0; for j � 1:
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Then we have

(13.9) a0.t; x; �/ D e�tL2.x;�/;

and the solution to (13.6) is

(13.10) aj .t; x; �/ D
Z t

0

e.s�t/L2.x;�/�j .s; x; �/ ds:

In view of (13.7), this defines aj .t; x; �/ inductively in terms of aj�1.t; x; �/ and
aj�2.t; x; �/.

We now make a closer analysis of these terms. Define Aj .t; x; �/ by

(13.11) aj .t; x; �/ D Aj .t; x; �/e
�tL2.x;�/:

The following result is useful; it applies to Aj for all j � 1.

Lemma 13.1. If � D 0; 1; 2; : : : , � 2 f1; 2g, then A2�C	 can be written in the
form

(13.12) A2�C	.t; x; �/ D t�C1A#
2�C	.x; !; �/; with ! D t1=2�:

The factor A#
2�C	.x; !; �/ is a polynomial in both ! and �. It is homogeneous of

degree 2 � � in � (i.e., either linear or constant). Furthermore, as a polynomial
in !, each monomial has even order; equivalently, A#

2�C	.x;�!; �/ D
A#
2�C	.x; !; �/.

To prove the lemma, we begin by recasting (13.10). Let �j .t; x; �/ be
defined by

(13.13) �j .t; x; �/ D �j .t; x; �/e
�tL2.x;�/:

Then the recursion (13.7) yields

(13.14) �j e
�tL2 D �

2X

`D1
B2�`.x; �;Dx/

�
Aj�`e�tL2�:

Applying the Leibniz formula gives

(13.15) �j D �
2X

`D1

X

j� j�`
ƒ`.x; !/B

Œ��

2�`.x; �;Dx/Aj�`.t; x; �/;

evaluated at ! D t1=2�, where

(13.16) etL2.x;�/D�
xe

�tL2.x;�/ D ƒ� .x; t
1=2�/:
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Clearly, ƒ� .x; t1=2�/ is a polynomial in � and also a polynomial in t ; hence
ƒ� .x; !/ is an even polynomial in !. Note also that the differential operator

B
Œ��

2�`.x; �;Dx/ is of order ` � j� j, and its coefficients are polynomials in �, ho-
mogeneous of degree 2 � `, as were those of B2�`.x; �;Dx/. The factor Aj is
given by

(13.17) Aj .t; x; �/ D
Z t

0

�j .s; x; �/ ds:

The recursion (13.15)–(13.17) will provide an inductive proof of Lemma 13.1.
To carry this out, assume the lemma true for Aj , for all j < 2�C �. We then

have

�2�C	.t; x; �/ D
X

1�`<	

X

j� j�`
ƒ`.x; !/B

Œ��

2�`.x; �;Dx/A
#
2�C	�`.x; !; �/t

�C1

C
X

	�`�2

X

j� j�`
ƒ`.x; !/B

Œ��

2�`.x; �;Dx/A
#
2�C	�`.x; !; �/t

�:(13.18)

The first sum is empty if � D 1. In the first sum, A#
2�C	�`.x; !; �/ is homoge-

neous of degree 2C ` � � in �, so in the first sum

(13.19)
t�C1ƒ� .x; !/B Œ��2�`.x; �;Dx/A

#
2�C	�`.x; !; �/ D t�C1H #

�	`� .x; !; �/;

whereH #
�	`�

.x; !; �/ is a polynomial in �, homogeneous of degree 4� �, and an
even polynomial in !. We can hence write

(13.20) t�C1H #
�	`� .x; !; �/ D t�H�	`� .x; !; �/;

whereH�	`� .x; !; �/ is a polynomial in �, homogeneous of degree 2� �, and an
even polynomial in !.

In the last sum in (13.18),A#
2�C	�` is homogeneous in � of degree `� �, so in

this sum

(13.21) t�ƒ� .x; !/B
Œ��

2�`.x; �;Dx/A
#
2�C	�`.x; !; �/ D t�H�	`� .x; !; �/;

where, as in (13.20),H�	`� .x; !; �/ is a polynomial in �, homogeneous of degree
2 � �, and an even polynomial in !. Thus

(13.22) �2�C	.t; x; �/ D t�
X

`;�

H�	`� .x; !; �/ D t�K�	.x; !; �/;
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where K�	 is a polynomial in �, homogeneous of degree 2 � �, and an even
polynomial in !. It follows that

(13.23) A2�C	.t; x; �/ D
Z t

0

s�K�	.x; s
1=2�; �/ ds

has the properties stated in Lemma 13.1, whose proof is complete.
The analysis of (13.12) yields estimates on aj .t; x; �/, easily obtained by writ-

ing (for j D 2�C �, � D 1 or 2)

(13.24) aj .t; x; �/ D t�C1A#
j .x; !; �/e

�L2.x;!/=2e�tL2.x;�/=2;

and using the simple estimates

(13.25) j!jLe�L2.x;!/=2 � CL;
�
t j�j2�`e�tL2.x;�/=2 � C2`:

Note that t�C1 D tj=2 if j is even; if j is odd, then t�C1 D tj=2 � t1=2, and the
factor t1=2 can be paired with the linear factor of � in A#

j . Thus we have estimates

(13.26) jaj .t; x; �/j � Cj t
j=2

and

(13.27) jaj .t; x; �/j � Cj h�i�j :

Derivatives are readily estimated by the same method, and we obtain:

Lemma 13.2. For 0 � t � T , k � �j , we have

(13.28) tk=2D`
t aj .t; x; �/ bounded in S2`�k�j

1;0 :

We can construct a function a.t; x; �/ such that each difference a.t; x; �/ �P
`<j a`.t; x; �/ has the properties (13.28), and then, for u.t; x/ given by (13.22),

we have u.0; x/ D f .x/ and

(13.29)
� @
@t

C L
�

u.t; x/ D r.t; x/;

where r.t; x/ is smooth for t � 0 and rapidly decreasing as t & 0. If the construc-
tion is made on a compact manifoldM , energy estimates imply that the difference
between u.t; x/ and v.t; x/ D e�tLf .x/ is smooth and rapidly decreasing as
t & 0, for all f 2 D0.M/. Consequently the “heat kernel”H.t; x; y/, given by

(13.30) e�tLf .x/ D
Z

M

H.t; x; y/ f .y/ dV.y/;
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and the integral kernel Q.t; x; y/ of the operator constructed in the form (13.2)
differ by a function R.t; x; y/, which is smooth on Œ0;1/ �M �M and rapidly
decreasing as t & 0.

Look at the integral kernel of the operator

(13.31) Qj .t; x;D/f D
Z
aj .t; x; �/e

ix�� Of .�/ d�;

which is

(13.32) Qj .t; x; y/ D .2�/�n
Z

Rn

aj .t; x; �/e
i.x�y/�� d�:

For aj .t; x; �/ in the form (13.11)–(13.12), we obtain

(13.33) Qj .t; x; y/ D t .j�n/=2 qj
�
x; t�1=2.x � y/

�
;

where

(13.34) q0.x; z/ D .2�/�n
Z

Rn

e�L2.x;�/eiz�� d�

and, for j � 1,

(13.35) qj .x; z/ D .2�/�n
Z

Rn

A#
j .x; �; �/e

�L2.x;�/eiz�� d�:

We can evaluate the Gaussian integral (13.34) via the method developed in
Chap. 3. If, in the local coordinate system used in (13.2), L2.x; �/ D L.x/� � �,
for a positive-definite matrix L.x/, then

(13.36) q0.x; z/ D
h
det
�
4�L.x/

�i�1=2
e�G.x/z�z=4;

where G.x/ D L.x/�1. Consequently,

(13.37) Q0.t; x; y/ D .4�t/�n=2
h

detL.x/
i�1=2

e�G.x/.x�y/�.x�y/=4t :

The integrals (13.35) can be computed in terms of

(13.38)
.2�/�n

Z
�ˇ e�L2.x;�/eiz��d� D

h
det
�
4�L.x/

�i�1=2
Dˇ

z e
�G.x/z�z=4

D pˇ .x; z/ e
�G.x/z�z=4;
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where pˇ .x; z/ is a polynomial of degree jˇj in z. Clearly, pˇ .x; z/ is even or odd
in z according to the parity of jˇj. Note also that, in (13.35), A#

j .x; �; �/ is even
or odd in � according to the parity of j . We hence obtain the following result.

Proposition 13.3. If L is a second-order, elliptic differential operator with pos-
itive scalar principal symbol, then the integral kernel H.t; x; y/ of the operator
e�tL has the form

(13.39) H.t; x; y/ �
X

j�0
t .j�n/=2 pj

�
x; t�1=2.x � y/� e�G.x/.x�y/�.x�y/=4t ;

where pj .x; z/ is a polynomial in z, which is even or odd in z according to the
parity of j .

To be precise about the strong sense in which (13.39) holds, we note that, for
any � < 1, there is an N < 1 such that the difference RN .t; x; y/ between
the left side of (13.39) and the sum over j � N of the right side belongs to
C 	.Œ0;1/ �M �M/ and vanishes to order � as t & 0.

In particular, we have

(13.40) H.t; x; x/ �
X

j�0
t�n=2Cj p2j .x; 0/;

since pj .x; 0/ D 0 for j odd. Consequently, the trace of the operator e�tL has
the asymptotic expansion

(13.41) Tr e�tL � t�n=2
�
a0 C a1t C a2t

2 C � � � �;

with

(13.42) aj D
Z

M

p2j .x; 0/ dV.x/:

Further use will be made of this in Chaps. 8 and 10.
Note that the exponent in (13.39) agrees with r.x; y/2=4t , up to O.r3=t/, for

x close to y, where r.x; y/ is the geodesic distance from x to y. In fact, when
L D ��, the integral operator with kernel

(13.43) H0.t; x; y/ D .4�t/�n=2 e�r.x;y/2=4t ; t > 0;

is in some ways a better first approximation to e�tL than is (13.2) with a.t; x; �/
replaced by a0.t; x; �/ D e�tL2.x;�/. (See Exercise 3 below.) It can be shown that

(13.44)
� @
@t

C Lx

�
H0.t; x; y/ D Q.t; x; y/; t > 0;
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is the integral kernel of an operator that is regularizing, and if one defines

(13.45) H0#Q.t; x; y/ D
Z t

0

Z

M

H0.t � s; x; z/Q.s; z; y/ dV.z/ ds;

then a parametrix that is as good as (13.39) can be obtained in the form

(13.46) � H0 �H0#QCH0#Q#Q � � � � :

This approach, one of several alternatives to that used above, is taken in [MS].
One can also look at (13.43)–(13.46) from a pseudodifferential operator per-

spective, as done in [Gr]. The symbol of @=@t CL is i C L.x; �/, and

(13.47) H0.x; ; �/ D
�
i C L2.x; �/

��1 2 S�1
1=2;0.R �M/:

The operator with integral kernel H0.t � s; x; y/ given by (13.43) belongs to
OPS�1

1=2;0
.R�M/ and has (13.47) as its principal symbol. This operator has two

additional properties; it is causal, that is, if v vanishes for t < T , so does H0v,
for any T , and it commutes with translations. Denote by Cm the class of operators
in OPSm

1=2;0
.R � M/ with these two properties. One easily has Pj 2 Cmj )

P1P2 2 Cm1Cm2 . The symbol computation gives

(13.48)
� @
@t

C L
�
H0 D I CQ; Q 2 C�1;

and from here one obtains a parametrix

(13.49) H 2 C�1; H � H0 �H0Q CH0Q
2 � � � � :

The formulas (13.46) and (13.49) agree, via the correspondence of operators and
their integral kernels.

One can proceed to construct a parametrix for the heat equation on a manifold
with boundary. We sketch an approach, using a variant of the double-layer-
potential method described for elliptic boundary problems in �11. Let � be an
open domain, with smooth boundary, in M , a compact Riemannian manifold
without boundary. We construct an approximate solution to

(13.50)
@u

@t
D �Lu;

for .t; x/ 2 RC ��, satisfying

(13.51) u.0; x/ D 0; u.t; x/ D h.t; x/; for x 2 @�;
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in the form

(13.52) u D D` g.t; x/ D
Z 1

0

Z

@�

g.s; y/
@H

@�y
.t � s; x; y/ dS.y/ ds;

where H.t; x; y/ is the heat kernel on RC � M studied above. For x 2 @�,
denote by D` gC.t; x/ the limit of D` g from within RC ��. As in (11.7), one
can establish the identity

(13.53) D` gC D 1

2
.I CN/g;

where .1=2/Ng is given by the double integral on the right side of (13.52), with
y and x both in @�. In analogy with (11.23), we have

N 2 OPS�1=2
1=2;0

.RC � @�/:

For u to solve (13.50)–(13.51), we need

(13.54) h D 1

2
.I CN/g:

Thus we have a parametrix for (13.50)–(13.51) in the form (13.52) with

(13.55) g � 2.I �N CN 2 � � � � /h:

We can use the analysis of (13.50)–(13.55) to construct a parametrix for the
solution operator to

(13.56)
@u

@t
D �u; for x 2 �; u.0; x/ D f .x/; u.t; x/ D 0; for x 2 @�:

To begin, let v solve

(13.57)
@v

@t
D �v on RC �M; v.0/ D ef ;

where

(13.58)
ef .x/ D f .x/; for x 2 �;

0; for x 2 M n�:
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One way to obtain u would be to subtract a solution to (13.50)–(13.51), with
�L D �, h D v

ˇ̌
RC�@�. This leads to a parametrix for the solution operator for

(13.56) of the form

(13.59)
p.t; x; y/ D H.t; x; y/ �

Z 1

0

Z

@�

h.s; z; y/
@H

@�z
.t � s; x; z/ dS.z/ ds;

h.s; z; y/ � 2H.s; z; y/C � � � ;

where, as above,H.t; x; y/ is the heat kernel on RC �M .
We mention an alternative treatment of (13.56) that has some advantages. We

will apply a reflection to v. To do this, assume that � is contained in a compact
Riemannian manifoldM , diffeomorphic to the double of�, and let R W M ! M

be a smooth involution of M , fixing @�, which near @� is a reflection of each
geodesic normal to @�, about the point where the geodesic intersects @�. Pulling
back the metric tensor on M by R yields a metric tensor that agrees with the
original on @�. Now set

(13.60) u1.t; x/ D v.t; x/ � v
�
t; R.x/

�
; x 2 �:

We see that u1 satisfies

(13.61)
@u1
@t

D �u1 C g; u1.0; x/ D f; u1.t; x/ D 0; for x 2 @�;

where

(13.62) g D Lbev
ˇ̌
RC��; ev.t; x/ D v

�
t; R.x/

�
;

and where Lb is a second-order differential operator, with smooth coefficients,
whose principal symbol vanishes on @�. Thus the difference u � u1 D w solves

(13.63)
@w

@t
D �w � g; w.0/ D 0; w.t; x/ D 0; for x 2 @�:

Next let v2 solve

(13.64)
@v2

@t
D �v2 �eg on RC �M; v2.0/ D 0;

where

(13.65)
eg.t; x/ D g.t; x/; for x 2 �;

0; for x 2 M n�;
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and set

(13.66) u2 D v2
ˇ̌
RC��:

It follows that w2 D u � .u1 C u2/ satisfies

(13.67)
@w2

@t
D �w2 on RC ��; w2.0/ D 0; w2

ˇ̌
RC�@� D �v2

ˇ̌
RC�@�:

Now we can obtain w2 by the construction (13.52)–(13.55), with

h D �v2
ˇ̌
RC�@�:

To illustrate the effect of this construction using reflection, suppose that, in
(13.56),

(13.68) f 2 H 1
0 .�/:

Then, in (13.57)–(13.58),ef 2 H 1.M/, so v 2 C �RC;H 1.M/
�
, and hence

(13.69) u1 2 C �RC;H 1
0 .�/

�
:

Furthermore, given the nature of Lb and that of the heat kernel on RC �M �M ,
one can show that, in (13.62),

(13.70) g 2 C �RC; L2.�/
�
;

that is, Lb effectively acts like a first-order operator onev, when one restricts to
�. It follows thateg 2 C �RC; L2.M/

�
and hence, via Duhamel’s formula for the

solution to (13.64), that v2 2 C �RC;H 2��.M/
�
, 8 � > 0. Therefore,

(13.71) u2 2 C �RC;H 2��.�//;

and, in (13.67), we have a PDE of the form (13.50)–(13.51), with h 2
C
�
RC;H 3=2��.@�/

�
, for all � > 0. One can deduce from (13.52)–(13.55)

that w2 has as much regularity as that given for u2 in (13.71).
It also follows directly from Duhamel’s principle, applied to (13.63), that

(13.72) w 2 C �RC;H 2��.�/
�
;

so we can see without analyzing (13.52)–(13.55) thatw2 has as much regularity as
mentioned above. Either way, we see that when f satisfies (13.68), the principal
singularities of the solution u to (13.56) are captured by u1, defined by (13.60).
Constructions of u2 and, via (13.52)–(13.55), of w2 yield smoother corrections,
at least when smoothness is measured in the spaces used above.

The construction (13.56)–(13.67) can be compared with constructions in �7 of
Chap. 13.
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Exercises

1. Let L be a positive, self-adjoint, elliptic differential operator of order 2k > 0 on a
compact manifold M , with scalar principal symbol L2k.x; �/. Show that a parametrix
for @u=@t D �Lu can be constructed in the form (13.2)–(13.3), with aj .t; x; �/ of the
following form, generalizing (13.11)–(13.12):

aj .t; x; �/ D Aj .t; x; �/e
�tL2k.x;�/;

where A0.t; x; �/ D 1 and if � D 0; 1; 2; : : : and � 2 f1; : : : ; 2kg, then

A2k�C	.t; x; �/ D t�C1A#
2k�C	.x; !; �/; ! D t1=2k�;

where A#
2k�C	.x; !; �/ is a polynomial in � , homogeneous of degree 2k � �, whose

coefficients are polynomials in !, each monomial of which has degree (in !) that is an
integral multiple of 2k, so A#

2k�C	.x; e
i=k!; �/ D A#

2k�C	.x; !; �/.
2. In the setting of Exercise 1, show that

Tr e�tL � t�n=2k
�
a0 C a1t

1=k C a2t
2=k C � � �

�
;

generalizing (13.41).
3. Let gjk.y; x/ denote the components of the metric tensor at x in a normal coordi-

nate system centered at y. Suppose �Lu.x/ D �u.x/ D gjk.y; x/ @j @ku.x/ C
bj .y; x/ @j u.x/ in this coordinate system. With H0.t; x; y/ given by (13.43), show
that

�
@

@t
C Lx

	
H0.t; x; y/

D H0.t; x; y/
n
.2t/�2

�
gjk.x; x/ � gjk.y; x/�.xj � yj /.xk � yk/

� .2t/�1
�
gj j .x; x/� gj j .y; x/� bj .y; x/.xj � yj /

�o

D H0.t; x; y/

(
O

 
jx � yj4
t2

!
CO

 
jx � yj2

t

!)
:

Compare formula (2.10) in Chap. 5. Note that gjk.y; y/ D ıjk , @`gjk.y; y/ D 0, and

bj .y; y/ D 0. Relate this calculation to the discussion involving (13.43)–(13.49).
4. Using the parametrix, especially (13.39), show that ifM is a smooth, compact Rieman-

nian manifold, without boundary, then

et� W C k.M/ �! C k.M/

is a strongly continuous semigroup, for each k 2 ZC.

14. The Weyl calculus

To define the Weyl calculus, we begin with a modification of the formula (1.10)
for a.x;D/. Namely, we replace eiq�Xeip�D by ei.q�XCp�D/, and set

(14.1) a.X;D/u D
Z

Oa.q; p/ei.q�XCp�D/ u dq dp;
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initially for a.x; �/ 2 S.R2n/. Note that v.t; x/ D ei t.q�XCp�D/u.x/ solves the
PDE

(14.2)
@v

@t
D
X

j

pj
@v

@xj
C i.q � x/v; v.0; x/ D u.x/;

and the solution is readily obtained by integrating along the integral curves of
@=@t �P

pj @=@xj , which are straight lines. We get

(14.3) ei.q�XCp�D/u.x/ D eiq�xCiq�p=2 u.x C p/:

Note that this is equivalent to the identity

(14.4) ei.q�XCp�D/ D eiq�p=2 eiq�X eip�D:

If we plug (14.3) into (14.1), a few manipulations using the Fourier inversion
formula yield

(14.5) a.X;D/u.x/ D .2�/�n
Z
a
�x C y

2
; �
�
ei.x�y/�� u.y/ dy d�;

which can be compared with the formula (1.3) for a.x;D/. Note that a.X;D/ is
of the form (3.2) with a.x; y; �/ D a

�
.xCy/=2; �

�
, while a.x;D/ is of the form

(3.2) with a.x; y; �/ D a.x; �/. In particular, Proposition 3.1 is applicable; we
have

(14.6) a.X;D/ D b.x;D/;

where

(14.7) b.x; �/ D eiD� �Dy a
�x C y

2
; �
�ˇ̌
ˇ
yDx D e.i=2/D� �Dx a.x; �/:

If a.x; �/ 2 Sm
�;ı

, with 0 � ı < � � 1, then b.x; �/ also belongs to Sm
�;ı

and,
by (3.6),

(14.8) b.x; �/ �
X

˛�0

i j˛j

˛Š
2�j˛j D˛

�D
˛
xa.x; �/:

Of course this relation is invertible; we have a.x; �/ D e�.i=2/D� �Dxb.x; �/ and a
corresponding asymptotic expansion. Thus, at least on a basic level, the two meth-
ods of assigning an operator, either a.x;D/ or a.X;D/, to a symbol a.x; �/ lead
to equivalent operator calculi. However, they are not identical, and the differences
sometimes lead to subtle advantages for the Weyl calculus.
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One difference is that since the adjoint of ei.q�XCp�D/ is e�i.q�XCp�D/, we have
the formula

(14.9) a.X;D/� D b.X;D/; b.x; �/ D a.x; �/�;

which is somewhat simpler than the formula (3.13)–(3.14) for a.x;D/�.
Other differences can be traced to the fact that the Weyl calculus exhibits cer-

tain symmetries rather clearly. To explain this, we recall, from the exercises after
�1, that the set of operators

(14.10) ei t eiq�X eip�D D Q�.t; q; p/

form a unitary group of operators on L2.Rn/, a representation of the group Hn,
with group law

(14.11) .t; q; p/ ı .t 0; q0; p0/ D .t C t 0 C p � q0; q C q0; p C p0/:

Now, using (14.4), one easily computes that

(14.12) ei.tCq�XCp�D/ ei.t 0Cq0�XCp0 �D/ D ei.sCu�XCv�D/;

with u D q C q0, v D p C p0, and

(14.13) s D t C t 0 C 1

2
.p � q0 � q � p0/ D t C t 0 C 1

2
�
�
.p; q/; .p0; q0/

�
;

where � is the natural symplectic form on Rn � Rn. Thus

(14.14) �.t; q; p/ D ei.tCq�XCp�D/

defines a unitary representation of a group we’ll denote Hn, which is R � R2n

with group law

(14.15) .t; w/ � .t 0; w0/ D
�
t C t 0 C 1

2
�.w;w0/; w C w0

�
;

where we have set w D .q; p/. Of course, the groups Hn and Hn are isomor-
phic; both are called the Heisenberg group. The advantage of using the group
law (14.15) rather than (14.11) is that it makes transparent the existence of the
action of the group Sp.n;R/ of linear symplectic maps on R2n, as a group of
automorphisms of Hn. Namely, if g W R2n ! R2n is a linear map preserving the
symplectic form, so �.gw; gv/ D �.w; v/ for v;w 2 R2n, then

(14.16) ˛.g/ W Hn ! Hn; ˛.g/.t; w/ D .t; gw/
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defines an automorphism of Hn, so

(14.17) .t; w/ � .t 0; w0/ D .s; v/ ) .t; gw/ � .t 0; gw0/ D .s; gv/

and ˛.gg0/ D ˛.g/˛.g0/. The associated action of Sp.n;R/ on Hn has a formula
that is less clean.

This leads to an action of Sp.n;R/ on operators in the Weyl calculus. Setting

(14.18) ag.x; �/ D a
�
g�1.x; �/

�
;

we have

(14.19) a.X;D/b.X;D/ D c.X;D/ ) ag.X;D/bg.X;D/ D cg.X;D/;

for g 2 Sp.n;R/.
In fact, let us rewrite (14.1) as

a.X;D/ D
Z

Oa.w/�.0;w/ dw:

Then

(14.20)

a.X;D/b.X;D/

D
“

Oa.w/ Ob.w0/�.0;w/�.0;w0/ dw dw0

D
“

Oa.w/ Ob.w0/e
.w;w 0/=2�.0;w C w0/ dw dw0;

so c.X;D/ in (14.19) has symbol satisfying

(14.21) Oc.w/ D .2�/�n
Z

Oa.w �w0/ Ob.w0/ei
.w;w 0/=2 dw0:

The implication in (14.19) follows immediately from this formula. Let us write
c.x; �/ D .a ı b/.x; �/ when this relation holds.

From (14.21), one easily obtains the product formula

(14.22) .a ı b/.x; �/ D e.i=2/.Dy �D��Dx �D�/a.x; �/b.y; 
/
ˇ̌
ˇ
yDx;�D� :

If a 2 Sm
�;ı

, b 2 S
�

�;ı
, 0 � ı < � � 1, we have the following asymptotic

expansion:

(14.23) .a ı b/.x; �/ � ab C
X

j�1

1

j Š
fa; bgj .x; �/;
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where

(14.24) fa; bgj .x; �/ D
�
� i
2

�j �
@y � @� � @x � @�

�j
a.x; �/b.y; 
/

ˇ̌
ˇ
yDx;�D� :

For comparison, recall the formula for

(14.25) a.x;D/b.x;D/ D .a#b/.x;D/

given by (3.16)–(3.20):

(14.26)

.a#b/.x; �/ D eiD��Dya.x; 
/b.y; �/
ˇ̌
ˇ
yDx;�D�

� ab C
X

˛>0

.�i/j˛j

˛Š
@˛� a.x; �/@

˛
xb.x; �/:

In the respective cases, .a ı b/.x; �/ differs from the sum over j < N by an
element of SmC��N.��ı/

�;ı
and .a#b/.x; �/ differs from the sum over j˛j < N by

an element of the same symbol class.
In particular, for � D 1, ı D 0, we have

(14.27) .a ı b/.x; �/ D a.x; �/b.x; �/ C i

2
fa; bg.x; �/ mod SmC��2

1;0 ;

where fa; bg is the Poisson bracket, while

(14.28) .a#b/.x; �/ D a.x; �/b.x; �/ � i
X @a

@�j

@b

@xj
mod SmC��2

1;0 :

Consequently, in the scalar case,

Œa.X;D/; b.X;D/	 D Œa.x;D/; b.x;D/	

D e.x;D/ D e.X;D/ mod OPSmC��2
1;0 ;

(14.29)

with

(14.30) e.x; �/ D ifa; bg.x; �/:

Now we point out one of the most useful aspects of the difference between
(14.27) and (14.28). Namely, one starts with an operator A D a.X;D/ D
a1.x;D/, maybe a differential operator, and perhaps one wants to construct
a parametrix for A, or perhaps a “heat semigroup” e�tA, under appropriate
hypotheses. In such a case, the leading term in the symbol of the operator
b.X;D/ D b1.x;D/ used in (14.20) or (14.25) is a function of a.x; �/, for exam-
ple, a.x; �/�1, or e�ta.x;�/. But then, at least when a.x; �/ is scalar, the last term
in (14.27) vanishes! On the other hand, the last term in (14.28) generally does
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not vanish. From this it follows that, with a given amount of work, one can often
construct a more accurate approximation to a parametrix using the Weyl calculus,
instead of using the constructions of the previous sections.

In the remainder of this section, we illustrate this point by reconsidering the
parametrix construction for the heat equation, made in �13. Thus, we look again
at

(14.31)
@u

@t
D �Lu; u.0/ D f:

This time, set

(14.32) Lu D a.X;D/u C b.x/u;

where

(14.33)
a.x; �/ D

X
gjk.x/�j �k C

X
`j .x/�j

D g.x; �/C `.x; �/:

We assume g.x; �/ is scalar, while `.x; �/ and b.x/ can beK �K matrix-valued.
As the notation indicates, we assume .gjk/ is positive-definite, defining an inner
product on cotangent vectors, corresponding to a Riemannian metric .gjk/. We
note that a symbol that is a polynomial in � also defines a differential operator in
the Weyl calculus. For example,

(14.34)
`.x;D/u D

X
`j .x/ @j u H)

`.X;D/u D
X

`j .x/ @j u C 1

2

X
.@j `j /u

and

(14.35)

a.x;D/ D
X

ajk.x/@j @ku H)

a.X;D/u D
Xh

ajk.x/@j @ku C .@jajk/@ku C 1

4
.@j @kajk/u

i

D
Xh

@j .ajk@ku/C 1

4
.@j @kajk/u

i
:

We use the Weyl calculus to construct a parametrix for (14.31). We will begin by
treating the case when all the terms in (14.33) are scalar, and then we will discuss
the case when only g.x; �/ is assumed to be scalar.

We want to write an approximate solution to (14.31) as

(14.36) u D E.t;X;D/f:
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We write

(14.37) E.t; x; �/ � E0.t; x; �/C E1.t; x; �/C � � �

and obtain the various terms recursively. The PDE (14.31) requires

(14.38)
@

@t
E.t; X;D/ D �LE.t;X;D/ D �.L ıE/.t; X;D/;

where, by the Weyl calculus,

(14.39) .L ıE/.t; x; �/ � L.x; �/E.t; x; �/ C
X

j�1

1

j Š
fL;Egj .t; x; �/:

It is natural to set

(14.40) E0.t; x; �/ D e�ta.x;�/;

as in (13.9). Note that the Weyl calculus applied to this term provides a better
approximation than the previous calculus, because

(14.41) fa; e�tag1 D 0:

If we plug (14.37) into (14.39) and collect the highest order nonvanishing terms,
we are led to define E1.t; x; �/ as the solution to the “transport equation”

(14.42)
@E1

@t
D �aE1 � 1

2
fa;E0g2 � b.x/E0; E1.0; x; �/ D 0:

Let us set

(14.43) �1.t; x; �/ D �1
2

fa; e�tag2 � b.x/e�ta.x;�/:

Then the solution to (14.42) is

(14.44) E1.t; x; �/ D
Z t

0

e.s�t/a.x;�/�1.s; x; �/ ds:

Higher terms Ej .t; x; �/ are then obtained in a straightforward fashion. This
construction is similar to (13.6)–(13.10), but there is the following important dif-
ference. Once you have E0.t; x; �/ and E1.t; x; �/ here, you have the first two
terms in the expansion of the integral kernel of e�tL on the diagonal:

(14.45) K.t; x; x/ � c0.x/t
�n=2 C c1.x/t

�n=2C1 C � � � :
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To get so far using the method of �13, it is necessary to go further and compute
the solution a2.t; x; �/ to the next transport equation. Since the formulas become
rapidly more complicated, the advantage is with the method of this section. We
proceed with an explicit determination of the first two terms in (14.45).

Thus we now evaluate the integral in (14.44). Clearly,

(14.46)
Z t

0

e.s�t/a.x;�/b.x/e�sa.x;�/ ds D tb.x/e�ta.x;�/:

Now, a straightforward calculation yields

(14.47) fa; e�sag2 D s

2
Q.r2a/e�sa � s2

4
T .ra;r2a/e�sa;

where

(14.48) Q.r2a/ D
X

k;`

n
.@�k@�`a/.@xk@x`a/� .@�k@x`a/.@xk@�`a/

o

and

(14.49)

T .ra;r2a/

D
X

k;`

n
.@�k@�`a/.@xka/.@x`a/

C .@xk@x`a/.@�ka/.@�`a/ � 2.@�k@x`a/.@xka/.@�`a/
o
:

Therefore,

(14.50)
Z t

0

e.s�t/afa; e�sag2 ds D t2

4
Q.r2a/e�ta � t3

12
T .ra;r2a/e�ta:

We get E1.t; x; �/ in (14.44) from (14.46) and (14.50).
Suppose for the moment that `.x; �/ D 0 in (14.33), that is, a.X;D/ D

g.X;D/. Suppose also that, for some point x0,

(14.51) rx gjk.x0/ D 0; gjk.x0/ D ıjk:

Then, at x0,

(14.52)

Q.r2a/ D
X

k;`

�
@�k@�`a

��
@xk@x`a

�

D 2
X

j;k;`

@2gjk

@x2
`

.x0/�j �k
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and

(14.53)

T .ra;r2a/ D
X

k;`

�
@xk@x`a

��
@�ka

��
@�`a

�

D 4
X

j;k;`;m

@2gjk

@x`@xm
.x0/�j �k�`�m:

Such a situation as (14.51) arises if gjk.x/ comes from a metric tensor gjk.x/,
and one uses geodesic normal coordinates centered at x0. Now the Laplace-
Beltrami operator is given by

(14.54) �u D g�1=2X @jg
jkg1=2@k u;

where g D det.gjk/. This is symmetric when one uses the Riemannian volume
element dV D p

g dx1 � � �dxn. To use the Weyl calculus, we want an operator
that is symmetric with respect to the Euclidean volume element dx1 � � �dxn, so
we conjugate� by multiplication by g1=4:

(14.55) �Lu D g1=4 �
�
g�1=4u

� D g�1=4X @jg
jkg1=2 @k

�
g�1=4u

�
:

Note that the integral kernel ktL.x; y/ of etL is g1=4.x/kt�.x; y/g
�1=4.y/; in par-

ticular, of course, the two kernels coincide on the diagonal x D y. To compare L
with g.X;D/, note that

(14.56) �Lu D
X

@jg
jk @ku Cˆ.x/u;

where

(14.57) ˆ.x/ D
X

@j
�
gjkg1=2 @kg

�1=4��
X

gjkg1=2
�
@jg

�1=4��@kg�1=4�:

If gjk.x/ satisfies (14.51), we see that

(14.58) ˆ.x0/ D
X

j

@2jg
�1=4.x0/ D �1

4

X

`

@2`g.x0/:

Since g.x0 C he`/ D det
�
ıjk C .1=2/h2 @2

`
gjk

�CO.h3/, we have

(14.59) ˆ.x0/ D �1
4

X

j;`

@2`gjj .x0/:
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By comparison, note that, by (14.35),

(14.60)
g.X;D/u D �

X
@jg

jk @ku C‰.x/u;

‰.x/ D �1
4

X
@j @kg

jk.x/:

If x0 is the center of a normal coordinate system, we can express these results
in terms of curvature, using

(14.61) @`@mg
jk.x0/ D 1

3
Rj`km.x0/C 1

3
Rjmk`.x0/;

in terms of the components of the Riemann curvature tensor, which follows from
formula (3.51) of Appendix C. Thus we get

(14.62)

ˆ.x0/ D �1
4

� 2
3

X

j;`

Rj j̀`.x0/ D �1
6
S.x0/;

‰.x0/ D �1
4

� 1
3

X

j;k

�
Rjjkk.x0/CRjkkj .x0/

� D 1

12
S.x0/:

Here S is the scalar curvature of the metric gjk .
When a.X;D/ D g.X;D/, we can express the quantities (14.52) and (14.53)

in terms of curvature:

(14.63) Q.r2g/ D 2 � 2
3

X

j;k;`

Rj`k`.x0/�j �k D 4

3

X

j;k

Ricjk.x0/�j �k ;

where Ricjk denotes the components of the Ricci tensor, and

(14.64) T .rg;r2g/ D 4 � 2
3

X

j;k;`;m

Rj`km.x0/�j �k�`�m D 0;

the cancelation here resulting from the antisymmetry of Rj`km in .j; `/ and in
.k;m/.

Thus the heat kernel for (14.31) with

(14.65) Lu D g.X;D/u C b.x/u

is of the form (14.36)–(14.37), with E0 D e�tg.x;�/ and

(14.66)

E1.t; x; �/ D
�
�tb.x/ � t2

8
Q.r2g/C t3

24
T .rg;r2g/

�
e�tg

D �
�
tb.x/C t2

6
Ric.�; �/

�
e�tg.x;�/;

at x D x0. Note that g.x0; �/ D j�j2.
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Now the integral kernel of Ej .t; X;D/ is

(14.67) Kj .t; x; y/ D .2�/�n
Z
Ej

�
t;
x C y

2
; �
�
ei.x�y/�� d�:

In particular, on the diagonal we have

(14.68) Kj .t; x; x/ D .2�/�n
Z
Ej .t; x; �/ d�:

We want to compute these quantities, for j D 0; 1, and at x D x0. First,

(14.69) K0.t; x0; x0/ D .2�/�n
Z
e�t j�j2 d� D .4�t/�n=2;

since, as we know, the Gaussian integral in (14.69) is equal to .�=t/n=2. Next,

(14.70)

.2�/nK1.t; x0; x0/

D �tb.x0/
Z
e�t j�j2d� � t2

6

X
Ricjk.x0/

Z
�j �ke

�t j�j2d�:

We need to compute more Gaussian integrals. If j ¤ k, the integrand is an odd
function of �j , so the integral vanishes. On the other hand,

(14.71)

Z
�2j e

�t j�j2d� D 1

n

Z
j�j2e�t j�j2d�

D �1
n

d

dt

Z
e�t j�j2d� D 1

2
�n=2t�n=2�1:

Thus

(14.72) K1.t; x0; x0/ D �.4�t/�n=2
�
tb.x0/C t

12
S.x0/

�
;

since
P

Ricjj .x/ D S.x/.
As noted above, the Laplace operator � on scalar functions, when conjugated

by g1=4, has the form (14.65), with b.x0/ D ˆ.x0/�‰.x0/ D �S.x0/=4: Thus,
for the keat kernel et� on scalars, we have

(14.73) K1.t; x0; x0/ D .4�t/�n=2
t

6
S.x0/:

We now generalize this, setting

(14.74) a.x; �/ D g.x; �/C `.x; �/; `.x; �/ D
X

`j .x/�j :
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Continue to assume that a.x; �/ is scalar and consider L D a.X;D/C b.x/. We
have

(14.75) E0.t; x; �/ D e�ta.x;�/ D e�t`.x;�/ e�tg.x;�/;

andE1.t; x; �/ is still given by (14.42)–(14.50). A point to keep in mind is that we
can drop `.x; �/ from the computation involving fa; e�tag2, altering K1.t; x; x/
only by o.t�n=2C1/ as t & 0. Thus, mod o.t�n=2C1/, K1.t; x0; x0/ is still given
by (14.73). To get K0.t; x0; x0/, expand e�t`.x;�/ in (14.75) in powers of t :

(14.76) E0.t; x; �/ �
h
1 � t`.x; �/C t2

2
`.x; �/2 C � � �

i
e�tg.x;�/:

When doing the �-integral, the term t`.x; �/ is obliterated, of course, while, by
(14.71),

(14.77)
t2

2

Z
`.x0; �/

2e�t j�j2 d� D 1

4
�n=2t�n=2C1X `j .x0/

2:

Hence, in this situation,

(14.78)
K0.t; x0; x0/CK1.t; x0; x0/

D .4�t/�n=2
h
1C t

�X
`j .x0/

2 � b.x0/� 1

12
S.x0/

	
CO.t2/

i
:

Finally, we drop the assumption that `.x; �/ in (14.74) be scalar. We still as-
sume that g.x; �/ defines the metric tensor. There are several changes whose
effects on (14.78) need to be investigated. In the first place, (14.41) is no longer
quite true. We have

(14.79) fa; e�tag1 D i

2

X�
@a

@xj

@

@�j
e�ta � @a

@�j

@

@xj
e�ta

�
:

In this case, with a.x; �/ matrix-valued, we have

(14.80)

@

@xj
e�ta D �te�ta „

�
ad.�ta/�

�
@a

@xj

	

D �te�ta „
�
ad.�t`/�

�
@a

@xj

	
;

where„.z/ D .1 � e�z/=z, so

(14.81)

@

@xj
e�ta D te�ta

�
@a

@xj
C t

2


`;
@`

@xj

�
C � � �

	

D �t @a
@xj

CO.t2j�j/e�ta C � � � ;
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and so forth. Hence

(14.82) fa; e�tag1 D � i
2
t
X

@`

@xj
;
@`

@�j

�
e�ta C � � � :

This is smaller than any of the terms in the transport equation (14.42) for E1, so
it could be put in a higher transport equation. It does not affect (14.78).

Another change comes from the following modification of (14.46):

(14.83)

Z t

0

e.s�t/a.x;�/b.x/e�sa.x;�/ ds

D
hZ t

0

e.s�t/`.x;�/b.x/e�s`.x;�/ ds
i

� e�tg.x;�/:

This time, b.x/ and `.x; �/ may not commute. We can write the right side as

(14.84)

Z t

0

es ad `.x;�/
�
b.x/

�
ds e�t`.x;�/e�tg.x;�/

D t
n
b.x/ � t

2

�
`.x; �/b.x/C b.x/`.x; �/

�C � � �
o
e�tg.x;�/:

Due to the extra power of t with the anticommutator, this does not lead to a change
in (14.78).

The other change in letting `.x; �/ be nonscalar is that the quantity `.x; �/2 DP
`j .x/`k.x/�j �k generally has noncommuting factors, but this also does not

affect (14.78). Consequently, allowing `.x; �/ to be nonscalar does not change
(14.78). We state our conclusion:

Theorem 14.1. If Lu D a.X;D/u C b.x/u, with

(14.85) a.x; �/ D
X

gjk.x/�j �k C
X

`j .x/�j ;

where .gjk/ is the inverse of a metric tensor .gjk/, and `j .x/ and b.x/ are
matrix-valued, and if gjk.x0/ D ıjk , rgjk.x0/ D 0, then the integral kernel
K.t; x; y/ of e�tL has the property

(14.86)

K.t; x0; x0/ D .4�t/�n=2
h
1C t

�X
`j .x0/

2 � b.x0/� 1

12
S.x0/

�
CO.t2/

i
:

Exercises

1. If a.x; �/ D P
a˛.x/�

˛ is a polynomial in � , so that a.x;D/ is a differential operator,
show that a.X;D/ is also a differential operator, given by
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a.X;D/u.x/ D
X

˛

D˛y

h
a˛

�x C y

2

�
u.y/

iˇ̌
ˇ
yDx

D
X

˛

X

ˇC�D˛

 
˛

ˇ

!
2�j� j D�a˛.x/ Dˇ u.x/:

Verify the formulas (14.34) and (14.35) as special cases.
2. If p 2 Sm1;0 and q 2 S

�
1;0 are scalar symbols and p ı q is defined so that the product

p.X;D/q.X;D/ D .p ı q/.X;D/, as in (14.22)–(14.23), show that

q ı p ı q D q2p mod SmC2��2
1;0

More generally, if pjk 2 Sm1;0, pjk D pkj , and qj 2 S�1;0, show tha

X

j;k

qj ı pjk ı qk D
X

j;k

qjpjkqk mod SmC2��2
1;0 :

Relate this to the last identity in (14.35), comparing a second-order differential operator
in the Weyl calculus and in divergence form.

15. Operators of harmonic oscillator type

In this section we study operators with symbols in Sm1 .Rn/, defined to consist of
functions p.x; �/, smooth on R2n and satisfying

(15.1) jDˇ
xD

˛
� p.x; �/j � C˛ˇ .1C jxj C j�j/m�j˛j�jˇ j :

This class has the property of treating x and � on the same footing. We define
OPSm1 .Rn/ to consist of operators p.X;D/ with p.x; �/ 2 Sm1 .Rn/. Here we
use the Weyl calculus, (14.5). In this setting, the Sp.n;R/ action (14.18)–(14.19)
can be well exploited. This action does not preserve Sm1;0.R

n/, but it does preserve
Sm1 .Rn/. The class OPSm1 .Rn/ has been studied in [GLS, Ho4], and [V], and
played a role in microlocal analysis on the Heisenberg group in [T2].

Note that

(15.2) S01 .Rn/ � S01;0.R
n/;

so it follows from Theorem 6.3, plus (14.6)–(14.8), that

(15.3) P 2 OPS01 .Rn/ H) P W L2.Rn/ ! L2.Rn/:

If a 2 Sm1 and b 2 S�1 , variants of methods of �3 and (14.22)–(14.24) give

(15.4) a.X;D/b.X;D/ D .a ı b/.X;D/ 2 OPSmC�
1 .Rn/;
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with

(15.5) .a ı b/.x; �/ � ab C
X

j�1

1

j Š
fa; bgj .x; �/;

where fa; bgj is given by (14.24). Note that

(15.6) fa; bgj 2 SmC��2j
1 .Rn/:

We mention that if either a.x; �/ or b.x; �/ is a polynomial in .x; �/, then the sum
in (15.5) is finite and provides an exact formula for .a ı b/.x; �/.

The set of “classical” symbols in Sm1 .Rn/, denoted Sm.Rn/, is defined to con-
sist of all p.x; �/ 2 Sm1 .Rn/ such that

(15.7) p.x; �/ �
X

j�0
pj .x; �/;

with pj .x; �/ smooth and, for jxj2 C j�j2 � 1, homogeneous of degree m � 2j

in .x; �/. The meaning of (15.7) is that for each N ,

(15.8) p.x; �/ �
N�1X

jD0
pj .x; �/ 2 Sm�2N

1 .Rn/:

It follows from (15.4)–(15.6) that

a 2 Sm.Rn/; b 2 S�.Rn/ H) a.X;D/b.X;D/

D .a ı b/.X;D/; a ı b 2 SmC�.Rn/:(15.9)

Sobolev spaces tailored to these operator classes are defined as follows, for
k 2 ZC.

(15.10)
Hk.Rn/ D fu 2 L2.Rn/ W P u 2 L2.Rn/; 8P 2 Dk.Rn/g;

Dk.Rn/ D span of xˇD˛
x ; j˛j C jˇj � k:

Note that Dk.Rn/ � OPSk.Rn/. The following Rellich type theorem is straight-
forward:

(15.11) The natural inclusion Hk.Rn/ ,! L2.Rn/ is compact, 8 k � 1:

The results (15.4) and (15.3) yield, for k 2 ZC,

(15.12) A 2 OPS�k
1 .Rn/ H) A W L2.Rn/ ! H�k.Rn/:
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We will obtain other Sobolev mapping properties below. These spaces will be seen
to be natural settings for elliptic regularity results.

An operator P D p.X;D/ 2 OPSm1 .Rn/ is said to be elliptic provided

(15.13) jp.x; �/�1j � C.1C jxj C j�j/�m;

for jxj2 C j�j2 sufficiently large. With the results (15.4)–(15.6) in hand, natural
variants of the parametrix construction of �4 yield for such elliptic P ,

(15.14)

Q 2 OPS�m
1 .Rn/; PQ D I CR1; QP D I CR2;

Rj 2 OPS�1
1 .Rn/ D

\

k�1
OPS�k

1 .Rn/:

Clearly, for each m 2 R,

(15.15) Am.x; �/ D .1C jxj2 C j�j2/m=2

is the symbol of an elliptic operator in OPSm1 .Rn/. We have

(15.16) Am.X;D/A�m.X;D/ D I CRm; Rm 2 OPS�4
1 .Rn/:

In this situation, (15.5) applies, and fAm; A�mg1 D 0.
We now introduce the central operator in this class, the harmonic oscillator,

(15.17) H D ��C jxj2 D
nX

jD1

�
� @2

@x2j
C x2j

�
:

This is an elliptic element of OPS2.Rn/, with symbol jxj2 C j�j2. It defines a
positive, self adjoint operator on L2.Rn/. Note that

(15.18)

Lj D @j C xj H) L�
j D �@j C xj

H) L�
jLj D �@2j C x2j � 1

H) H D
X

L�
jLj C n;

so H is positive definite, with H�1 bounded on L2.Rn/. The following result
will be very useful.

Theorem 15.1. For all s 2 .0;1/, H�s 2 OPS�2s.Rn/. With Am.x; �/ as in
(15.15),

(15.19) H�s � A�2s.X;D/ 2 OPS�2s�2.Rn/:

We postpone the proof of Theorem 15.1 and observe some of its consequences.
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Proposition 15.2. For k 2 ZC,

(15.20) H�k=2 W L2.Rn/ �! Hk.Rn/

is an isomorphism.

Proof. The mapping property (15.20) follows from Theorem 15.1 and (15.12). If
k D 2` is even, the two sided inverse to (15.20) is

(15.21) H ` W H2`.Rn/ �! L2.Rn/:

We need to show that if k D 2` � 1 is odd,

(15.22) H k=2 D H `�1=2 W H2`�1.Rn/ �! L2.Rn/:

Indeed, take u 2 H2`�1.Rn/. Then

(15.23) H `u D
X

Xj uj ; uj 2 L2.Rn/; Xj 2 D1.Rn/;

and hence

(15.24) H `�1=2u D
X

H�1=2Xj uj ;

which belongs to L2.Rn/ since H�1=2Xj 2 OPS0.Rn/.
Given Proposition 15.2, it is natural to set

(15.25) Hs.Rn/ D H�s=2L2.Rn/;

for s 2 R, and we have that this space agrees with (15.10) for s D k 2 ZC. For
s > 0, this says

(15.26) Hs.Rn/ D D.H s=2/:

Thus, by Proposition 2.2 of Chap. 4, we can identify Hs.Rn/ with the complex
interpolation space:

(15.27) Hs.Rn/ D ŒL2.Rn/;Hk.Rn/	� ; s D k�; � 2 .0; 1/:

Also note that

(15.28)
\

s<1
Hs.Rn/ D S.Rn/;

[

s>�1
Hs.Rn/ D S 0.Rn/:

In fact, (15.10) gives \k2ZCHk.Rn/ D S.Rn/, and (15.25) gives Hs.Rn/0 D
H�s.Rn/.
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Given Theorem 15.1, it easily follows that

(15.29) H s 2 OPS2s.Rn/; 8 s 2 R:

In fact, given s > 0, take an integer k > s and writeH s D H kH s�k . Also, given
(15.25), we have, for all m; s 2 R,

(15.30) P 2 OPSm1 .Rn/ H) P W Hs.Rn/ ! Hs�m.Rn/:

Indeed, P D H�.s�m/=2.H .s�m/=2PH�s=2/H s=2, and H .s�m/=2PH�s=2 2
OPS01 .Rn/ is bounded on L2.Rn/.

We will approach the proof of Theorem 15.1 via the identity

(15.31) H�s D 1

�.s/

Z 1

0

e�tH ts�1 dt; s > 0:

Thus we have the task of writing

(15.32) e�tH D ht .X;D/

and computing ht .x; �/. We need to solve

(15.33)
@

@t
ht .X;D/ D �Hht .X;D/; h0.x; �/ D 1:

Taking

(15.34) bt .X;D/ D Hht .X;D/; H D Q.X;D/; Q.x; �/ D jxj2 C j�j2;

since Q.x; �/ is a polynomial, the formula (15.5) for composition is a finite sum,
and it is exact:

(15.35) bt .x; �/ D Q.x; �/ht .x; �/C
2X

jD1

1

j Š
fQ;htgj .x; �/:

Now we make the “guess” that for each t > 0, ht .x; �/ is a function of jxj2 C
j�j2 D Q,

(15.36) ht .x; �/ D g.t;Q/:

In that case, fQ;htg1 D 0, and (15.33)–(15.35) lead to the equation

(15.37)
@ht

@t
.x; �/ D �.jxj2 C j�j2/ht .x; �/C 1

4

X

k

� @2

@x2
k

C @2

@�2
k

�
ht .x; �/;
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with initial condition h0.x; �/ D 1, or equivalently to solve

(15.38)
@g

@t
D �Qg CQ

@2g

@Q2
C n

@g

@Q
; g.0;Q/ D 1:

We now guess that (15.38) has a solution of the form

g.t;Q/ D a.t/eb.t/Q:

Then the left side of (15.38) is .a0=aCb0Q/g and the right side is .�QCQb2C
nb/g, so (15.38) is equivalent to

(15.39)
a0.t/
a.t/

D nb.t/; b0.t/ D b.t/2 � 1:

We can solve the second equation for b.t/ by separation of variables. Since
g.0;Q/ D 1, we need b.0/ D 0, and the unique solution is

(15.40) b.t/ D � tanh t:

Then the equation a0=a D �n tanh t with a.0/ D 1 gives

(15.41) a.t/ D .cosh t/�n:

We have our desired formula

(15.42) ht .x; �/ D .cosh t/�ne�.tanh t/.jxj2Cj�j2/:

We discuss briefly why the “guess” that ht .x; �/ is a function of jxj2 C j�j2
was bound to succeed. It is related to the identity (14.19) for the composition of
operators transformed by ag .x; �/ D a.g�1.x; �//; g 2 Sp.n;R/. If we identify
R2n with Cn and .x; �/ with x C i�, then the unitary group U.n/ acts on Cn D
R2n, as a subgroup of Sp.n;R/, preserving jxj2 C j�j2 D jx C i�j2. It follows
from (14.9) that the set of operators whose symbols are invariant under this U.n/
action forms an algebra. From there, it is a short step to guess that e�tH belongs
to this algebra. For more details, see Chap. 1, �7 of [T3].

We return to the identity (15.31), which implies

(15.43) H�s D Q�s.X;D/

with

(15.44) Q�s.x; �/ D 1

�.s/

Z 1

0

ts�1.cosh t/�ne�.tanh t/.jxj2Cj�j2/ dt:
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To complete the proof of Theorem 15.1, it remains to show that, whenever s > 0,

(15.45) Q�s.x; �/ 2 S�2s.Rn/; and Q�s.x; �/ � A�2s.x; �/ 2 S�2s�2.Rn/:

To begin, it is clear by inspection thatQ�s 2 C1.R2n/ whenever s > 0. Also, if
we set

(15.46) Qb�s.x; �/ D 1

�.s/

Z 1

0

ts�1.cosh t/�ne�.tanh t/.jxj2Cj�j2/ dt;

we easily get

(15.47) Q�s.x; �/ �Qb�s.x; �/ 2 S�1
1 .Rn/:

We can set  D tanh t and write

(15.48) Qb�s.x; �/ D 1

�.s/

Z a

0

 s�1'./e��.jxj2Cj�j2/ d;

with a D tanh 1 and ' 2 C1.Œ0; a	/, with power series

(15.49) './ � 1C b1
2 C b2

4 C � � � :

Thus, as jxj2 C j�j2 ! 1, we have

(15.50) Q�s.x; �/ �
X

j�0
q�s;j .x; �/;

with

(15.51)
q�s;j .x; �/ D bj

�.s/

Z 1

0

e��.jxj2Cj�j2/ sC2j�1 d

D bj
�.s C 2j /

�.s/

�jxj2 C j�j2��s�2j ;

and b0 D 1. This proves Theorem 15.1.

Remark: We can sharpen (15.45) as follows. Replace A�2s.x; �/ by eA�2s.x; �/,
smooth on R2n and equal to .jxj2 C j�j2/�2s for jxj2 C j�j2 � 1. Then

(15.52) Q�s.x; �/ �eA�2s.x; �/ 2 S�2s�4.Rn/:

We make a further specific study of the harmonic oscillatorH in �6 of Chap. 8,
including results on the eigenvalues and eigenfunctions of H , and an alternative
approach to the analysis of the semigroup e�tH .
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We can extend the Rellich type result (15.11) as follows. By (15.11) and
(15.20), we have H�1 compact on L2.Rn/, so H�1 has a discrete set of eigen-
values, tending to 0, and hence so doesH�
 for all � > 0. ThusH�
 is compact
on L2.Rn/, and, by (15.26), also compact on Hs.Rn/, for all s 2 R. This gives
the following.

Proposition 15.3. Given r < s 2 R, the natural inclusion

(15.53) Hs.Rn/ ,! Hr.Rn/

is compact.

If P 2 OPSm1 .Rn/ is elliptic (say a k � k system), and Q 2 OPS�m
1 .Rn/ is

a parametrix, as in (15.14), we see that the operatorsRj are compact on Hs.Rn/
for all s, so we have the following.

Proposition 15.4. If P 2 OPSm1 .Rn/ is elliptic, then, for all s 2 R,

(15.54) P W Hs.Rn/ �! Hs�m.Rn/ is Fredholm.

Also

(15.55) KerP; KerP � � S.Rn/;

and the index of P is independent of s.

Material on the index of elliptic operators in OPSm.Rn/ will be covered in
�11 of Chap. 10. See the exercises below for some preliminary results.

Exercises

1. In case n D 1, consider
D1 D @1 C x1:

Show that D1 2 OPS1.R/ is elliptic, and that

IndexD1 D 1:

2. In case n D 2, consider

D2 D
 
@1 C x1 @2 � x2

@2 C x2 �@1 C x1

!
:

Show that D2 2 OPS1.R2/ is elliptic and that

IndexD2 D 1:

3. In the setting of Exercises 1–2, compute D�
j
Dj andDjD�

j
, and compare withH . This

should help to compute the kernels of Dj and D�
j .
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8

Spectral Theory

Introduction

This chapter is devoted to the spectral theory of self-adjoint, differential opera-
tors. We cover a number of different topics, beginning in �1 with a proof of the
spectral theorem. It was an arbitrary choice to put that material here, rather than in
Appendix A, on functional analysis. The main motivation for putting it here is to
begin a line of reasoning that will be continued in subsequent sections, using the
great power of studying unitary groups as a tool in spectral theory. After we show
how easily this study leads to a proof of the spectral theorem in �1, in later sec-
tions we use it in various ways: as a tool to establish self-adjointness, as a tool for
obtaining specific formulas, including basic identities among special functions,
and in other capacities.

Sections 2 and 3 deal with some general questions in spectral theory, such as
when does a differential operator define a self-adjoint operator, when does it have
a compact resolvent, and what asymptotic properties does its spectrum have? We
tackle the latter question, for the Laplace operator�, by examining the asymptotic
behavior of the trace of the solution operator et� for the heat equation, showing
that

(0.1) Tr et� D .4�t/�n=2 vol �C o.t�n=2/; t & 0;

when � is either a compact Riemannian manifold or a bounded domain in Rn

(and has the Dirichlet boundary condition). Using techniques developed in �13
of Chap. 7, we could extend (0.1) to general compact Riemannian manifolds with
smooth boundary and to other boundary conditions, such as the Neumann bound-
ary condition. We use instead a different method here in �3, one that works without
any regularity hypotheses on @�. In such generality, (0.1) does not necessarily
hold for the Neumann boundary problem.

The study of (0.1) and refinements got a big push from [Kac]. As pursued in
[MS], it led to developments that we will discuss in Chap. 10. The problem of to
what extent a Riemannian manifold is determined by the spectrum of its Laplace
operator has led to much work, which we do not include here. Some is discussed

M.E. Taylor, Partial Differential Equations II: Qualitative Studies of Linear Equations,
Applied Mathematical Sciences 116, DOI 10.1007/978-1-4419-7052-7 2,
c� Springer Science+Business Media, LLC 1996, 2011
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in [Ber, Br, BGM], and [Cha]. We mention particularly some distinct regions in
R2 whose Laplace operators have the same spectra, given in [GWW].

We have not included general results on the spectral behavior of � obtained
via geometrical optics and its refinement, the theory of Fourier integral operators.
Results of this nature can be found in Volume 3 of [Ho], in [Shu], and in Chap. 12
of [T1].

Sections 4–7 are devoted to specific examples. In �4 we study the Laplace
operator on the unit spheres Sn. We specify precisely the spectrum of � and
discuss explicit formulas for certain functions of �, particularly

(0.2) A�1 sin tA; A D
�
��C K

4
.n� 1/2

�1=2
:

with K D 1, the sectional curvature of Sn. In �5 we obtain an explicit formula
for (0.2), with K D �1, on hyperbolic space. In �6 we study the spectral theory
of the harmonic oscillator

(0.3) H D ��C jxj2:
We obtain an explicit formula for e�tH , an analogue of which will be useful in
Chap. 10. In �8 we study the operator

(0.4) H D �� �Kjxj�1

on R3, obtaining in particular all the eigenvalues of this operator. This operator
arises in the simplest quantum mechanical model of the hydrogen atom. In �9 we
study the Laplace operator on a cone. Studies done in these sections bring in a
number of special functions, including Legendre functions, Bessel functions, and
hypergeometric functions. We have included two auxiliary problem sets, one on
confluent hypergeometric functions and one on hypergeometric functions.

1. The spectral theorem

Appendix A contains a proof of the spectral theorem for a compact, self-adjoint
operator A on a Hilbert space H . In that case, H has an orthonormal basis fuj g
such that Auj D �j uj ; �j being real numbers having only 0 as an accumulation
point. The vectors uj are eigenvectors.

A general bounded, self-adjoint operatorAmay not have any eigenvectors, and
the statement of the spectral theorem is somewhat more subtle. The following is
a useful version.

Theorem 1.1. If A is a bounded, self-adjoint operator on a separable Hilbert
space H , then there is a �-compact space �, a Borel measure �, a unitary map

(1.1) W W L2.�; d�/ �! H;
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and a real-valued function a 2 L1.�; d�/ such that

(1.2) W �1AWf.x/ D a.x/f .x/; f 2 L2.�; d�/:

Note that when A is compact, the eigenvector decomposition above yields (1.1)
and (1.2) with .�;�/ a purely atomic measure space. Later in this section we will
extend Theorem 1.1 to the case of unbounded, self-adjoint operators.

In order to prove Theorem 1.1, we will work with the operators

(1.3) U.t/ D eitA;

defined by the power-series expansion

(1.4) eitA D
1X

nD0

.it/n

nŠ
An:

This is a special case of a construction made in �4 of Chap. 1. U.t/ is uniquely
characterized as the solution to the differential equation

(1.5)
d

dt
U.t/ D iAU.t/; U.0/ D I:

We have the group property

(1.6) U.s C t/ D U.s/U.t/;

which follows since both sides satisfy the ODE .d=ds/Z.s/ D iAZ.s/;Z.0/ D
U.t/. If A D A�, then applying the adjoint to (1.4) gives

(1.7) U.t/� D U.�t/;

which is the inverse of U.t/ in view of (1.6). Thus fU.t/ W t 2 Rg is a group of
unitary operators.

For a given v 2 H , let Hv be the closed linear span of fU.t/v W t 2 Rg; we
say Hv is the cyclic space generated by v. We say v is a cyclic vector for H if
H D Hv . If Hv is not all of H , note that H?

v is invariant under U.t/, that is,
U.t/H?

v � H?
v for all t , since for a linear subspace V of H , generally

(1.8) U.t/V � V H) U.t/�V ? � V ?:

Using this observation, we can prove the next result.

Lemma 1.2. If U.t/ is a unitary group on a separable Hilbert space H , then H
is an orthogonal direct sum of cyclic subspaces.
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Proof. Let fwj g be a countable, dense subset of H . Take v1 D w1 and H1 D
Hv1 . If H1 ¤ H , let v2 be the first nonzero element P1wj ; j � 2, where P1 is
the orthogonal projection of H ontoH?

1 , and let H2 D Hv2 . Continue.

In view of this, Theorem 1.1 is a consequence of the following:

Proposition 1.3. If U.t/ is a strongly continuous, unitary group on H , having a
cyclic vector v, then we can take� D R, and there exists a positive Borel measure
� on R and a unitary map W W L2.R; d�/ ! H such that

(1.9) W �1U.t/W f .x/ D eitxf .x/; f 2 L2.R; d�/:

The measure � on R will be the Fourier transform

(1.10) � D O�;

where

(1.11) �.t/ D .2�/�1=2 .ei tAv; v/:

It is not clear a priori that (1.10) defines a measure; since � 2 L1.R/, we see that
� is a tempered distribution. We will show that � is indeed a positive measure
during the course of our argument. As for the mapW , we first define

(1.12) W W S.R/ �! H;

where S.R/ is the Schwartz space of rapidly decreasing functions, by

(1.13) W.f / D f .A/v;

where we define the operator f .A/ by the formula

(1.14) f .A/ D .2�/�1=2
Z 1

�1
Of .t/ei tA dt:

The reason for this notation will become apparent shortly; see (1.20). Making use
of (1.10), we have

(1.15)

�
f .A/v; g.A/v

� D .2�/�1
�Z Of .s/eisAv ds;

Z
Og.t/ei tAv dt

�

D .2�/�1
“

Of .s/ Og.t/�ei.s�t/Av; v� ds dt

D .2�/�1=2
“

Of .s/ Og.� � s/�.�/ ds d�

D h1.f g/; �i
D hf g;�i:
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Now, if g D f , the left side of (1.15) is kf .A/vk2, which is � 0. Hence

(1.16)
˝jf j2; �˛ � 0; for all f 2 S.R/:

With this, we can establish:

Lemma 1.4. The tempered distribution �, defined by (1.10)–(1.11), is a positive
measure on R.

Proof. Apply (1.16) with f D p
Fs;
 , where

Fs;
./ D .4�s/�1=2e�.��
/2=4s ; s > 0; � 2 R:

Note that this is a fundamental solution to the heat equation. For each
s > 0; Fs;0 	 � is a positive function. We saw in Chap. 3 that Fs;0 	 � con-
verges to � in S 0.R/ as s ! 0, so this implies that � is a positive measure.

Now we can finish the proof of Proposition 1.3. From (1.15) we see thatW has
a unique continuous extension

(1.17) W W L2.R; d�/ �! H;

and W is an isometry. Since v is assumed to be cyclic, the range of W must be
dense in H , so W must be unitary. From (1.14) it follows that if f 2 S.R/, then

(1.18) eisAf .A/ D fs.A/; with fs./ D eis�f ./:

Hence, for f 2 S.R/,

(1.19) W �1eisAW f D W �1fs.A/v D eis�f ./:

Since S.R/ is dense in L2.R; d�/, this gives (1.9). Thus the spectral theorem for
bounded, self-adjoint operators is proved.

Given (1.9), we have from (1.14) that

(1.20) W �1f .A/W g.x/ D f .x/g.x/; f 2 S.R/; g 2 L2.R; d�/;

which justifies the notation f .A/ in (1.14).
Note that (1.9) implies

(1.21) W �1AW f.x/ D x f .x/; f 2 L2.R; d�/;

since .d=dt/U.t/ D iAU.t/. The essential supremum of x on .R; �/ is equal to
kAk. Thus � has compact support in R if A is bounded. If a self-adjoint operator
A has the representation (1.21), one says A has simple spectrum. It follows from
Proposition 1.3 that A has simple spectrum if and only if it has a cyclic vector.
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One can generalize the results above to a k-tuple of commuting, bounded,
self-adjoint operators A D .A1; : : : ; Ak/. In that case, for t D .t1; : : : ; tk/ 2 Rk ,
set

(1.22) U.t/ D ei t �A; t � A D t1A1 C � � � C tkAk :

The hypothesis that the Aj all commute implies U.t/ D U1.t1/ � � �Uk.tk/, where
Uj .s/ D eisAj . U.t/ in (1.22) continues to satisfy the properties (1.6) and (1.7);
we have a k-parameter unitary group. As above, for v 2 H , we setHv equal to the
closed linear span of fU.t/v W t 2 Rkg, and we say v is a cyclic vector provided
Hv D H . Lemma 1.2 goes through in this case. Furthermore, for f 2 S.Rk/, we
can define

(1.23) f .A/ D .2�/�k=2
Z

Of .t/eit�A dt;

and if H has a cyclic vector v, the proof of Proposition 1.3 generalizes, giving a
unitary map W W L2.Rk ; d�/ ! H such that

(1.24) W �1U.t/Wf .x/ D ei t �xf .x/; f 2 L2.Rk; d�/; t 2 Rk :

Therefore, Theorem 1.1 has the following extension

Proposition 1.5. If A D .A1; : : : ; Ak/ is a k-tuple of commuting, bounded,
self-adjoint operators on H , there is a measure space .�;�/, a unitary map
W WL2.�; d�/ ! H , and real-valued aj 2 L1.�; d�/ such that

(1.25) W �1AjWf.x/ D aj .x/f .x/; f 2 L2.�; d�/; 1 � j � k:

A bounded operator B 2 L.H/ is said to be normal provided B and B� com-
mute. Equivalently, if we set

(1.26) A1 D 1

2

�
B C B��; A2 D 1

2i

�
B � B��;

then B D A1 C iA2, and .A1; A2/ is a 2-tuple of commuting, self-adjoint
operators. Applying Proposition 1.5 and setting b.x/ D a1.x/C ia2.x/, we have:

Corollary 1.6. If B 2 L.H/ is a normal operator, there is a unitary map W W
L2.�; d�/ ! H and a (complex-valued) b 2 L1.�; d�/ such that

(1.27) W �1BWf .x/ D b.x/f .x/; f 2 L2.�; d�/:

In particular, Corollary 1.6 holds when B D U is unitary. We next extend
the spectral theorem to an unbounded, self-adjoint operator A on a Hilbert space
H , whose domain D.A/ is a dense linear subspace of H . This extension, due to
von Neumann, uses von Neumann’s unitary trick, described in (8.18)–(8.19) of
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Appendix A. We recall that, for such A, the following three properties hold:

(1.28)

A˙ i W D.A/ �! H bijectively,

U D .A � i/.AC i/�1 is unitary onH;

A D i.I C U /.I � U /�1;

where the range of I � U D 2i.A C i/�1 is D.A/. Applying Corollary 1.6 to
B D U , we have the following theorem:

Theorem 1.7. If A is an unbounded, self-adjoint operator on a separable Hilbert
space H , there is a measure space .�;�/, a unitary map W W L2.�; d�/ ! H ,
and a real-valued measurable function a on� such that

(1.29) W �1AWf.x/ D a.x/f .x/; Wf 2 D.A/:

In this situation, given f 2 L2.�; d�/; Wf belongs to D.A/ if and only if the
right side of (1.29) belongs to L2.�; d�/.

The formula (1.29) is called the “spectral representation” of a self-adjoint op-
erator A. Using it, we can extend the functional calculus defined by (1.14) as
follows. For a Borel function f W R ! C, define f .A/ by

(1.30) W �1f .A/Wg.x/ D f .a.x//g.x/:

If f is a bounded Borel function, this is defined for all g 2 L2.�; d�/ and
provides a bounded operator f .A/ on H . More generally,

(1.31) D
�
f .A/

� D ˚
Wg 2 H W g 2 L2.�; d�/ and f .a.x//g 2 L2.�; d�/
:

In particular, we can define ei tA, for unbounded, self-adjointA, by

W �1ei tAWg D ei ta.x/g.x/

Then ei tA is a strongly continuous unitary group, and we have the following result,
known as Stone’s theorem (stated as Proposition 9.5 in Appendix A):

Proposition 1.8. If A is self-adjoint, then iA generates a strongly continuous,
unitary group, U.t/ D ei tA.

Note that Lemma 1.2 and Proposition 1.3 are proved for a strongly continuous,
unitary groupU.t/ D ei tA, without the hypothesis thatA be bounded. This yields
the following analogue of (1.2):

(1.32) W �1U.t/Wf .x/ D eita.x/f .x/; f 2 L2.�; d�/;
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for this more general class of unitary groups. Sometimes a direct construction,
such as by PDE methods, of U.t/ is fairly easy. In such a case, the use of U.t/
can be a more convenient tool than the unitary trick involving (1.28).

We say a self-adjoint operator A is positive, A � 0, provided .Au; u/ � 0, for
all u 2 D.A/. In terms of the spectral representation, this says we have (1.29)
with a.x/ � 0 on �. In such a case, e�tA is bounded for t � 0, even for complex
t with Re t � 0, and also defines a strongly continuous semigroup. This proves
Proposition 9.4 of Appendix A.

Given a self-adjoint operatorA and a Borel set S � R, define P.S/ D �S .A/,
that is, using (1.29),

(1.33) W �1P.S/Wg D �S .a.x//g.x/; g 2 L2.�; d�/;

where �S is the characteristic function of S . Then each P.S/ is an orthogonal
projection. Also, if S D S

j�1 Sj is a countable union of disjoint Borel sets Sj ,
then, for each u 2 H ,

(1.34) lim
n!1

nX

jD1
P.Sj /u D P.S/u;

with convergence in the H -norm. This is equivalent to the statement that

nX

jD1
�Sj .a.x//g ! �S .a.x//g in L2-norm; for each g 2 L2.�; d�/;

which in turn follows from Lebesgue’s dominated convergence theorem. By
(1.34), P.�/ is a strongly countably additive, projection-valued measure. Then
(1.30) yields

(1.35) f .A/ D
Z
f .�/ P.d�/:

P.�/ is called the spectral measure of A.
One useful formula for the spectral measure is given in terms of the jump of

the resolvent R� D .� � A/�1, across the real axis. We have the following

Proposition 1.9. For bounded, continuous f W R ! C,

(1.36) f .A/u D lim
"&0

1

2�i

Z 1

�1
f .�/

h
.� � i" � A/�1 � .�C i" � A/�1

i
u d�:

Proof. Since W �1f .A/W is multiplication by f .a.x//, (1.36) follows from the
fact that
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(1.37)
1

�

Z 1

�1
"f .�/

.� � a.x//2 C "2
d� �! f .a.x//;

pointwise and boundedly, as " & 0.

An important class of operators f .A/ are the fractional powers f .A/ D
A˛; ˛ 2 .0;1/, defined by (1.30)–(1.31), with f .�/ D �˛, provided A � 0.
Note that if g 2 C.Œ0;1// satisfies g.0/ D 1; g.�/ D O.��˛/ as � ! 1, then,
for u 2 H ,

(1.38) u 2 D.A˛/ ” kA˛g."A/ukH is bounded; for " 2 .0; 1	;

as follows easily from the characterization (1.31) and Fatou’s lemma. We note
that Proposition 2.2 of Chap. 4 applies to D.A˛/, describing it as an interpolation
space.

We particularly want to identify D.A1=2/, when A is a positive, self-adjoint
operator on a Hilbert spaceH constructed by the Friedrichs method, as described
in Proposition 8.7 of Appendix A. Recall that this arises as follows. One has a
Hilbert space H1, a continuous injection J W H1 ! H with dense range, and one
defines A by

(1.39)
�
A.Ju/; Jv

�
H

D .u; v/H1 ;

with

(1.40)
D.A/ D ˚

J u 2 JH1 � H W v 7! .u; v/H1 is

continuous in Jv; in the H -norm


:

We establish the following.

Proposition 1.10. If A is obtained by the Friedrichs extension method (1.39)–
(1.40), then

(1.41) D.A1=2/ D J.H1/ � H:

Proof. D.A1=2/ consists of elements of H that are limits of sequences in D.A/,
in the norm kA1=2ukH C kukH . As shown in the proof of Proposition 8.7 in
Appendix A, D.A/ D R.JJ �/. Now

(1.42) kA1=2JJ �f k2H D .AJJ �f; JJ �f /H D kJ �f k2H1 :

Thus a sequence .JJ �fn/ converges in the D.A1=2/-norm (to an element g) if
and only if .J �fn/ converges in the H1-norm (to an element u), in which case
g D Ju. Since J � W H ! H1 has dense range, precisely all u 2 H1 arise as limits
of such .J �fn/, so the proposition is proved.
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Exercises

1. The definition (1.33) of the spectral measure P.�/ of a self-adjoint operator A depends
a priori on a choice of the spectral representation of A. Show that any two spectral
representations of A yield the same spectral measure.
(Hint: For f 2 S.R/; f .A/ is well defined by (1.14), or alternatively by (1.36).)

2. Self-adjoint differential operators

In this section we present some examples of differential operators on a manifold
� which, with appropriately specified domains, give unbounded, self-adjoint op-
erators on L2.�; dV/; dV typically being the volume element determined by a
Riemannian metric on �.

We begin with self-adjoint operators arising from the Laplacian, making use of
material developed in Chap. 5. Let� be a smooth, compact Riemannian manifold
with boundary, or more generally the closure of an open subset � of a compact
manifoldM without boundary. Then, as shown in Chap. 5,

(2.1) I �� W H 1
0 .�/ �! H 1

0 .�/
�

is bijective, with inverse we denote T ; if we restrict T to L2.�/,

(2.2) T W L2.�/ �! L2.�/ is compact and self-adjoint.

Denote by R.T / the image of L2.�/ under T . We can apply Proposition 8.2 of
Appendix A to deduce the following

Proposition 2.1. If � is a region in a compact Riemannian manifold M , then
� is self-adjoint on L2.�/, with domain D.�/ D R.T / � H 1

0 .�/ described
above.

For a further description of D.�/, note that

(2.3) D.�/ D fu 2 H 1
0 .�/ W �u 2 L2.�/g:

If @� is smooth, we can apply the regularity theory of Chap. 5 to obtain

(2.4) D.�/ D H 1
0 .�/\H 2.�/:

Instead of relying on Proposition 8.2, we could use the Friedrichs construction,
given in Proposition 8.7 of Appendix A. This construction can be applied more
generally. Let � be any Riemannian manifold, with Laplace operator �. We can
define H 1

0 .�/ to be the closure of C1
0 .�/ in the space fu 2 L2.�/ W du 2

L2.�;ƒ1/g. The inner product on H 1
0 .�/ is

(2.5) .u; v/1 D .u; v/L2 C .du; dv/L2 :
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We have a natural inclusion H 1
0 .�/ ,! L2.�/, and the Friedrichs method gives

a self-adjoint operator A on L2.�/ such that

(2.6) .Au; v/L2 D .u; v/1; for u 2 D.A/; v 2 H 1
0 .�/;

with

(2.7)
D.A/ D ˚

u 2 H 1
0 .�/ W v 7! .u; v/1 extends from H 1

0 .�/ ! C to a

continuous linear functionalL2.�/ ! C


;

that is,

(2.8)
D.A/ D ˚

u 2 H 1
0 .�/ W 9f 2 L2.�/ such that

.u; v/1 D .f; v/L2 ;8v 2 H 1
0 .�/



:

Integrating (2.5) by parts for v 2 C1
0 .�/, we see that A D I � � on D.A/, so

we have a self-adjoint extension of � in this general setting, with domain again
described by (2.3).

The process above gives one self-adjoint extension of �, initially defined on
C1
0 .�/. It is not always the only self-adjoint extension. For example, suppose�

is compact with smooth boundary; considerH 1.�/, with inner product (2.5), and
apply the Friedrichs extension procedure. Again we have a self-adjoint operator
A, extending I ��, with (2.8) replaced by

(2.9)
D.A/ D ˚

u 2 H 1.�/ W 9f 2 L2.�/ such that

.u; v/1 D .f; v/L2 ;8v 2 H 1.�/


:

In this case, Proposition 7.2 of Chap. 5 yields the following

Proposition 2.2. If � is a smooth, compact manifold with boundary and � the
self-adjoint extension just described, then

(2.10) D.�/ D fu 2 H 2.�/ W @	u D 0 on @�g:

In case (2.10), we say D.�/ is given by the Neumann boundary condition,
while in case (2.4) we say D.�/ is given by the Dirichlet boundary condition.

In both cases covered by Propositions 2.1 and 2.2, .��/1=2 is defined as a
self-adjoint operator. We can specify its domain using Proposition 1.10, obtaining
the next result:

Proposition 2.3. In case (2.3), D..��/1=2/ D H 1
0 .�/; in case (2.10),

D..��/1=2/ D H 1.�/.

Though� on C1
0 .�/ has several self-adjoint extensions when� has a bound-

ary, it has only one when� is a complete Riemannian manifold. This is a classical
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result, due to Roelcke; we present an elegant proof due to Chernoff [Chn]. When
an unbounded operator A0 on a Hilbert space H , with domain D0, has exactly
one self-adjoint extension, namely the closure of A0, we say A0 is essentially
self-adjoint on D0.

Proposition 2.4. If � is a complete Riemannian manifold, then � is essentially
self-adjoint onC1

0 .�/. Thus the self-adjoint extension with domain given by (2.3)
is the closure of � on C1

0 .�/.

Proof. We will obtain this as a consequence of Proposition 9.6 of Appendix A,
which states the following. Let U.t/ D ei tA be a unitary group on a Hilbert space
H which leaves invariant a dense linear space DI U.t/D � D. IfA is an extension
of A0 and A0 W D ! D, then A0 and all its powers are essentially self-adjoint
on D.

In this case, U.t/ will be the solution operator for a wave equation, and we will
exploit finite propagation speed. Set

(2.11) iA0 D
�

0 I

� � I 0

	
; D.A0/ D C1

0 .�/˚ C1
0 .�/:

The group U.t/ will be the solution operator for the wave equation

(2.12) U.t/

�
f

g

	
D
�

u.t/
ut .t/

	
;

where u.t; x/ is determined by

@2u

@t2
� .� � 1/u D 0I u.0; x/ D f; ut .0; x/ D g

It was shown in �2 of Chap. 6 that U.t/ is a unitary group on H D H 1
0 .�/ ˚

L2.�/; its generator is an extension of (2.11), and finite propagation speed im-
plies that U.t/ preserves C1

0 .�/ ˚ C1
0 .�/ for all t , provided � is complete.

Thus each Ak0 is essentially self-adjoint on this space. Since

(2.13) �A20 D
�
� � I 0

0 � � I

	
;

we have the proof of Proposition 2.3. Considering A2k0 , we deduce furthermore
that each power�k is essentially self-adjoint on C1

0 .�/, when� is complete.

Though� is not essentially self-adjoint on C1
0 .�/ when� is compact, we do

have such results as the following:

Proposition 2.5. If � is a smooth, compact manifold with boundary, then � is
essentially self-adjoint on

(2.14) fu 2 C1.�/ W u D 0 on @�g;
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its closure having domain described by (2.3). Also,� is essentially self-adjoint on

(2.15) fu 2 C1.�/ W @	u D 0 on @�g;

its closure having domain described by (2.10).

Proof. It suffices to note the simple facts that the closure of (2.14) in H 2.�/ is
(2.3) and the closure of (2.15) in H 2.�/ is (2.10).

We note that when � is a smooth, compact Riemannian manifold with bound-
ary, and D.�/ is given by the Dirichlet boundary condition, then

(2.16)
1\

jD1
D.�j / D fu 2 C1.�/ W �ku D 0 on @�; k D 0; 1; 2; : : : g;

and when D.�/ is given by the Neumann boundary condition, then

(2.17)
1\

jD1
D.�j / D fu 2 C1.�/ W @	.�ku/ D 0 on @�; k � 0g:

We now derive a result that to some degree amalgamates Propositions 2.4 and
2.5. Let � be a smooth Riemannian manifold with boundary, and set

(2.18) C1
c .�/ D fu 2 C1.�/ W supp u is compact in �gI

we do not require elements of this space to vanish on @�. We say that � is com-
plete if it is complete as a metric space.

Proposition 2.6. If � is a smooth Riemannian manifold with boundary which is
complete, then � is essentially self-adjoint on

(2.19) fu 2 C1
c .�/ W u D 0 on @�g:

In this case, the closure has domain given by (2.3).

Proof. Consider the following linear subspace of (2.19):

(2.20) D0 D fu 2 C1
c .�/ W �j u D 0 on @� for j D 0; 1; 2; : : : g:

Let U.t/ be the unitary group on H 1
0 .�/ ˚ L2.�/ defined as in (2.12), with u

also satisfying the Dirichlet boundary condition, u.t; x/ D 0 for x 2 @�. Then,
by finite propagation speed, U.t/ preserves D0 ˚D0, provided� is complete, so
as in the proof of Proposition 2.4, we deduce that � is essentially self-adjoint on
D0; a fortiori it is essentially self-adjoint on the space (2.19).
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By similar reasoning, we can show that if � is complete, then � is essentially
self-adjoint on

(2.21) fu 2 C1
c .�/ W @	u D 0 on @�g:

The results of this section so far have involved only the Laplace operator�. It
is also of interest to look at Schrödinger operators, of the form ��CV , where the
“potential” V.x/ is a real-valued function. In this section we will restrict attention
to the case V 2 C1.�/ and we will also suppose that V is bounded from below.
By adding a constant to ��C V , we may as well suppose

(2.22) V.x/ � 1 on�:

We can define a Hilbert space H 1
V 0.�/ to be the closure of C1

0 .�/ in the space

(2.23) H 1
V .�/ D fu 2 L2.�/ W du 2 L2.�;ƒ1/; V 1=2u 2 L2.�/g;

with inner product

(2.24) .u; v/1;V D .du; dv/L2 C .V u; v/L2 :

Then there is a natural injectionH 1
V 0.�/ ,! L2.�/, and the Friedrichs extension

method provides a self-adjoint operator A. Integration by parts in (2.24), with
v 2 C1

0 .�/, shows that such A is an extension of ��C V . For this self-adjoint
extension, we have

(2.25) D.A1=2/ D H 1
V 0.�/:

In case � is a smooth, compact Riemannian manifold with boundary and
V 2 C1.�/, one clearly has H 1

V 0.�/ D H 1
0 .�/. In such a case, we have an

immediate extension of Proposition 2.1, including the characterization (2.4) of
D.��C V /. One can also easily extend Proposition 2.2 to ��C V in this case.
It is of substantial interest that Proposition 2.4 also extends, as follows:

Proposition 2.7. If � is a complete Riemannian manifold and the function V 2
C1.�/ satisfies V � 1, then ��C V is essentially self-adjoint on C1

0 .�/.

Proof. We can modify the proof of Proposition 2.4; replace � � 1 by � � V in
(2.11) and (2.12). Then U.t/ gives a unitary group onH 1

V 0.�/˚L2.�/, and the
finite propagation speed argument given there goes through. As before, all powers
of ��C V are essentially self-adjoint on C1

0 .�/.

Some important classes of potentials V have singularities and are not bounded
below. In �7 we return to this, in a study of the quantum mechanical Coulomb
problem.
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We record here an important compactness property when V 2 C1.�/ tends
to C1 at infinity in �

Proposition 2.8. If the Friedrichs extension method described above is used to
construct the self-adjoint operator �� C V for smooth V � 1, as above, and if
V ! C1 at infinity (i.e., for each N < 1; �N D fx 2 � W V.x/ � N g is
compact), then ��C V has compact resolvent.

Proof. Given (2.25), it suffices to prove that the injection H 1
V 0.�/ ! L2.�/

is compact, under the current hypotheses on V . Indeed, if fung is bounded in
H 1
V 0.�/, with inner product (2.24), then fdung and fV 1=2ung are bounded in

L2.�/. By Rellich’s theorem and a diagonal argument, one has a subsequence
funkg whose restriction to each �N converges in L2.�N /-norm. The bound-
edness of fV 1=2ung in L2.�/ then gives convergence of this subsequence in
L2.�/-norm, proving the proposition.

The following result extends Proposition 2.4 of Chap. 5

Proposition 2.9. Assume that � is connected and that either � is compact or
V ! C1 at infinity. Denote by �0 the first eigenvalue of �� C V . Then
a �0-eigenfunction of �� C V is nowhere vanishing on �. Consequently, the
�0-eigenspace is one-dimensional.

Proof. Let u be a �0-eigenfunction of ��CV . As in the proof of Proposition 2.4
of Chap. 5, we can write u D uC C u�, where uC.x/ D u.x/ for u.x/ > 0

and u�.x/ D u.x/ for u.x/ � 0, and the variational characterization of the
�0-eigenspace implies that u˙ are eigenfunctions (if nonzero). Hence it suffices
to prove that if u is a �0-eigenfunction and u.x/ � 0 on �, then u.x/ > 0 on �.
To this end, write

u.x/ D et.��VC�0/u.x/ D
Z

�

pt .x; y/u.y/ dV.y/

We see that this forces pt .x; y/ D 0 for all t > 0, when

x 2 † D fx W u.x/ D 0g; y 2 O; O D fx W u.x/ > 0g;

since pt .x; y/ is smooth and � 0. The strong maximum principle (see Exercise 3
in �1 of Chap. 6 forces † D ;.

Exercises

1. Let H1
V
.�/ be the space (2.23). If V � 1 belongs to C1.�/, show that the Friedrichs

extension also defines a self-adjoint operator A1, equal to �� C V on C1
0 .�/, such

that D.A1=21 / D H1
V
.�/. If � is complete, show that this operator coincides with the

extension A defined in (2.25). Conclude that, in this case, H1
V
.�/ D H1

V 0
.�/.
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2. Let � be complete, V � 1 smooth. Show that if A is the self-adjoint extension of
��C V described in Proposition 2.7, then

(2.26) D.A/ D fu 2 L2.�/ W ��u C V u 2 L2.�/g;
where a priori we regard ��u C V u as an element of D0.�/.

3. Define T W L2.�/ ! L2.�;ƒ1/˚L2.�/ by D.T / D H1
V 0
.�/; T u D .du; V 1=2u/.

Show that

(2.27) D.T �/D f.v1; v2/2L2.�;ƒ1/˚ L2.�/ W ıv1 2L2.�/; V 1=2v2 2L2.�/g:
Show that T �T is equal to the self-adjoint extension A of �� C V defined by the
Friedrichs extension, as in (2.25).

4. If � is complete, show that the self-adjoint extension A of ��C V in Proposition 2.7
satisfies

(2.28) D.A/ D fu 2 L2.�/ W �u 2 L2.�/; V u 2 L2.�/g:
(Hint: Denote the right side by W . Use Exercise 3 and A D T �T to show that
D.A/ � W . Use Exercise 2 to show that W � D.A/:)

5. Let D D �i d=dx on C1.R/, and let B.x/ 2 C1.R/ be real-valued. Define the
unbounded operator L on L2.R/ by

(2.29) D.L/ D fu 2 L2.R/ W Du 2 L2.R/; Bu 2 L2.R/g; Lu D Du C iB.x/u:

Show that L� D D � iB , with

D.L�/ D fu 2 L2.R/ W Du � iBu 2 L2.R/g
Deduce that A0 D L�L is given by A0u D D2u C B2u C B 0.x/u on

D.A0/ D fu 2 L2.R/ W Du 2 L2.R/; Bu 2 L2.R/; D2uCB2uCB 0.x/u 2 L2.R/g
6. Suppose that jB 0.x/j � #B.x/2 C C , for some # < 1; C < 1. Show that

D.A0/ D fu 2 L2.R/ W D2u C .B2 C B 0/u 2 L2.R/g
(Hint: Apply Exercise 2 to D2 C .B2 C B 0/ D A, and show that D.A1=2/ is given by
D.L/, defined in (2.29).)

7. In the setting of Exercise 6, show that the operator L of Exercise 5 is closed.

(Hint: L�L D A is a self-adjoint extension of D2 C .B2 C B 0/. Show that D.A1=21 /

D D.L/ and also D D.L/:) Also show that D.L�/ D D.L/ in this case.

3. Heat asymptotics and eigenvalue asymptotics

In this section we will study the asymptotic behavior of the eigenvalues of the
Laplace operator on a compact Riemannian manifold, with or without boundary.
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We begin with the boundaryless case. Let M be a compact Riemannian man-
ifold without boundary, of dimension n. In �13 of Chap. 7 we have constructed a
parametrix for the solution operator et� of the heat equation

(3.1)
� @
@t

��
�

u D 0 on RC �M; u.0; x/ D f .x/

and deduced that

(3.2) Tr et� � t�n=2
�
a0 C a1t C a2t

2 C � � � /; t & 0;

for certain constants aj . In particular,

(3.3) a0 D .4�/�n=2 vol M:

This is related to the behavior of the eigenvalues of � as follows. Let the eigen-
values of �� be 0 D �0 � �1 � �2 � � � � % 1. Then (3.2) is equivalent to

(3.4)
1X

jD0
e�t�j � t�n=2

�
a0 C a1t C a2t

2 C � � � /; t & 0:

We will relate this to the counting function

(3.5) N.�/ � #f�j W �j � �g;

establishing the following:

Theorem 3.1. The eigenvalues f�j g of �� on the compact Riemannian manifold
M have the behavior

(3.6) N.�/ � C.M/�n=2; � ! C1;

with

(3.7) C.M/ D a0

�.n
2

C 1/
D vol M

�.n
2

C 1/.4�/n=2
:

That (3.6) follows from (3.4) is a special case of a result known as Karamata’s
Tauberian theorem. The following neat proof follows one in [Si3]. Let � be
a positive (locally finite) Borel measure on Œ0;1/; in the example above,
�
�
Œ0; �	

� D N.�/.

Proposition 3.2. If � is a positive measure on Œ0;1/; ˛ 2 .0;1/, then

(3.8)
Z 1

0

e�t� d�.�/ � at�˛ ; t & 0;
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implies

(3.9)
Z x

0

d�.�/ � bx˛ ; x % 1;

with

(3.10) b D a

�.˛ C 1/
:

Proof. Let d�t be the measure given by �t .A/ D t˛�.t�1A/, and let d�.�/
D ˛�˛�1d�; then �t D �. The hypothesis (3.8) becomes

(3.11) lim
t!0

Z
e�� d�t .�/ D b

Z
e�� d�.�/;

with b given by (3.10), and the desired conclusion becomes

(3.12) lim
t!0

Z
�.�/ d�t .�/ D b

Z
�.�/ d�.�/

when � is the characteristic function of Œ0; 1	. It would suffice to show that (3.12)
holds for all continuous �.�/ with compact support in Œ0;1/.

From (3.11) we deduce that the measures e��d�t are uniformly bounded, for
t 2 .0; 1	. Thus (3.12) follows if we can establish

(3.13) lim
t!0

Z
g.�/e�� d�t .�/ D b

Z
g.�/e�� d�.�/;

for g in a dense subspace of C0.RC/, the space of continuous functions on Œ0;1/

that vanish at infinity. Indeed, the hypothesis implies that (3.13) holds for all g
in A, the space of finite, linear combinations of functions of � 2 Œ0;1/ of the
form 's.�/ D e�s�; s 2 .0;1/, as can be seen by dilating the variables in
(3.11). By the Stone-Weierstrass theorem, A is dense in Co.RC/, so the proof is
complete.

We next want to establish similar results on N.�/ for the Laplace operator �
on a compact manifold � with boundary, with Dirichlet boundary condition. At
the end of �13 in Chap. 7 we sketched a construction of a parametrix for et� in
this case which, when carried out, would yield an expansion

(3.14) Tr et� � t�n=2
�
a0 C a1=2t

1=2 C a1t C � � � �; t & 0;

extending (3.2). However, we will be able to verify the hypothesis of Proposition
3.2 with less effort than it would take to carry out the details of this construction,
and for a much larger class of domains.
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For simplicity, we will restrict attention to bounded domains in Rn and to the
flat Laplacian, though more general cases can be handled similarly. Now, let� be
an arbitrary bounded, open subset of Rn, with closure �. The Laplace operator
on �, with Dirichlet boundary condition, was studied in �5 of Chap. 5

Lemma 3.3. For any bounded, open � � Rn; � with Dirichlet boundary con-
dition, et� is trace class for all t > 0.

Proof. Let � � B , a large open ball. Then the variational characterization of
eigenvalues shows that the eigenvalues�j .�/ of �� on� and �j .B/ ofL D ��
on B , both arranged in increasing order, have the relation

(3.15) �j .�/ � �j .B/:

But we know that e�tL has integral kernel in C1.B �B/ for each t > 0, hence is
trace class. Since e�t�j .�/ � e�t�j .B/, this implies that the positive self-adjoint
operator et� is also trace class.

Limiting arguments, which we leave to the reader, allow one to show that, even in
this generality, if H.t; x; y/ 2 C1.���/ is, for fixed t > 0, the integral kernel
of et� on L2.�/, then

(3.16) Tr et� D
Z

�

H.t; x; x/ dx:

See Exercises 1–5 at the end of this section.

Proposition 3.4. If � is a bounded, open subset of Rn and � has the Dirichlet
boundary condition, then

(3.17) Tr et� � .4�t/�n=2 vol �; t & 0:

Proof. We will compareH.t; x; y/ with H0.t; x; y/ D .4�t/�n=2ejx�yj2=4t , the
free-space heat kernel. Let E.t; x; y/ D H0.t; x; y/�H.t; x; y/. Then, for fixed
y 2 �,

(3.18)
@E

@t
��xE D 0 on RC ��; E.0; x; y/ D 0;

and

(3.19) E.t; x; y/ D H0.t; x; y/; for x 2 @�:

To make simple sense out of (3.19), one might assume that every point of @�
is a regular boundary point, though a further limiting argument can be made to
lift such a restriction. The maximum principle for solutions to the heat equation
implies
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(3.20) 0 � E.t; x; y/ � sup
0�s�t;z2�

H0.s; z; y/ � sup
0�s�t

.4�s/�n=2 e�ı.y/2=4s;

where ı.y/ D dist.y; @�/. Now the function

 ı .s/ D .4�s/�n=2e�ı2=4s

on .0;1/ vanishes at 0 and 1 and has a unique maximum at s D ı2=2n; we
have  ı.ı2=2n/ D Cnı

�n. Thus

(3.21) 0 � E.t; x; y/ � max
�
.4�t/�n=2e�ı.y/2=4t ; Cnı.y/�n

�
:

Of course, E.t; x; y/ � H0.t; x; y/ also.
Now, let O �� � be such that vol.� n O/ < ". For t small enough, namely

for t � ı21=2n where ı1 D dist.O; @�/, we have

(3.22) 0 � E.t; x; x/ � .4�t/�n=2e�ı.x/2=4t ; x 2 O;

while of course 0 � E.t; x; x/ � .4�t/�n=2, for x 2 � n O. Therefore,

(3.23) lim sup
t!0

.4�t/n=2
Z

�

E.t; x; x/ dx � ";

so

(3.24)

vol � � " � lim inf
t!0

.4�t/n=2
Z

�

H.t; x; x/ dx

� lim sup
t!0

.4�t/n=2
Z

�

H.t; x; x/ dx � vol �:

As " can be taken arbitrarily small, we have a proof of (3.17).

Corollary 3.5. If� is a bounded, open subset of Rn; N.�/ the counting function
of the eigenvalues of ��, with Dirichlet boundary condition, then (3.6) holds.

Note that if O" is the set of points in � of distance � " from @� and we define
v."/ D vol.� n O"/, then the estimate (3.24) can be given the more precise
reformulation

(3.25) 0 � vol � � .4�t/n=2 Tr et� � !.
p
2nt/;

where

(3.26) !."/ D v."/C
Z 1

"

e�ns2=2"2 dv.s/:
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The fact that such a crude argument works, and works so generally, is a special
property of the Dirichlet problem. If one uses the Neumann boundary condition,
then for bounded � � Rn with nasty boundary, � need not even have compact
resolvent. However, Theorem 3.1 does extend to the Neumann boundary condition
provided @� is smooth. One can do this via the sort of parametrix for boundary
problems sketched in �13 of Chap. 7.

We now look at the heat kernel H.t; x; y/ on the complement of a smooth,
bounded region K � Rn. We impose the Dirichlet boundary condition on @K .
As before, 0 � H.t; x; y/ � H0.t; x; y/, whereH0.t; x; y/ is the free-space heat
kernel. We can extendH.t; x; y/ to be Lipschitz continuous on .0;1/�Rn�Rn

by setting H.t; x; y/ D 0 when either x 2 K or y 2 K . We now estimate
E.t; x; y/ D H0.t; x; y/ � H.t; x; y/. Suppose K is contained in the open ball
of radiusR centered at the origin.

Lemma 3.6. For jx � yj � jyj �R, we have

(3.27) E.t; x; y/ � C t�1=2e�.jyj�R/2=4t :

Proof. With y 2 � D Rn nK , write

(3.28) H.t; x; y/ D .4�t/�1=2
Z 1

�1
e�s2=4t cos sƒ ds;

where ƒ D p�� and � is the Laplace operator on �, with the Dirichlet
boundary condition. We have a similar formula for H0.t; x; y/, using instead
ƒ0 D p��0, with �0 the free-space Laplacian. Now, by finite propagation
speed,

cos sƒ ıy.x/ D cos sƒ0 ıy.x/;

provided
jsj � d D dist.y; @K/; and jx � yj � d

Thus, as long as jx � yj � d , we have

(3.29) E.t; x; y/ D .4�t/�1=2
Z

jsj�d
e�s2=4t �cos sƒ0 ıy.x/� cos sƒ ıy.x/

�
ds:

Then the estimate (3.27) follows easily, along the same lines as estimates on heat
kernels discussed in Chap. 6, �2.

When we combine (3.27) with the obvious inequality

(3.30) 0 � E.t; x; y/ � H0.t; x; y/ D .4�t/�n=2e�jx�yj2=4t ;

we see that, for each t > 0; E.t; x; y/ is rapidly decreasing as jxj C jyj ! 1.
Using this and appropriate estimates on derivatives, we can show that E.t; x; y/
is the integral kernel of a trace class operator on L2.Rn/. We can write
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(3.31) Tr
�
et�0 � et�P

� D
Z

Rn

E.t; x; x/ dx;

whereP is the projection ofL2.Rn/ ontoL2.�/ defined by restriction to�. Now,
as t & 0; .4�t/n=2E.t; x; x/ approaches 1 onK and 0 on Rn nK . Together with
the estimates (3.27) and (3.30), this implies

(3.32) .4�t/n=2
Z

Rn

E.t; x; x/ dx �! vol K;

as t & 0. This establishes the following:

Proposition 3.7. If K is a closed, bounded set in Rn; � is the Laplacian on
L2.Rn n K/; with Dirichlet boundary condition, and �0 is the Laplacian on
L2.Rn/, then et�0 � et�P is trace class for each t > 0 and

(3.33) Tr
�
et�0 � et�P

� � .4�t/�n=2 vol K;

as t & 0.

This result will be of use in the study of scattering by an obstacle K , in Chap. 9.
It is also valid for the Neumann boundary condition if @K is smooth.

Exercises

In Exercises 1–4, let � � Rn be a bounded, open set and let Oj be open with smooth
boundary such that

O1 �� O2 �� � � � �� Oj �� � � � % �:

Let Lj be �� on Lj , with Dirichlet boundary condition; the corresponding operator
on � is simply denoted ��.

1. Using material developed in �5 of Chap. 5, show that, for any t > 0; f 2 L2.�/,
e�tLj Pj f �! et�f strongly in L2.�/;

as j ! 1, where Pj is multiplication by the characteristic function of Oj .
Don’t peek at Lemma 3.4 in Chap. 11!

2. If �	.Oj / are the eigenvalues of Lj , arranged in increasing order for each j , show
that, for each �,

�	.Oj / & �	.�/; as j ! 1:

3. Show that, for each t > 0,
Tr e�tLj % Tr et�:

4. Let Hj .t; x; y/ be the heat kernel on RC � Oj � Oj . Extend Hj to RC �� �� so
as to vanish if x or y belongs to� n Oj . Show that, for each x 2 �; y 2 �; t > 0,

Hj .t; x; y/ % H.t; x; y/; as j ! 1:
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Deduce that, for each t > 0,
Z

Oj

Hj .t; x; x/ dx %
Z

�

H.t; x; x/ dx

5. Using Exercises 1–4, give a detailed proof of (3.16) for general bounded � � Rn.
6. Give an example of a bounded, open, connected set � � R2 (with rough boundary)

such that �, with Neumann boundary condition, does not have compact resolvent.

4. The Laplace operator on Sn

A key tool in the analysis of the Laplace operator�S on Sn is the formula for the
Laplace operator on RnC1 in polar coordinates:

(4.1) � D @2

@r2
C n

r

@

@r
C 1

r2
�S :

In fact, this formula is simultaneously the main source of interest in �S and the
best source of information about it.

To begin, we consider the Dirichlet problem for the unit ball in Euclidean
space, B D fx 2 RnC1 W jxj < 1g:

(4.2) �u D 0 in B; u D f on Sn D @B;

given f 2 D0.Sn/. In Chap. 5 we obtained the Poisson integral formula for the
solution:

(4.3) u.x/ D 1� jxj2
An

Z

Sn

f .y/

jx � yjnC1 dS.y/;

whereAn is the volume of Sn. Equivalently, if we set xD r! with r D jxj; ! 2Sn;

(4.4) u.r!/ D 1 � r2

An

Z

Sn

f .!0/
.1 � 2r! � !0 C r2/.nC1/=2 dS.!0/:

Now we can derive an alternative formula for the solution of (4.2) if we use
(4.1) and regard�u D 0 as an operator-valued ODE in r ; it is an Euler equation,
with solution

(4.5) u.r!/ D rA�.n�1/=2f .!/; r � 1;

where A is an operator on D0.Sn/, defined by

(4.6) A D
�
��S C .n � 1/2

4

�1=2
:
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If we set r D e�t and compare (4.5) and (4.4), we obtain a formula for the
semigroup e�tA as follows. Let �.!; !0/ denote the geodesic distance on Sn from
! to !0, so cos �.!; !0/ D ! � !0. We can rewrite (4.4) as

(4.7)

u.r!/ D 2

An
sinh.log r�1/ r�.n�1/=2

�
Z

Sn

f .!0/
�
2 cosh.log r�1/ � 2 cos �.!; !0/

��.nC1/=2 dS.!
0/:

In other words, by (4.5),

(4.8) e�tAf .!/ D 2

An
sinh t

Z

Sn

f .!0/
�
2 cosh t � 2 cos�.!; !0/

�.nC1/=2 dS.!
0/:

Identifying an operator on D0.Sn/ with its Schwartz kernel in D0.Sn � Sn/, we
write

(4.9) e�tA D 2

An

sinh t

.2 cosh t � 2 cos �/.nC1/=2 ; t > 0:

Note that the integration of (4.9) from t to 1 produces the formula

(4.10) A�1e�tA D 2Cn.2 cosh t � 2 cos �/�.n�1/=2; t > 0;

provided n � 2, where

Cn D 1

.n � 1/An D 1

4
��.nC1/=2�

�n � 1
2

�

With the exact formula (4.9) for the semigroup e�tA, we can proceed to give
formulas for fundamental solutions to various important PDE, particularly

(4.11)
@2u

@t2
�Lu D 0 (wave equation)

and

(4.12)
@u

@t
�Lu D 0 (heat equation),

where

(4.13) L D �S � .n � 1/2

4
D �A2:

If we prescribe Cauchy data u.0/ D f; ut .0/ D g for (4.11), the solution is

(4.14) u.t/ D .cos tA/f C A�1.sin tA/g:
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Assume n � 2. We obtain formulas for these terms by analytic continuation of
the formulas (4.9) and (4.10) to Re t > 0 and then passing to the limit t 2 iR.
This is parallel to the derivation of the fundamental solution to the wave equation
on Euclidean space in �5 of Chap. 3. We have

(4.15)
A�1e.it�"/A D �2Cn

�
2 cosh.it � "/ � 2 cos �

��.n�1/=2
;

e.it�"/A D 2

An
sinh.it � "/�2 cosh.it � "/� 2 cos �

��.nC1/=2
:

Letting " & 0, we have

(4.16)
A�1 sin tA D

lim
"&0

�2Cn Im .2 cosh " cos t � 2i sinh " sin t � 2 cos �/�.n�1/=2

and

(4.17)
cos tA D

lim
"&0

�2
An

Im.sin t/.2 cosh " cos t � 2i sinh " sin t � 2 cos �/�.nC1/=2:

For example, on S2 we have, for 0 � t � � ,

(4.18)
A�1 sin tA D �2C2.2 cos � � 2 cos t/�1=2; � < jt j;

0; � > jt j;

with an analogous expression for general t , determined by the identity

(4.19) A�1 sin.t C 2�/A D �A�1 sin tA on D0.S2k/;

plus the fact that sin tA is odd in t . The last line on the right in (4.18) re-
flects the well-known finite propagation speed for solutions to the hyperbolic
equation (4.11).

To understand how the sign is determined in (4.19), note that, in (4.15),
with " > 0, for t D 0 we have a real kernel, produced by taking the �.n �
1/=2 D �k C 1=2 power of a positive quantity. As t runs from 0 to 2� , the
quantity 2 cosh.i t � "/ D 2 cosh " cos t � 2i sinh " sin t moves once clockwise
around a circle of radius 2.cosh2 "C sinh2 "/1=2, centered at 0, so 2 cosh " cos t �
2i sinh " sin t � 2 cos � describes a curve winding once clockwise about the ori-
gin in C. Thus taking a half-integral power of this gives one the negative sign
in (4.14).

On the other hand, when n is odd, the exponents on the right side of (4.15)–
(4.17) are integers. Thus

(4.20) A�1 sin.t C 2�/A D A�1 sin tA on D0.S2kC1/:
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Also, in this case, the distributional kernel for A�1 sin tAmust vanish for jt j ¤ � .
In other words, the kernel is supported on the shell � D jt j. This is the general-
ization to spheres of the strict Huygens principle.

In case n D 2k C 1 is odd, we obtain from (4.16) and (4.17) that

(4.21) A�1 sin tA f .x/ D 1

.2k � 1/ŠŠ
� 1

sin s

@

@s

�k�1�
sin2k�1 s f .x; s/

�
sDt

and

(4.22) cos tA f .x/ D 1

.2k � 1/ŠŠ
sin s

� 1

sin s

@

@s

�k�
sin2k�1 s f .x; s/

�
sDt ;

where, as in (5.66) of Chap. 3, .2k � 1/ŠŠ D 3 � 5 � � � .2k � 1/ and

(4.23) f .x; s/ D mean value of f on †s.x/ D fy 2 Sn W �.x; y/ D jsjg:

We can examine general functions of the operatorA by the functional calculus

(4.24) g.A/ D .2�/�1=2
Z 1

�1
Og.t/eitA dt D .2�/�1=2

Z 1

�1
Og.t/ cos tA dt;

where the last identity holds provided g is an even function. We can rewrite this,
using the fact that cos tA has period 2� in t on D0.Sn/ for n odd, period 4� for
n even. In concert with (4.22), we have the following formula for the Schwartz
kernel of g.A/ on D0.S2kC1/, for g even:

(4.25) g.A/ D .2�/�1=2
�
� 1

2�

1

sin �

@

@�

�k 1X

kD�1
Og.� C 2k�/:

As an example, we compute the heat kernel on odd-dimensional spheres. Take
g.�/ D e�t�2 . Then Og.s/ D .2t/�1=2e�s2=4t and

(4.26) .2�/�1=2
X

k

Og.s C 2k�/ D .4�t/�1=2
X

k

e�.sC2k/2=4t D #.s; t/;

where #.s; t/ is a “theta function.” Thus the kernel of e�tA2 on S2kC1 is given by

(4.27) e�tA2 D
�
� 1

2�

1

sin �

@

@�

�k
#.�; t/:

A similar analysis on S2k gives an integral, with the theta function appearing in
the integrand.
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The operator A has a compact resolvent on L2.Sn/, and hence a discrete set
of eigenvalues, corresponding to an orthonormal basis of eigenfunctions. Indeed,
the spectrum of A has the following description

Proposition 4.1. The spectrum of the self-adjoint operator A on L2.Sn/ is

(4.28) spec A D
n1
2
.n � 1/C k W k D 0; 1; 2; : : :

o
:

Proof. Since 0 is the smallest eigenvalue of ��S , the definition (4.6) shows that
.n � 1/=2 is the smallest eigenvalue of A. Also, (4.20) shows that all eigenvalues
of A are integers if n is odd, while (4.19) implies that all eigenvalues of A are
(nonintegral) half-integers if n is even. Thus spec A is certainly contained in the
right side of (4.28).

Another way to see this containment is to note that since the function u.x/
given by (4.5) must be smooth at x D 0, the exponent of r in that formula can
take only integer values.

Let Vk denote the eigenspace of A with eigenvalue �k D .n � 1/=2C k. We
want to show that Vk ¤ 0 for k D 0; 1; 2; : : : . Moreover, we want to identify Vk .
Now if f 2 Vk , it follows that u.x/ D u.r!/ D rA�.n�1/=2f .!/ D rkf .!/

is a harmonic function defined on all of RnC1, which, being homogeneous and
smooth at x D 0, must be a harmonic polynomial, homogeneous of degree k in
x. If Hk denotes the space of harmonic polynomials, homogeneous of degree k,
restriction to Sn � RnC1 produces an isomorphism:

(4.29) � W Hk

	�! Vk:

To show that each Vk ¤ 0, it suffices to show that each Hk ¤ 0.
Indeed, for c D .c1; : : : ; cnC1/ 2 CnC1, consider

pc.x/ D .c1x1 C � � � C cnC1xnC1/k:

A computation gives

�pc.x/ D k.k � 1/hc; ci.c1x1 C � � � C ckxk/
k�2;

hc; ci D c21 C � � � C c2k:

Hence �pc D 0 whenever hc; ci D 0, so the proposition is proved.

We now want to specify the orthogonal projections Ek of L2.Sn/ on Vk . We
can attack this via (4.10), which implies

(4.30)
1X

kD0
��1
k e�t	kEk.x; y/ D 2Cn.2 cosh t � 2 cos �/�.n�1/=2;
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where � D �.x; y/ is the geodesic distance from x to y in Sn. If we set r D e�t
and use �k D .n � 1/=2C k, we get the generating function identity

(4.31)

1X

kD0
rk��1

k Ek.x; y/ D 2Cn.1 � 2r cos � C r2/�.n�1/=2

D
1X

kD0
rkpk.cos �/I

in particular,

(4.32) Ek.x; y/ D �k pk.cos �/:

These functions are polynomials in cos � . To see this, set t D cos � and write

(4.33) .1 � 2tr C r2/�˛ D
1X

kD0
C ˛k .t/ r

k;

thus defining coefficients C ˛
k
.t/. To compute these, use

.1 � z/�˛ D
1X

jD0

 
j C ˛ � 1

j

!
zj ;

with z D r.2t � r/, to write the left side of (4.33) as

1X

jD0

 
˛

j

!
rj .2t � r/j D

1X

jD0

jX

`D0

 
j C ˛ � 1

j

! 
j

`

!
.�1/`rjC`.2t/j�`

D
1X

kD0

Œk=2�X

`D0
.�1/`

 
k � `C ˛ � 1

k � `

! 
k � `

`

!
.2t/k�2`rk :

Hence

(4.34) C ˛k .t/ D
Œk=2�X

`D0
.�1/`

 
k � `C ˛ � 1

k � `

! 
k � `

`

!
.2t/k�2`:

These are called Gegenbauer polynomials. Therefore, we have the following:

Proposition 4.2. The orthogonal projection of L2.Sn/ onto Vk has kernel

(4.35) Ek.x; y/ D 2Cn�k C
˛
k .cos �/; ˛ D 1

2
.n � 1/;

with Cn as in (4.10).
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In the special case n D 2, we have C2 D 1=4� , and �k D k C 1=2; hence

(4.36) Ek.x; y/ D 2k C 1

4�
C
1=2

k
.cos �/ D 2k C 1

4�
Pk.cos �/;

where C 1=2
k
.t/ D Pk.t/ are the Legendre polynomials.

The trace of Ek is easily obtained by integrating (4.35) over the diagonal, to
yield

(4.37) Tr Ek D 2CnAn�k C
.n�1/=2
k

.1/ D 2�k

n � 1 C
.n�1/=2
k

.1/:

Setting t D 1 in (4.33), so .1 � 2r C r2/�˛ D .1 � r/�2˛ , we obtain

(4.38) C ˛k .1/ D
 
k C 2˛ � 1

k

!
; e.g., Pk.1/ D 1:

Thus we have the dimensions of the eigenspaces Vk :

Corollary 4.3. The eigenspace Vk of ��S on Sn, with eigenvalue

�k D �2k � 1

4
.n � 1/2 D k2 C .n � 1/k;

satisfies

(4.39) dim Vk D 2k C n � 1

n � 1

 
k C n � 2

k

!
D
 
k C n � 2

k � 1

!
C
 
k C n � 1

k

!
:

In particular, on S2 we have dim Vk D 2k C 1.

Another natural approach to Ek is via the wave equation. We have

(4.40)

Ek D 1

2T

Z T

�T
e�i	k teitA dt

D 1

2T

Z T

�T
cos t.A � �k/ dt;

where T D � or 2� depending on whether n is odd or even. (In either case, one
can take T D 2� .) In the special case of S2, when (4.18) is used, comparison of
(4.36) with the formula produced by this method produces the identity

(4.41) Pk.cos �/ D 1

�

Z �

��
cos.k C 1

2
/t

.2 cos t � 2 cos �/1=2
dt;

for the Legendre polynomials, known as the Mehler-Dirichlet formula.
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Exercises

Exercises 1–5 deal with results that follow from symmetries of the sphere. The group
SO.nC 1/ acts as a group of isometries of Sn � RnC1, hence as a group of unitary
operators on L2.Sn/. Each eigenspace Vk of the Laplace operator is preserved by this
action. Fix p D .0; : : : ; 0; 1/ 2 Sn, regarded as the “north pole.” The subgroup of
SO.nC 1/ fixing p is a copy of SO.n/.

1. Show that each eigenspace Vk has an element u such that u.p/ ¤ 0. Conclude by
forming Z

SO.n/

u.gx/ dg

that each eigenspace Vk of �S has an element zk ¤ 0 such that zk.x/ D zk.gx/, for
all g 2 SO.n/. Such a function is called a spherical function.

2. Suppose Vk has a proper subspace W invariant under SO.nC 1/. (Hence W ? � Vk
is also invariant.) Show that W must contain a nonzero spherical function.

3. Suppose zk and yk are two nonzero spherical functions in Vk . Show that they must be
multiples of each other. Hence the unique spherical functions (up to constant multiples)
are given by (4.35), with y D p. (Hint: zk and yk are eigenfunctions of ��S , with
eigenvalue �k D k2 C .n� 1/k. Pick a sequence of surfaces

†j D fx 2 Sn W �.x; p/ D "j g � Sn;

with "j ! 0, on which zk D ˛j ¤ 0. With ˇj D yk j†j , it follows that ˇjzk � ˛jyk

is an eigenfunction of ��S that vanishes on †j . Show that, for j large, this forces
ˇjzk � ˛jyk to be identically zero.)

4. Using Exercises 2 and 3, show that the action of SO.nC 1/ on each eigenspace Vk is
irreducible, that is, Vk has no proper invariant subspaces.

5. Show that each Vk is equal to the linear span of the set of polynomials of the form
pc.x/ D .c1x1 C � � � C cnC1xnC1/k , with hc; ci D 0.
(Hint: Show that this linear span is invariant under SO.nC 1/:)

6. Using (4.9), show that

(4.42) Tr e�tA D 2 sinh t

.2 cosh t � 2/.nC1/=2 :

Find the asymptotic behavior as t & 0. Use Karamata’s Tauberian theorem to deter-
mine the asymptotic behavior of the eigenvalues of A, hence of ��S . Compare this
with the general results of �3 and also with the explicit results of Corollary 4.3.

7. Using (4.27), show that, for A on Sn with n D 2k C 1,

(4.43)
Tr e�tA2 D A2kC1p

4�t

�
� 1

2�

1

sin �

@

@�

�k
e��2=4t ˇ̌ˇ

�D0 CO.t1/

D .4�t/�n=2 A2kC1 CO
�
t�n=2C1�;

as t & 0. Compare the general results of �3.
8. Show that

(4.44) e�i.A�.n�1/=2/f .!/ D f .�!/; f 2 L2.Sn/:
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(Hint: Check it for f 2 Vk , the restriction to Sn of a homogeneous harmonic
polynomial of degree k:)
Exercises 9–13 deal with analysis on Sn when n D 2. When doing them, look for
generalizations to other values of n.

9. If „.A/ has integral kernel K„.x; y/, show that when n D 2,

(4.45) K„.x; y/ D 1

4�

1X

`D0
.2`C 1/„

�
`C 1

2

�
P`.cos �/;

where cos � D x � y and P`.t/ are the Legendre polynomials.
10. Demonstrate the Rodrigues formula for the Legendre polynomials:

(4.46) Pk.t/ D 1

2kkŠ

� d
dt

�k�
t2 � 1�k :

(Hint: Use Cauchy’s formula to get

Pk.t/ D 1

2�i

Z

�
.1 � 2zt C z2/�1=2z�k�1 d z

from (4.33); then use the change of variable 1� uz D .1� 2tz C z2/1=2. Then appeal
to Cauchy’s formula again, to analyze the resulting integral.)

11. If f 2 L2.S2/ has the form f .x/ D g.x � y/ D P
'`P`.x � y/, for some y 2 S2,

show that

(4.47) '` D 2`C 1

4�

Z

S2

f .z/P`.y � z/ dS.z/ D
�
`C 1

2

� Z 1

�1
g.t/P`.t/ dt:

(Hint: Use
R
S2 Ek.x; z/E`.z; y/ dS.z/ D ık` E`.x; y/:) Conclude that g.x � y/ is the

integral kernel of  .A� 1=2/, where

(4.48)  .`/ D 4�

2`C 1
'` D 2�

Z 1

�1
g.t/P`.t/ dt:

This result is known as the Funk-Hecke theorem.
12. Show that, for x; y 2 S2,

(4.49) eikx�y D
1X

`D0
.2`C 1/ i` j`.k/ P`.x � y/;

where

(4.50) j`.z/ D
� �
2z

�1=2
J`C1=2.z/ D 1

2

1

`Š

� z

2

�` Z 1

�1
.1� t2/` eizt dt:

(Hint: Take g.t/ D eikt in Exercise 11, apply the Rodrigues formula, and integrate by
parts.) Thus eikx�y is the integral kernel of the operator

4� e.1=2/i.A�1=2/ jA�1=2.k/
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For another approach, see Exercises 10 and 11 in �9 of Chap. 9.
13. Demonstrate the identities

(4.51)
h
.1� t2/

d

dt
C `t

i
P`.t/ D `P`�1.t/

and

(4.52)
d

dt

h
.1 � t2/

d

dt
P`.t/

i
C `.`C 1/P`.t/ D 0:

Relate (4.52) to the statement that, for fixed y 2 S2, '.x/ D P`.x � y/ belongs to the
`.`C 1/-eigenspace of ��S .

Exercises 14–19 deal with formulas for an orthogonal basis of Vk (for S2). We will
make use of the structure of irreducible representations of SO(3), obtained in �9 of
Appendix B, Manifolds, Vector Bundles, and Lie Groups.

14. Show that the representation of SO(3) on Vk is equivalent to the representation Dk ,
for each k D 0; 1; 2; : : : .

15. Show that if we use coordinates .�;  / on S2, where � is the geodesic distance from
.1; 0; 0/ and  is the angular coordinate about the x1-axis in R3, then

(4.53) L1 D @

@ 
; L˙ D i e˙i h˙ @

@�
C i cot �

@

@ 

i
:

16. Set

(4.54) wk.x/ D .x2 C ix3/
k D sink � eik :

Show that wk 2 Vk and that it is the highest-weight vector for the representation, so

L1wk D ik wk

17. Show that an orthogonal basis of Vk is given by

wk ; L�wk ; : : : ; L2k� wk

18. Show that the functions �kj D Lk�j� wk ; j 2 f�k;�k C 1; : : : ; k � 1; kg, listed in
Exercise 17 coincide, up to nonzero constant factors, with zkj , given by

zk0 D zk ;

the spherical function considered in Exercises 1–3, and, for 1 � j � k,

zk;�j D Lj�zk ; zkj D L
j
Czk

19. Show that the functions zkj coincide, up to nonzero constant factors, with

(4.55) eij P
j
k
.cos �/; �k � j � k;

where P j
k
.t/, called associated Legendre functions, are defined by

(4.56) P
j

k
.t/ D .�1/j .1 � t2/jj j=2� d

dt

�jj j
Pk.t/:
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5. The Laplace operator on hyperbolic space

The hyperbolic space Hn shares with the sphere Sn the property of having
constant sectional curvature, but for Hn it is �1. One way to describe Hn is as a
set of vectors with square length 1 in RnC1, not for a Euclidean metric, but rather
for a Lorentz metric

(5.1) hv; vi D �v21 � � � � � v2n C v2nC1;

namely,

(5.2) Hn D fv 2 RnC1 W hv; vi D 1; vnC1 > 0g;
with metric tensor induced from (5.1). The connected componentG of the identity
of the group O.n; 1/ of linear transformations preserving the quadratic form (5.1)
acts transitively on Hn, as a group of isometries. In fact, SO.n/, acting on Rn �
RnC1, leaves invariant p D .0; : : : ; 0; 1/ 2 Hn and acts transitively on the unit
sphere in TpHn. Also, if A.u1; : : : ; un; unC1/t D .u1; : : : ; unC1; un/t , then etA is
a one-parameter subgroup of SO.n; 1/ taking p to the curve

� D f.0; : : : ; 0; xn; xnC1/ W x2nC1 � x2n D 1; xnC1 > 0g
Together these facts imply that Hn is a homogeneous space.

There is a map of Hn onto the unit ball in Rn, defined in a fashion similar to
the stereographic projection of Sn. The map

(5.3) s W Hn �! Bn D fx 2 Rn W jxj < 1g
is defined by

(5.4) s.x; xnC1/ D .1C xnC1/�1x:

The metric on Hn defined above then yields the following metric tensor on Bn:

(5.5) ds2 D 4
�
1 � jxj2��2

nX

jD1
dx2j :

Another useful representation of hyperbolic space is as the upper half space
RnC D fx 2 Rn W xn > 0g, with a metric we will specify shortly. In fact, with
en D .0; : : : ; 0; 1/,

(5.6) .x/ D jx C enj�2.x C en/� 1

2
en

defines a map of the unit ball Bn onto RnC, taking the metric (5.5) to

(5.7) ds2 D x�2
n

nX

jD1
dx2j :
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The Laplace operator for the metric (5.7) has the form

(5.8)

�u D
nX

jD1
xnn @j

�
x2�n
n @j u

�

D x2n

nX

jD1
@2j u C .2 � n/xn @nu:

which is convenient for a number of computations, such as (5.9) in the following:

Proposition 5.1. If � is the Laplace operator on Hn, then � is essentially self-
adjoint on C1

0 .Hn/, and its natural self-adjoint extension has the property

(5.9) spec.��/ �
h1
4
.n � 1/2;1

�
:

Proof. Since Hn is a complete Riemannian manifold, the essential self-adjoint-
ness on C1

0 .Hn/ follows from Proposition 2.4. To establish (5.9), it suffices to
show that

.��u; u/L2.Hn/ � .n � 1/2
4

kuk2
L2.Hn/;

for all u 2 C1
0 .Hn/. Now the volume element on Hn, identified with the upper

half-space with the metric (5.7), is x�n
n dx1 � � �dxn, so for such u we have

(5.10)

��
�� � 1

4
.n � 1/2

�
u; u

�

L2

D
Z h

.@nu/2 �
� .n � 1/u

2xn

�2i
x2�n
n dx1 � � �dxn

C
n�1X

jD1

Z
.@j u/2x2�n

n dx1 � � �dxn:

Now, by an integration by parts, the first integral on the right is equal to

(5.11)
Z

Rn
C

h
@n
�
x�.n�1/=2
n u

�i2
xn dx1 � � �dxn:

Thus the expression (5.10) is � 0, and (5.9) is proved.

We next describe how to obtain the fundamental solution to the wave equation
on Hn. This will be obtained from the formula for Sn, via an analytic continuation
in the metric tensor. Let p be a fixed point (e.g., the north pole) in Sn, taken to be
the origin in geodesic normal coordinates. Consider the one-parameter family of
metrics given by dilating the sphere, which has constant curvatureKD 1. Spheres
dilated to have radius > 1 have constant curvature K 2 .0; 1/. On such a space,
the fundamental kernel A�1 sin tA ıp.x/, with
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(5.12) A D
�
��C K

4
.n � 1/2

�1=2
;

can be obtained explicitly from that on the unit sphere by a change of scale. The
explicit representation so obtained continues analytically to all real values of K
and at K D �1 gives a formula for the wave kernel,

(5.13) A�1 sin tA ıp.x/ D R.t; p; x/; A D
�
�� � 1

4
.n � 1/2

�1=2
:

We have

(5.14) R.t; p; x/ D lim
"&0

�2Cn Im
�
2 cos.it � "/� 2 cosh r

��.n�1/=2
;

where r D r.p; x/ is the geodesic distance from p to x. Here, as in (4.10),
Cn D 1=.n� 1/An. This exhibits several properties similar to those in the case
of Sn discussed in �4. Of course, for r > jt j, the limit vanishes, exhibiting the
finite propagation speed phenomenon. Also, if n is odd, the exponent .n� 1/=2 is
an integer, which implies that (5.14) is supported on the shell r D jt j.

In analogy with (4.25), we have the following formula for g.A/ıp.x/, for g 2
S.R/, when acting on L2.Hn/, with n D 2k C 1:

(5.15) g.A/ D .2�/�1=2
�
� 1

2�

1

sinh r

@

@r

�k Og.r/:

If n D 2k, we have

(5.16)
g.A/ D

1

�1=2

Z 1

r

�
� 1

2�

1

sinh s

@

@s

�k Og.s/�cosh s � cosh r
��1=2

sinh s ds:

Exercises

1. If n D 2kC 1, show that the Schwartz kernel of
���� .n� 1/2=4� z2

��1 on Hn, for
z 2 C n Œ0;1/, is

Gz.x; y/ D � 1

2iz

�
� 1

2�

1

sinh r

@

@r

�k
eizr;

where r D r.x; y/ is geodesic distance, and the integral kernel of et.�C.n�1/2=4/, for
t > 0, is

Ht .x; y/ D 1p
4�t

�
� 1

2�

1

sinh r

@

@r

�k
e�r2=4t
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6. The harmonic oscillator

We consider the differential operatorH D ��C jxj2 onL2.Rn/. By Proposition
2.7, H is essentially self-adjoint on C1

0 .R
n/. Furthermore, as a special case of

Proposition 2.8, we know that H has compact resolvent, so L2.Rn/ has an or-
thonormal basis of eigenfunctions of H . To work out the spectrum, it suffices to
work with the case n D 1, so we considerH D D2 C x2, whereD D �i d=dx.

The spectral analysis follows by some simple algebraic relations, involving the
operators

(6.1)

a D D � ix D 1

i

� d
dx

C x
�
;

aC D D C ix D 1

i

� d
dx

� x
�
:

Note that on D0.R/,

(6.2) H D aaC � I D aCa C I;

and

(6.3) ŒH; a	 D �2a; ŒH; aC	 D 2aC:

Suppose that uj 2 C1.R/ is an eigenfunction of H , that is,

(6.4) uj 2 D.H/; Huj D �j uj:

Now, by material developed in �2,

(6.5)
D.H 1=2/ D fu 2 L2.R/ W Du 2 L2.R/; xu 2 L2.R/g;

D.H/ D fu 2 L2.R/ W D2u C x2u 2 L2.R/g:

Since certainly each uj belongs to D.H 1=2/, it follows that auj and aCuj belong
to L2.R/. By (6.3), we have

(6.6) H.auj/ D .�j � 2/auj; H.aCuj/ D .�j C 2/aCuj:

It follows that auj and aCuj belong to D.H/ and are eigenfunctions. Hence, if

(6.7) Eigen.�;H/ D fu 2 D.H/ W Hu D �ug;
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we have, for all � 2 R,

(6.8)
aC W Eigen.�;H/ ! Eigen.�C 2;H/;

a W Eigen.�C 2;H/ ! Eigen.�;H/:

From (6.2) it follows that .Hu; u/ � kuk2
L2

, for all u 2 C1
0 .R/; hence, in view

of essential self-adjointness,

(6.9) spec H � Œ1;1/; for n D 1:

Now each space Eigen.�;H/ is a finite-dimensional subspace of C1.R/, and,
by (6.2), we conclude that, in (6.8), aC is an isomorphism of Eigen.�j;H/

onto Eigen.�j C 2;H/, for each �j 2 spec H . Also, a is an isomorphism of
Eigen.�j;H/ onto Eigen.�j � 2;H/, for all �j > 1. On the other hand, a must
annihilate Eigen.�0;H/ when �0 is the smallest element of spec H , so

(6.10)
u0 2 Eigen.�0;H/ H) u0

0.x/ D �xu0.x/

H) u0.x/ D K e�x2=2:

Thus

(6.11) �0 D 1; Eigen.1;H/ D span
�
e�x2=2�:

Since e�x2=2 spans the null space of a, acting on C1.R/, and since each nonzero
space Eigen.�j;H/ is mapped by some power of a to this null space, it follows
that, for n D 1,

(6.12) spec H D f2k C 1 W k D 0; 1; 2; : : : g

and

(6.13) Eigen.2k C 1;H/ D span

 �
@

@x
� x

	k
e�x2=2

!
:

One also writes

(6.14)
� @
@x

� x
�k
e�x2=2 D Hk.x/ e

�x2=2;

whereHk.x/ are the Hermite polynomials, given by

(6.15)

Hk.x/ D .�1/kex2
� d

dx

�k
e�x2

D
Œk=2�X

jD0
.�1/j kŠ

j Š.k � 2j /Š .2x/
k�2j :
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We define eigenfunctions ofH :

(6.16) hk.x/ D ck

� @
@x

� x
�k
e�x2=2 D ckHk.x/e

�x2=2;

where ck is the unique positive number such that khkkL2.R/ D 1. To evaluate ck ,
note that

(6.17) kaChkk2
L2

D .aaChk; hk/L2 D 2.k C 1/khkk2
L2
:

Thus, if khkkL2 D 1, in order for hkC1 D �ka
Chk to have unit norm, we need

�k D .2k C 2/�1=2. Hence

(6.18) ck D �
�1=22k.kŠ/

��1=2
:

Of course, given the analysis above ofH on L2.R/, then forH D ��C jxj2
on L2.Rn/, we have

(6.19) spec H D f2k C n W k D 0; 1; 2; : : : g:

In this case, an orthonormal basis of Eigen.2k C n;H/ is given by

(6.20) ck1 � � � ckn Hk1.x1/ � � �Hkn .xn/e�jxj2=2; k1 C � � � C kn D k;

where k	 2 f0; : : : ; kg, theHk� .x	/ are the Hermite polynomials, and the ck� are
given by (6.18). The dimension of this eigenspace is the same as the dimension of
the space of homogeneous polynomials of degree k in n variables.

We now want to derive a formula for the semigroup e�tH ; t > 0, called the
Hermite semigroup. Again it suffices to treat the case n D 1. To some degree
paralleling the analysis of the eigenfunctions above, we can produce this formula
via some commutator identities, involving the operators

(6.21) X D D2 D �@2x ; Y D x2; Z D x@x C @xx D 2x @x C 1:

Note that H D X C Y . The commutator identities are

(6.22) ŒX; Y 	 D �2Z; ŒX;Z	 D 4X; ŒY;Z	 D �4Y:

Thus, X; Y , and Z span a three-dimensional, real Lie algebra. This is isomor-
phic to sl.2;R/, the Lie algebra consisting of 2 � 2 real matrices of trace zero,
spanned by

(6.23) nC D
�
0 1

0 0

	
; n� D

�
0 0

1 0

	
; ˛ D

�
1 0

0 �1
	
:
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We have

(6.24) ŒnC; n�	 D ˛; ŒnC; ˛	 D �2nC; Œn�; ˛	 D 2n�:

The isomorphism is implemented by

(6.25) X $ 2nC; Y $ 2n�; Z $ �2˛:

Now we will be able to write

(6.26) e�t.2nCC2n�/ D e�2
1.t/nC e�2
3.t/˛ e�2
2.t/n� ;

as we will see shortly, and, once this is accomplished, we will be motivated to
suspect that also

(6.27) e�tH D e�
1.t/X e
3.t/Z e�
2.t/Y :

To achieve (6.26), write

e�2
1nC D
�
1 �2�1
0 1

	
D
�
1 x

0 1

	
;

e�2
3˛ D
�
e�2
3 0

0 e2
3

	
D
�
y 0

0 1=y

	
;

e�2
2n� D
�

1 0

�2�2 1

	
D
�
1 0

z 1

	
;

(6.28)

and

(6.29) e�2t.nCCn�/ D
�

cosh 2t � sinh 2t
� sinh 2t cosh 2t

	
D
�

u v

v u

	
:

Then (6.26) holds if and only if

(6.30) y D 1

u
D 1

cosh 2t
; x D z D v

u
D � tanh 2t;

so the quantities �j .t/ are given by

(6.31) �1.t/ D �2.t/ D 1

2
tanh 2t; e2
3.t/ D cosh 2t:
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Now we can compute the right side of (6.27). Note that

(6.32)

e�
1Xu.x/ D .4��1/
�1=2

Z
e�.x�y/2=4
1u.y/ dy;

e�
2Y u.x/ D e�
2x2u.x/;

e
3Zu.x/ D e
3 u.e2
3x/:

Upon composing these operators we find that, for n D 1,

(6.33) e�tHu.x/ D
Z
Kt .x; y/u.y/ dy;

with

(6.34) Kt .x; y/ D
exp

n��1
2
.cosh 2t/.x2 C y2/C xy

�ı
sinh 2t

o

�
2� sinh 2t

�1=2 :

This is known as Mehler’s formula for the Hermite semigroup. Clearly, for gen-
eral n, we have

(6.35) e�tHu.x/ D
Z
Kn.t; x; y/u.y/ dy;

with

(6.36) Kn.t; x; y/ D Kt .x1; y1/ � � �Kt .xn; yn/:

The idea behind passing from (6.26) to (6.27) is that the Lie algebra homo-
morphism defined by (6.25) should give rise to a Lie group homomorphism from
(perhaps a covering group G of) SL.2;R/ into a group of operators. Since this
involves an infinite-dimensional representation of G (not necessarily by bounded
operators here, since e�tH is bounded only for t � 0), there are analytical prob-
lems that must be overcome to justify this reasoning. Rather than take the space
to develop such analysis here, we will instead just give a direct justification of
(6.33)–(6.34).

Indeed, let v.t; x/ denote the right side of (6.33), with u 2 L2.R/ given. The
rapid decrease of Kt .x; y/ as jxj C jyj ! 1, for t > 0, makes it easy to show
that

(6.37) u 2 L2.R/ H) v 2 C1�.0;1/;S.R/
�
:

Also, it is routine to verify that

(6.38)
@v

@t
D �Hv:
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Simple estimates yielding uniqueness then imply that, for each s > 0,

(6.39) v.t C s; �/ D e�tHv.s; �/:

Indeed, if w.t; �/ denotes the difference between the two sides of (6.39), then we
have w.0/ D 0, w 2 C.RC;D.H//, @w=@t 2 C.RC; L2.R//, and

d

dt
kw.t/k2

L2
D �2.Hw;w/ � 0;

so w.t/ D 0, for all t � 0.
Finally, as t & 0, we see from (6.31) that each �j .t/ & 0. Since v.t; x/ is

also given by the right side of (6.27), we conclude that

(6.40) v.t; �/ ! u in L2.R/; as t & 0:

Thus we can let s & 0 in (6.39), obtaining a complete proof that e�tHu is given
by (6.33) when n D 1.

It is useful to write down the formula for e�tH using the Weyl calculus, in-
troduced in �14 of Chap. 7. We recall that it associates to a.x; �/ the operator

(6.41)
a.X;D/u D .2�/�n

Z
Oa.q; p/ei.q�XCp�D/u.x/ dq dp

D .2�/�n
Z
a
�x C y

2
; �
�
ei.x�y/��u.y/ dy d�:

In other words, the operator a.X;D/ has integral kernelKa.x; y/, for which

a.X;D/u.x/ D
Z
Ka.x; y/u.y/ dy;

given by

Ka.x; y/ D .2�/�n
Z
a
�x C y

2
; �
�
ei.x�y/�� d�

Recovery of a.x; �/ from Ka.x; y/ is an exercise in Fourier analysis. When it is
applied to the formulas (6.33)–(6.36), this exercise involves computing a Gaussian
integral, and we obtain the formula

(6.42) e�tH D ht .X;D/

on L2.Rn/, with

(6.43) ht .x; �/ D .cosh t/�n e�.tanh t/.jxj2Cj�j2/:
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It is interesting that this formula, while equivalent to (6.33)–(6.36), has a simpler
and more symmetrical appearance.

In fact, the formula (6.43) was derived in �15 of Chap. 7, by a different method,
which we briefly recall here. For reasons of symmetry, involving the identity
(14.19), one can write

(6.44) ht .x; �/ D g.t;Q/; Q.x; �/ D jxj2 C j�j2:
Note that (6.42) gives @t ht .X;D/ D �Hht .X;D/. Now the composition for-
mula for the Weyl calculus implies that ht .x; �/ satisfies the following evolution
equation:

(6.45)

@

@t
ht .x; �/ D �.Q ı ht /.x; �/

D �Q.x; �/ht .x; �/ � 1

2
fQ;htg2.x; �/

D �.jxj2 C j�j2/ht .x; �/C 1

4

X

k

�
@2xk C @2�k

�
ht .x; �/:

Given (6.44), we have for g.t;Q/ the equation

(6.46)
@g

@t
D �Qg CQ

@2g

@Q2
C n

@g

@Q
:

It is easy to verify that (6.43) solves this evolution equation, with h0.x; �/ D 1.
We can obtain a formula for

(6.47) e�tQ.X;D/ D h
Q
t .X;D/;

for a general positive-definite quadratic formQ.x; �/. First, in the case

(6.48) Q.x; �/ D
nX

jD1
�j .x

2
j C �2j /; �j > 0;

it follows easily from (6.43) and multiplicativity, as in (6.36), that

(6.49) h
Q
t .x; �/ D

nY

jD1

�
cosh t�j

��1 � exp

8
<

:�
nX

jD1
.tanh t�j /

�
x2j C �2j

�
9
=

; :

Now any positive quadratic form Q.x; �/ can be put in the form (6.48) via a
linear symplectic transformation, so to get the general formula we need only
rewrite (6.49) in a symplectically invariant fashion. This is accomplished using
the “Hamilton map” FQ, a skew-symmetric transformation on R2n defined by

(6.50) Q.u; v/ D �.u; FQv/; u; v 2 R2n;
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where Q.u; v/ is the bilinear form polarizingQ, and � is the symplectic form on
R2nI �.u; v/ D x � � 0 � x0 � � if u D .x; �/; v D .x0; � 0/. When Q has the form

(6.48), FQ is a sum of 2 � 2 blocks

�
0 �j

��j 0

	
, and we have

(6.51)
nY

jD1

�
cosh t�j

��1 D
�

det cosh itFQ
��1=2

:

Passing from FQ to

(6.52) AQ D ��F 2Q
�1=2

;

the unique positive-definite square root, means passing to blocks

�
�j 0

0 �j

	
;

and whenQ has the form (6.48), then

(6.53)
nX

jD1
.tanh t�j /.x2j C �2j / D tQ

�
#.tAQ/�; �

�
;

where � D .x; �/ and

(6.54) #.t/ D tanh t

t
:

Thus the general formula for (6.47) is

(6.55) h
Q
t .x; �/ D

�
cosh tAQ

��1=2
e�tQ.#.tAQ/�;�/:

Exercises

1. Define an unbounded operator A on L2.R/ by

D.A/ D fu 2 L2.R/ W Du 2 L2.R/; xu 2 L2.R/g; Au D Du � ixu:

Show that A is closed and that the self-adjoint operator H satisfies

H D A�AC I D AA� � I
(Hint: Note Exercises 5–7 of �2.)

2. If Hk.x/ are the Hermite polynomials, show that there is the generating function
identity
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1X

kD0

1

kŠ
Hk.x/s

k D e2xs�s2

(Hint: Use the first identity in (6.15).)
3. Show that Mehler’s formula (6.34) is equivalent to the identity

1X

jD0
hj .x/hj .y/s

j D

��1=2.1 � s2/�1=2 exp
n
.1 � s2/�1

�
2xys � .x2 C y2/s2

�o � e�.x2Cy2/=2;

for 0 � s < 1. Deduce that

1X

jD0
Hj .x/

2 sj

2j j Š
D .1� s2/�1=2e2sx2=.1Cs/; jsj < 1:

4. Using

H�s D 1

�.s/

Z 1

0
e�tH ts�1 dt; Re s > 0;

find the integral kernel As.x; y/ such that

H�su.x/ D
Z
As.x; y/u.y/ dy:

Writing Tr H�s D R
As.x; x/ dx, Re s > 1; n D 1, show that

�.s/ D 1

�.s/

Z 1

0

ys�1
ey � 1 dy

See [Ing], pp. 41–44, for a derivation of the functional equation for the Riemann zeta
function, using this formula.

5. Let H! D �d2=dx2 C !2x2. Show that e�tH! has integral kernel

K!t .x; y/ D .4�t/�1=2 �.2!t/1=2 e��.2!t/Œ.cosh 2!t/.x2Cy2/�2xy�=4t ;

where
�.z/ D z

sinh z
:

6. Consider the operator

Q.X;D/ D �
� @

@x1
� i!x2

�2 �
� @

@x2
C i!x1

�2

D ��C !2jxj2 C 2i!
�
x2

@

@x1
� x1

@

@x2

�
:

Note that Q.x; �/ is nonnegative, but not definite. Study the integral kernel KQt .x; y/
of e�tQ.X;D/. Show that

K
Q
t .x; 0/ D .4�t/�1 �.2!t/ e��.2!t/jxj2=4t ;
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where
.z/ D z coth z:

7. Let .!jk/ be an invertible, n � n, skew-symmetric matrix of real numbers (so n must
be even). Suppose

L D �
nX

jD1

0

@ @

@xj
� i

X

k

!jkxk

1

A
2

:

Evaluate the integral kernel KLt .x; y/, particularly at y D 0.
8. In terms of the operators a; aC given by (6.1) and the basis of L2.R/ given by (6.16)–

(6.18), show that

aChk D
p
2k C 2 hkC1; ahk D

p
2k hk�1:

7. The quantum Coulomb problem

In this section we examine the operator

(7.1) Hu D ��u �Kjxj�1u;

acting on functions on R3. Here, K is a positive constant.
This provides a quantum mechanical description of the Coulomb force between

two charged particles. It is the first step toward a quantum mechanical description
of the hydrogen atom, and it provides a decent approximation to the observed
behavior of such an atom, though it leaves out a number of features. The most im-
portant omitted feature is the spin of the electron (and of the nucleus). Giving rise
to further small corrections are the nonzero size of the proton, and relativistic ef-
fects, which confront one with great subtleties since relativity forces one to treat
the electromagnetic field quantum mechanically. We refer to texts on quantum
physics, such as [Mes], [Ser], [BLP], and [IZ], for work on these more sophisti-
cated models of the hydrogen atom.

We want to define a self-adjoint operator via the Friedrichs method. Thus we
want to work with a Hilbert space

(7.2) H D
�

u 2 L2.R3/ W ru 2 L2.R3/;
Z

jxj�1ju.x/j2 dx < 1
�
;

with inner product

(7.3) .u; v/H D .ru;rv/L2 CA.u; v/L2 �K

Z
jxj�1u.x/v.x/ dx;

whereA is a sufficiently large, positive constant. We must first show thatA can be
picked to make this inner product positive-definite. In fact, we have the following:
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Lemma 7.1. For all " 2 .0; 1	, there exists C."/ < 1 such that

(7.4)
Z

jxj�1ju.x/j2 dx � "kruk2
L2

C C."/kuk2
L2
;

for all u 2 H 1.R3/.

Proof. Here and below we will use the inclusion

(7.5) H s.Rn/ � Lp.Rn/; 8 p 2
h
2;

2n

n � 2s

�
; 0 � s <

n

2
;

from (2.42) of Chap. 4. In Chap. 13 we will establish the sharper result that
H s.Rn/ � L2n=.n�2s/.Rn/; for example, H 1.R3/ � L6.R3/. We will also cite
this stronger result in some arguments below, though that could be avoided.

We also use the fact that (if B D fjxj < 1g and �B .x/ is its characteristic
function),

�BV 2 Lq.R3/; for all q < 3

Here and below we will use V.x/ D jxj�1. Thus the left side of (7.4) is
bounded by

(7.6) k�BV kLq � kuk2
L2q

0 C kuk2
L2

� Ckuk2
H� .R3/ C kuk2

L2.R3/;

where we can take any q0 > 3=2; take q0 2 .3=2; 3/. Then (7.6) holds for some
� < 1, for which L2q

0

.R3/ 
 H 
 .R3/. From this, (7.4) follows immediately.

Thus the Hilbert space H in (7.2) is simply H 1.R3/, and we see that indeed,
for some A > 0, (7.3) defines an inner product equivalent to the standard one
on H 1.R3/. The Friedrichs method then defines a positive, self-adjoint operator
H C AI , for which

(7.7) D
�
.H C AI/1=2

� D H 1.R3/:

Then

(7.8) D.H/ D fu 2 H 1.R3/ W ��u �Kjxj�1u 2 L2.R3/g;

where ��u � Kjxj�1u is a priori regarded as an element of H�1.R3/ if u 2
H 1.R3/. Since H 2.R3/ � L1.R3/, we have

(7.9) u 2 H 2.R3/ H) jxj�1u 2 L2.R3/;

so

(7.10) D.H/ 
 H 2.R3/:

Indeed, we have:



7. The quantum Coulomb problem 137

Proposition 7.2. For the self-adjoint extensionH of ���Kjxj�1 defined above,

(7.11) D.H/ D H 2.R3/:

Proof. Pick � in the resolvent set of H ; for instance, � 2 C n R. If u 2 D.H/
and .H � �/u D f 2 L2.R3/, we have

(7.12) u �KR�V u D R�f D g�;

where V.x/ D jxj�1 and R� D .�� � �/�1. Now the operator of multiplication
by V.x/ D jxj�1 has the property

(7.13) MV W H 1.R3/ �! L2�".R3/;

for all " > 0, since H 1.R3/ � L6.R3/ \ L2.R3/ and V 2 L3�" on jxj < 1.
Hence

MV W H 1.R3/ �! H�".R3/;
for all " > 0. Let us apply this to (7.12). We know that u 2 D.H/ � D.H 1=2/ D
H 1.R3/, so KR�V u 2 H 2�".R3/. Thus u 2 H 2�".R3/, for all " > 0. But, for
" > 0 small enough,

(7.14) MV W H 2�".R3/ �! L2.R3/;

so then u D KR�.V u/ C R�f 2 H 2.R3/. This proves that D.H/ � H 2.R3/
and gives (7.11).

SinceH is self-adjoint, its spectrum is a subset of the real axis, .�1;1/. We
next show that there is only point spectrum in .�1; 0/

Proposition 7.3. The part of spec H lying in C n Œ0;1/ is a bounded, discrete
subset of .�1; 0/, consisting of eigenvalues of finite multiplicity and having at
most f0g as an accumulation point.

Proof. Consider the equation .H � �/u D f 2 L2.R3/, that is,

(7.15) .�� � �/u �KV u D f;

with V.x/ D jxj�1 as before. Applying R� D .�� � �/�1 to both sides, we
again obtain (7.12):

(7.16) .I �KR�MV /u D g� D R�f:

Note that R� is a holomorphic function of � 2 C n Œ0;1/, with values in
L.L2.R3/;H 2.R3//. A key result in the analysis of (7.16) is the following:

Lemma 7.4. For � 2 C n Œ0;1/,

(7.17) R�MV 2 K.L2.R3//;

where K is the space of compact operators.
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We will establish this via the following basic tool. For � 2 C n Œ0;1/; ' 2
C0.R3/, the space of continuous functions vanishing at infinity, we have

(7.18) M'R� 2 K.L2/ and R�M' 2 K.L2/:

To see this, note that, for ' 2 C1
0 .R

3/, the first inclusion in (7.18) follows from
Rellich’s theorem. Then this inclusion holds for uniform limits of such ', hence
for ' 2 C0.R3/. Taking adjoints yields the rest of (7.18).

Now, to establish (7.17), write

(7.19) V D V1 C V2;

where V1 D  V;  2 C1
0 .R

3/;  .x/ D 1 for jxj � 1. Then V2 2 C0.R3/, so
R�MV2 2 K. We have V1 2 Lq.R3/, for all q 2 Œ1; 3/, so, taking q D 2, we have

(7.20) MV1 W L2.R3/ �! L1.R3/ � H�3=2�".R3/;

for all " > 0, hence

(7.21) R�MV1 W L2.R3/ �! H 1=2�".R3/ � L2.R3/:

Given V1 supported on a ball BR, the operator norm in (7.21) is bounded by
a constant times kV1kL2 . You can approximate V1 in L2-norm by a sequence
wj 2 C1

0 .R
3/. It follows that R�MV1 is a norm limit of a sequence of compact

operators on L2.R3/, so it is also compact, and (7.17) is established.
The proof of Proposition 7.4 is finished by the following result, which can be

found as Proposition 7.4 in Chap. 9

Proposition 7.5. Let O be a connected, open set in C. Suppose C.�/ is a
compact-operator-valued holomorphic function of � 2 O. If I � C.�/ is invert-
ible at one point p 2 O, then it is invertible except at most on a discrete set in O,
and .I � C.�//�1 is meromorphic on O.

This applies to our situation, with C.�/ D KR�MV ; we know that I � C.�/

is invertible for all � 2 C n R in this case.
One approach to analyzing the negative eigenvalues of H is to use polar co-

ordinates. If �Kjxj�1 is replaced by any radial potential V.jxj/, the eigenvalue
equationHu D �Eu becomes

(7.22)
@2u

@r
C 2

r

@u

@r
C 1

r2
�Su � V.r/u D Eu:

We can use separation of variables, writing u.r�/ D v.r/'.�/, where ' is an
eigenfunction of �S , the Laplace operator on S2,

(7.23) �S' D ��'; � D �
k C 1

2

�2 � 1

4
D k2 C k:
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Then we obtain for v.r/ the ODE

(7.24) v00.r/C 2

r
v0.r/C f .r/v.r/ D 0; f .r/ D �E � �

r2
� V.r/:

One can eliminate the term involving v0 by setting

(7.25) w.r/ D rv.r/:

Then

(7.26) w00.r/C f .r/w.r/ D 0:

For the Coulomb problem, this becomes

(7.27) w00.r/C
h
�E C K

r
� �

r2

i
w.r/ D 0:

If we set W.r/ D w.ˇr/; ˇ D 1=2
p
E , we get a form of Whittaker’s ODE:

(7.28) W 00.z/C
h
�1
4

C ~

z
C

1
4

� �2

z2

i
W.z/ D 0;

with

(7.29) ~ D K

2
p
E
; �2 D �C 1

4
D
�
k C 1

2

	2
:

This in turn can be converted to the confluent hypergeometric equation

(7.30) z 00.z/C .b � z/ 0.z/ � a .z/ D 0

upon setting

(7.31) W.z/ D z�C1=2 e�z=2  .z/;

with

(7.32)
a D � � ~ C 1

2
D k C 1 � K

2
p
E
;

b D 2�C 1 D 2k C 2:

Note that  and v are related by

(7.33) v.r/ D .2
p
E/kC1 rke�2p

Er .2
p
Er/:
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Looking at (7.28), we see that there are two independent solutions, one behav-
ing roughly like e�z=2 and the other like ez=2, as z ! C1. Equivalently, (7.30)
has two linearly independent solutions, a “good” one growing more slowly than
exponentially and a “bad” one growing like ez, as z ! C1. Of course, for a
solution to give rise to an eigenfunction, we need v 2 L2.RC; r2 dr/, that is,
w 2 L2.RC; dr/. We need to have simultaneously w.z/ � ce�z=2 (roughly) as
z ! C1 and w square integrable near z D 0. In view of (7.8), we also need
v0 2 L2.RC; r2 dr/.

To examine the behavior near z D 0, note that the Euler equation associated
with (7.28) is

(7.34) z2W 00.z/C
�1
4

� �2
�
W.z/ D 0;

with solutions z1=2C� and z1=2��, i.e., zkC1 and z�k ; k D 0; 1; 2; : : : . If k D 0,
both are square integrable near 0, but for k � 1 only one is. Going to the confluent
hypergeometric equation (7.30), we see that two linearly independent solutions
behave respectively like z0 and z�2� D z�2k�1 as z ! 0.

As a further comment on the case k D 0, note that a solutionW behaving like
z0 at z D 0 gives rise to v.r/ � C=r as r ! 0, with c ¤ 0, hence v0.r/ �
�C=r2. This is not square integrable near r D 0, with respect to r2 dr , so also
this case does not produce an eigenfunction of H .

If b … f0;�1;�2; : : : g, which certainly holds here, the solution to (7.30) that
is “good” near z D 0 is given by the confluent hypergeometric function

(7.35) 1F1.aI bI z/ D
1X

nD0

.a/n

.b/n

zn

nŠ
;

an entire function of z. Here, .a/n D a.a C 1/ � � � .a C n � 1/I .a/0 D 1. If also
a … f0;�1;�2; : : : g, it can be shown that

(7.36) 1F1.aI bI z/ � �.b/

�.a/
ez z�.b�a/; z ! C1:

See the exercises below for a proof of this. Thus the “good” solution near z D 0 is
“bad” as z ! C1, unless a is a nonpositive integer, say a D �j . In that case, as
is clear from (7.35), 1F1.�j I bI z/ is a polynomial in z, thus “good” as z ! C1.
Thus the negative eigenvalues of H are given by �E , with

(7.37)
K

2
p
E

D j C k C 1 D n;

that is, by

(7.38) E D K2

4n2
; n D 1; 2; 3 : : : :
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Note that, for each value of n, one can write n D j C k C 1 using n choices
of k 2 f0; 1; 2; : : : ; n � 1g. For each such k, the .k2 C k/-eigenspace of �S has
dimension 2k C 1, as established in Corollary 4.3. Thus the eigenvalue �E D
�K2=4n2 of H has multiplicity

(7.39)
n�1X

kD0
.2k C 1/ D n2:

Let us denote by Vn the n2-dimensional eigenspace ofH , associated to the eigen-
value �n D �K2=4n2.

The rotation group SO.3/ acts on each Vn, via

�.g/f .x/ D f .g�1x/; g 2 SO.3/; x 2 R3

By the analysis leading to (7.39), this action on Vn is not irreducible, but rather
has n irreducible components. This suggests that there is an extra symmetry, and
indeed, as W. Pauli discovered early in the history of quantum mechanics, there is
one, arising via the Lenz vector (briefly introduced in �16 of Chap. 1), which we
proceed to define.

The angular momentum vector L D x � p, with p replaced by the vector oper-
ator .@=@x1; @=@x2; @=@x3/, commutes with H as a consequence of the rotational
invariance of H . The components of L are

(7.40) L` D xj
@

@xk
� xk @

@xj
;

where .j; k; `/ is a cyclic permutation of .1; 2; 3/. Then the Lenz vector is defined
by

(7.41) B D 1

K

�
L � p � p � L

�
� x
r
;

with components Bj ; 1 � j � 3, each of which is a second-order differential
operator, given explicitly by

(7.42) Bj D 1

K
.Lk@` C @`Lk �L`@k � @kL`/� xj

r
;

where .j; k; `/ is a cyclic permutation of .1; 2; 3/. A calculation gives

(7.43) ŒH;Bj 	 D 0;

in the sense that these operators commute on C1.R3 n 0/.
It follows that if u 2 Vn, then Bj u is annihilated by H � �n, on R3 n 0. Now,

we have just gone through an argument designed to glean from all functions that
are so annihilated, those that are actually eigenfunctions of H . In view of that, it
is important to establish the next lemma
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Lemma 7.6. We have

(7.44) Bj W Vn �! Vn:

Proof. Let u 2 Vn. We know that u 2 D.H/ D H 2.R3/. Also, from the anal-
ysis of the ODE (7.28), we know that u.x/ decays as jxj ! 1, roughly like
e�j�nj1=2jxj. It follows from (7.42) that Bj u 2 L2.R3/. It will be useful to obtain
a bit more regularity, using Vn � D.H 2/ together with the following.

Proposition 7.7. If u 2 D.H 2/, then, for all " > 0,

(7.45) u 2 H 5=2�".R3/:

Furthermore,

(7.46) g 2 S.R3/; g.0/ D 0 H) gu 2 H 7=2�".R3/:

Proof. We proceed along the lines of the proof of Proposition 7.2, using
(7.12), i.e.,

(7.47) u D KR�V u CR�f;

where f D .H � �/u, with � chosen in C n R. We know that f D .H � �/u
belongs to D.H/, so R�f 2 H 4.R3/. We know that u 2 H 2.R3/. Parallel to
(7.13), we can show that, for all " > 0,

(7.48) MV W H 2.R3/ �! H 1=2�".R3/;

so KR�V u 2 H 5=2�".R3/. This gives (7.45).
Now, multiply (7.47) by g and write

(7.49) gu D KR�gV u CKŒMg ; R�	V u C gR�f:

This time we have

MgV W H 2.R3/ �! H 3=2�".R3/;

so R�gV u 2 H 7=2�".R3/. Furthermore,

(7.50) ŒMg ; R�	 D R� Œ�;Mg 	 R� W H s.R3/ �! H sC3.R3/;

so ŒMg ; R�	V u 2 H 7=2�".R3/. This establishes (7.46).
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We can now finish the proof of Lemma 7.6. Note that the second-order deriva-
tives in Bj have a coefficient vanishing at 0. Keep in mind the known exponential
decay of u 2 Vn. Also note that Mxj =r W H 2.R3/ ! H 3=2�".R3/. Therefore,

(7.51) u 2 Vn H) Bj u 2 H 3=2�".R3/:

Consequently,

(7.52) �.Bj u/ 2 H�1=2�".R3/; and V.Bj u/ 2 L1.R3/C L2.R3/:

Thus .H��n/.Bj u/, which we know vanishes on R3n0, must vanish completely,
since (7.52) does not allow for a nonzero quantity supported on f0g. Using (7.8),
we conclude that Bj u 2 D.H/, and the lemma is proved.

With Lemma 7.6 established, we can proceed to study the action of Bj and Lj
on Vn. When .j; k; `/ is a cyclic permutation of .1; 2; 3/, we have

(7.53) ŒLj ; Lk 	 D L`;

and, after a computation,

(7.54) ŒLj ; Bk	 D B`; ŒBj ; Bk 	 D � 4

K
HL`:

Of course, (7.52) is the statement that Lj span the Lie algebra so.3/ of SO.3/.
The identities (7.54), when Lj and Bj act on Vn, can be rewritten as

(7.55) ŒLj ; Ak 	 D A`; ŒAj ; Ak	 D A`; Aj D K

2
p��n

Bj :

If we set

(7.56) M D 1

2
.L C A/; N D 1

2
.L � A/;

we get, for cyclic permutations .j; k; `/ of .1; 2; 3/,

(7.57) ŒMj ;Mk	 D M`; ŒNj ; Nk	 D N`; ŒMj ; Nj 0 	 D 0;

which is clearly the set of commutation relations for the Lie algebra so.3/˚so.3/.
We next aim to show that this produces an irreducible representation of SO.4/ on
Vn, and to identify this representation. A priori, of course, one certainly has a
representation of SU.2/ � SU.2/ on Vn.

We now examine the behavior on Vn of the Casimir operators M 2 D M 2
1 C

M 2
2 C M 2

3 and N 2. A calculation using the definitions gives B � L D 0, hence
A � L D 0, so, on Vn,
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(7.58)
M 2 D N 2 D 1

4
.A2 C L2/

D 1

4

�
L2 � K2

4�n
B2
�
:

We also have the following key identity:

(7.59) K2.B2 � I / D 4H.L2 C I /;

which follows from the definitions by a straightforward computation. If we com-
pare (7.58) and (7.59) on Vn, where H D �n, we get

(7.60) 4M 2 D 4N 2 D �
�
1C K2

4�n

�
I on Vn:

Now the representation �n we get of SU.2/ � SU.2/ on Vn is a direct sum
(possibly with only one summand) of representations Dj=2 ˝ Dj=2, where Dj=2
is the standard irreducible representation of SU.2/ on CjC1, defined in �9 of
Appendix B. The computation (7.60) implies that all the copies in this sum are
isomorphic, that is, for some j D j.n/,

(7.61) �n D
�M

`D1
Dj.n/=2 ˝Dj.n/=2:

A dimension count gives �
�
j.n/C1

�2 D n2. Note that onDj=2˝Dj=2, we have
M 2 D N 2 D .j=2/.j=2C 1/. Thus (7.60) implies j.j C 2/ D �1CK2=4�n, or

(7.62) �n D � K2

4.j C 1/2
; j D j.n/:

Comparing (7.38), we have .j C 1/2 D n2, that is,

(7.63) j.n/ D n � 1:

Since we know that dim Vn D n2, this implies that there is just one summand in
(7.61), so

(7.64) �n D D.n�1/=2 ˝D.n�1/=2:

This is an irreducible representation of SU.2/ � SU.2/, which is a double cover
of SO.4/,

� W SU.2/� SU.2/ �! SO.4/:

It is clear that �n is the identity operator on both elements in ker �, and so �n
actually produces an irreducible representation of SO.4/.
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Let �n denote the restriction to Vn of the representation � of SO.3/ onL3.R3/,
described above. If we regard this as a representation of SU.2/, it is clear that �n
is the composition of �n with the diagonal map SU.2/ ! SU.2/�SU.2/. Results
established in �9 of Appendix B imply that such a tensor-product representation
of SU.2/ has the decomposition into irreducible representations:

(7.65) �n �
n�1M

kD0
Dk :

This is also precisely the description of �n given by the analysis leading to (7.39).
There are a number of other group-theoretic perspectives on the quantum

Coulomb problem, which can be found in [Eng] and [GS2]. See also [Ad] and
[Cor], Vol. 2.

Exercises

1. For H D �� �Kjxj�1 with domain given by (7.8), show that

(7.66) D.H/ D fu 2 L2.R3/ W ��u �Kjxj�1u 2 L2.R3/g;
where a priori, if u 2 L2.R3/, then �u 2 H�2.R3/ and jxj�1u 2 L1.R3/ C
L2.R3/ � H�2.R3/.
(Hint: Parallel the proof of Proposition 7.2. If u belongs to the right side of (7.66), and
if you pick � 2 C n R, then, as in (7.12),

(7.67) u �KR�V u D R�f 2 H2.R3/:/

Complement (7.13) with

(7.68)

MV W L2.R3/ �!
\

">0

H�3=2�".R3/;

MV W
\

">0

H1=2�".R3/ �!
\

ı>0

H�3=4�ı .R3/:

(Indeed, sharper results can be obtained.) Then deduce from (7.67) first that u 2
H1=2�".R3/ and then that u 2 H5=4�ı .R3/ � H1.R3/:)

2. As a variant of (7.4), show that, for u 2 H1.R3/,

(7.69)
Z

jxj�2ju.x/j2 dx � 4

Z
jru.x/j2 dx:

Show that 4 is the best possible constant on the right. (Hint: Use the Mellin transform
to show that the spectrum of r d=dr � 1=2 on L2.RC; r�1dr/ (which coincides with
the spectrum of r d=dr on L2.RC; dr/) is fis � 1=2 W s 2 Rg, hence

(7.70)
Z 1

0
ju.r/j2dr � 4

Z 1

0
ju0.r/j2r2 dr:

This is sometimes called an “uncertainty principle” estimate. Why might that be?
(Cf. [RS], Vol. 2, p. 169.)
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3. Show that H D �� � K=jxj has no non-negative eigenvalues, i.e., only continuous
spectrum in Œ0;1/. (Hint: Study the behavior as r ! C1 of solutions to the ODE
(7.28), when �E is replaced by CE 2 Œ0;1/. Consult [Olv] for techniques. See also
[RS], Vol. 4, for general results.)

4. Generalize the propositions of this section, with modifications as needed, to other
classes of potentials V.x/, such as

V 2 L2 C "L1;

the set of functions V such that, for each " > 0, one can write V D V1 C V2; V1 2
L2; kV2kL1 � ". Consult [RS], Vols. 2–4, for further generalizations.

Exercises on the confluent hypergeometric function

1. Taking (7.35) as the definition of 1F1.aI bI z/, show that

1F1.aI bI z/ D �.b/

�.a/�.b � a/

Z 1

0
ezt ta�1.1� t/b�a�1 dt;

Re b > Re a > 0:(7.71)

(Hint: Use the beta function identity, (A.23)–(A.24) of Chap. 3.) Show that (7.71)
implies the asymptotic behavior (7.36), provided Re b > Re a > 0, but that this is
insufficient for making the deduction (7.37).

Exercises 2–5 deal with the analytic continuation of (7.71) in a and b, and a com-
plete justification of (7.36). To begin, write

(7.72) 1F1.aI bI z/ D �.b/

�.b � a/A .a;�z/C �.b/

�.a/
A'.b � a; z/ez;

where, for Re c > 0;  2 C1�
Œ0; 1=2	

�
, we set

(7.73) A .c; z/ D 1

�.c/

Z 1=2

0
e�zt .t/tc�1 dt;

and, in (7.72),

 .t/ D .1 � t/b�a�1; '.t/ D .1 � t/a�1:

2. Given Re c > 0, show that

(7.74) A .c; z/ �  .0/z�c ; z ! C1;

and

(7.75) A .c;�z/ �  .12 /

�.c/
z�1ez=2; z ! C1:

3. For j D 0; 1; 2; : : : , set

(7.76) Aj .c; t/ D 1

�.c/

Z 1=2

0
e�zt tj tc�1 dt;
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so Aj .c; z/ D A .c; z/, with  .t/ D tj . Show that

Aj .c; z/ D �.c C j /

�.c/
z�c�j � 1

�.c/

Z 1

1=2
e�zt tcCj�1 dt;

for Re z > 0. Deduce that Aj .c; t/ is an entire function of c, for Re z > 0, and that

Aj .c; z/ � �.c C j /

�.c/
z�c�j ; z ! C1;

if c … f0;�1;�2; : : : g.
4. Given k D 1; 2; 3; : : : , write

 .t/ D a0 C a1t C � � � C ak�1tk�1 C  k.t/t
k ;  k 2 C1�h

0;
1

2

i�

Thus

(7.77) A .c; z/ D
k�1X

jD0
ajAj .c; z/C 1

�.c/

Z 1=2

0
e�zt k.t/t

kCc�1 dt:

Deduce that A .c; z/ can be analytically continued to Re c > �k when Re z > 0 and
that (7.74) continues to hold if c … f0;�1;�2; : : : g; a0 ¤ 0.

5. Using tc�1 D c�1.d=dt/tc and integrating by parts, show that

(7.78) A0.c; z/ D zA0.c C 1; z/� 1

2c�.c C 1/
e�z=2;

for Re c > 0, all z 2 C. Show that this provides an entire analytic continuation of
A0.c; z/ and that (7.74)–(7.75) hold, for  .t/ D 1. Using

Aj .c; z/ D �.c C j /

�.c/
A0.c C j; z/

and (7.77), verify (7.75) for all  2 C1�
Œ0; 1=2	

�
. (Also again verify (7.74)). Hence,

verify the asymptotic expansion (7.36).
The approach given above to (7.36) is one the author learned from conversations

with A. N. Varchenko. In Exercises 6–15 below, we introduce another solution to the
confluent hypergeometric equation and follow a path to the expansion (7.36) similar
to one described in [Leb] and in [Olv].

6. Show that a solution to the ODE (7.30) is also given by

z1�b
1F1.1C a � bI 2 � bI z/;

in addition to 1F1.aI bI z/, defined by (7.35). Assume b ¤ 0;�1;�2; : : : . Set

‰.aI bI z/ D �.1 � b/

�.1C a � b/ 1F1.aI bI z/

C�.b � 1/

�.a/
z1�b

1F1.1C a � bI 2 � bI z/:(7.79)

Show that the Wronskian is given by

W
�
1F1.aI bI z/; ‰.aI bI z/

� D ��.b/
�.a/

z�bez:
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7. Show that

(7.80) 1F1.aI bI z/ D ez
1F1.b � aI bI �z/; b … f0;�1;�2; : : : g

(Hint: Use the integral in Exercise 1, and set s D 1� t , for the case Re b > Re a > 0:)
8. Show that

(7.81) ‰.aI bI z/ D 1

�.a/

Z 1

0
e�zt ta�1.1C t/b�a�1 dt; Re a > 0; Re z > 0:

(Hint: First show that the right side solves (7.30). Then check the behavior as z ! 0:)
9. Show that

(7.82) ‰.aI bI z/ D z‰.aC 1I b C 1I z/C .1� a � b/‰.aC 1I bI z/:

(Hint: To get this when Re a > 0, use the integral expression (7.81) for ‰.aC 1I b C
1I z/, write ze�zt D �.d=dt/e�zt , and integrate by parts.)

10. Show that

1F1.aI bI z/ D �.b/

�.b � a/
e˙ai‰.aI bI z/

C�.b/

�.a/
e˙.a�b/i ez ‰.b � aI bI �z/;(7.83)

where �z D e
i z; b ¤ 0;�1;�2; : : : . (Hint: Make use of (7.80) as well as (7.79).)
11. Using the integral representation (7.81), show that under the hypotheses ı > 0; b …

f0;�1;�2; : : : g, and Re a > 0, we have

(7.84) ‰.aI bI z/ � z�˛ ; jzj ! 1;

in the sector

(7.85) jArg zj � �

2
� ı:

12. Extend (7.84) to the sector jArg zj � � � ı. (Hint: Replace (7.81) by an integral along
the ray � D fei˛s W 0 � s < 1g, given j˛j < �=2:)

13. Further extend (7.84) to the case where no restriction is placed on Re a.
(Hint: Use (7.82).)

14. Extend (7.84) still further, to be valid for

(7.86) jArg zj � 3�

2
� ı:

(Hint: See Theorem 2.2 on p. 235 of [Olv], and its application to this problem on
p. 256 of [Olv].)

15. Use (7.83)–(7.86) to prove (7.36), that is,

(7.87) 1F1.aI bI z/ � �.b/

�.a/
ez z�.b�a/; z ! C1;

provided a; b … f0;�1;�2; : : : g.
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Remarks: For the analysis of ‰.b � aI bI �z/ as z ! C1, the result of Exercise
14 suffices, but the result of Exercise 13 does not. This point appears to have been
neglected in the discussion of (7.87) on p. 271 of [Leb].

8. The Laplace operator on cones

Generally, if N is any compact Riemannian manifold of dimension m, possibly
with boundary, the cone over N; C.N /, is the space RC � N together with the
Riemannian metric

(8.1) dr2 C r2g;

where g is the metric tensor on N . In particular, a cone with vertex at the origin
in RmC1 can be described as the cone over a subdomain � of the unit sphere
Sm in RmC1. Our purpose is to understand the behavior of the Laplace operator
�, a negative, self-adjoint operator, on C.N/. If @N ¤ ;, we impose Dirichlet
boundary conditions on @C.N /, though many other boundary conditions could be
equally easily treated. The analysis here follows [CT].

The initial step is to use the method of separation of variables, writing � on
C.N/ in the form

(8.2) � D @2

@r2
C m

r

@

@r
C 1

r2
�N ;

where �N is the Laplace operator on the base N . Let �j ; 'j .x/ denote the
eigenvalues and eigenfunctions of ��N (with Dirichlet boundary condition on
@N if @N ¤ ;), and set

(8.3) �j D .�j C ˛2/1=2; ˛ D �m � 1

2
:

If
g.r; x/ D

X

j

gj .r/'j .x/;

with gj .r/ well behaved, and if we define the second-order operator L� by

(8.4) L�g.r/ D
�
@2

@r2
C m

r

@

@r
� �

r2

	
g.r/;

then we have

(8.5) �g.r; x/ D
X

j

L�j gj .r/'j .x/:

In particular,

(8.6) �.gj'j / D ��2gj'j
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provided

(8.7) gj .r/ D r�.m�1/=2J	j .�r/:

Here J	.z/ is the Bessel function, introduced in �6 of Chap. 3; there in (6.6) it is
defined to be

(8.8) J	.z/ D .z=2/	

�.1
2
/�.� C 1

2
/

Z 1

�1
.1 � t2/	�1=2eizt dt;

for Re � > �1=2; in (6.11) we establish Bessel’s equation

(8.9)


d 2

d z2
C 1

z

d

d z
C
�
1 � �2

z2

	�
J	.z/ D 0;

which justifies (8.6); and in (6.19) we produced the formula

(8.10) J	.z/ D
� z

2

�	 1X

kD0

.�1/k
kŠ�.k C � C 1/

� z

2

�2k
:

We also recall, from (6.56) of Chap. 3, the asymptotic behavior

(8.11) J	.r/ �
� 2
�r

�1=2
cos
�
r � ��

2
� �

4

�
CO.r�3=2/; r ! C1:

This suggests making use of the Hankel transform, defined for � 2 RC by

(8.12) H	.g/.�/ D
Z 1

0

g.r/J	.�r/r dr:

Clearly,H	 W C1
0

�
.0;1/

� ! L1.RC/. We will establish the following:

Proposition 8.1. For � � 0; H	 extends uniquely from C1
0

�
.0;1/

�
to

(8.13) H	 W L2.RC; r dr/ �! L2.RC; � d�/; unitary.

Furthermore, for each g 2 L2.RC; r dr/,

(8.14) H	 ıH	g D g:

To prove this, it is convenient to consider first

(8.15) eH 	f .�/ D
Z 1

0

f .r/
J	.�r/

.�r/	
r2	C1 dr;

since, by (8.10), .�r/�	J	.�r/ is a smooth function of �r . Set

(8.16) S.RC/ D ff jRC W f 2 S.R/ is eveng:
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Lemma 8.2. If � � �1=2, then

(8.17) eH 	 W S.RC/ �! S.RC/:

Proof. By (8.10), J	.�r/=.�r/	 is a smooth function of �r . The formula (8.8)
yields

(8.18)
ˇ̌
ˇ
J	.�r/

.�r/	

ˇ̌
ˇ � C	 < 1;

for �r 2 Œ0;1/; � > �1=2, a result that, by the identity

(8.19) J�1=2.z/ D
� 2
�z

�1=2
cos z;

established in (6.35) of Chap. 3, also holds for � D �1=2. This readily yields

(8.20) eH 	 W S.RC/ �! L1.RC/;

whenever � � �1=2. Now consider the differential operatoreL	 , given by

(8.21)

eL	f .r/ D �r�2	�1 @
@r

�
r2	C1 @f

@r

�

D �@
2f

@r2
� 2� C 1

r

@f

@r
:

Using Bessel’s equation (8.9), we have

(8.22) eL	
�J	.�r/
.�r/	

�
D �2

J	.�r/

.�r/	
;

and, for f 2 S.RC/,

(8.23)
eH 	.eL	f /.�/ D �2eH 	f .�/;

eH 	.r
2f /.�/ D eL	eH 	f .�/:

Since f 2 L1.RC/ belongs to S.RC/ if and only if arbitrary iterated applica-
tions of eL	 and multiplication by r2 to f yield elements of L1.RC/, the result
(8.17) follows. We also have that this map is continuous with respect to the natural
Frechet space structure on S.RC/.

Lemma 8.3. Consider the elements Eb 2 S.RC/, given for b > 0 by

(8.24) Eb.r/ D e�br2 :
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We have

(8.25) eH 	E1=2.�/ D E1=2.�/;

and more generally

(8.26) eH 	Eb.�/ D .2b/�	�1E1=4b.�/:

Proof. To establish (8.25), plug the power series (8.10) for J	.z/ into (8.15) and
integrate term by term, to get

(8.27) eH 	E1=2.�/ D
1X

kD0

.�1/k2�	�2k

kŠ�.k C � C 1/
�2k

Z 1

0

r2kC2	C1e�r2=2 dr:

This last integral is seen to equal 2kC	�.k C � C 1/, so we have

(8.28) eH 	E1=2.�/ D
1X

kD0

1

kŠ

�
��

2

2

�k D e��2=2 D E1=2.�/:

Having (8.25), we get (8.26) by an easy change of variable argument.
In more detail, set r2=2 D bs2, or s D r=

p
2b. Then set � D p

2b�, so
�r D �s. Then (8.28), which we can write as

(8.29)
Z 1

0

e�r2=2J	.�r/r	C1 dr D �	e��2=2;

translates to

(8.30)
Z 1

0

e�bs2J	.�s/.2b/.	C1/=2s	C1.2b/1=2 ds D .2b/�	=2�	e��2=4b;

or, changing notation back,

(8.31)
Z 1

0

e�bs2J	.�s/s	C1 ds D .2b/�	�1�	e��2=4b;

which gives (8.26).

From (8.26) we have, for each b > 0,

(8.32) eH 	
eH 	Eb D .2b/�	�1eH 	E1=4b D Eb;

which verifies our stated Hankel inversion formula for f D Eb; b > 0. To get the
inversion formula for general f 2 S.RC/, it suffices to establish the following.
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Lemma 8.4. The space

(8.33) V D Span fEb W b > 0g

is dense in S.RC/.

Proof. Let V denote the closure of V in S.RC/. From

(8.34)
1

"

�
e�br2 � e�.bC"/r2� ! r2e�br2 ;

we deduce that r2e�br2 2 V , and inductively, we get

(8.35) r2j e�br2 2 V ; 8 j 2 ZC:

From here, one has

(8.36) .cos �r/e�r2 2 V; 8 � 2 R:

Now each even ! 2 S 0.R/ annihilating (8.36) for all � 2 R has the property that
e�r2! has Fourier transform zero, which implies ! D 0. The assertion (8.33)
then follows by the Hahn-Banach theorem.

Putting the results of Lemmas 8.2–8.4 together, we have

Proposition 8.5. Given � � �1=2, we have

(8.37) eH 	
eH 	f D f;

for all f 2 S.RC/.

We promote this to

Proposition 8.6. If � � �1=2, we have a unique extension of eH 	 from S.RC/ to

(8.38) eH 	 W L2.RC; r2	C1 dr/ �! L2.RC; �2	C1 d�/;

as a unitary operator, and (8.37) holds for all f 2 L2.RC; r2	C1 dr/.

Proof. Take f; g 2 S.RC/, and use the inner product

(8.39) .f; g/ D
Z 1

0

f .r/g.r/r2	C1 dr:

Using Fubini’s theorem and the fact that J	.�r/=.�r/	 is real valued and sym-
metric in .�; r/, we get the first identity in

(8.40) .eH 	f; eH 	g/ D .eH 	
eH 	f; g/ D .f; g/;
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the second identity following by Proposition 8.5. From here, given that the linear
space S.RC/ � L2.RC; r2	C1 dr/ is dense, the assertions of Proposition 8.6 are
apparent.

We return to the Hankel transform (8.12). Note that

(8.41) H	.r
	f /.�/ D �	eH 	f .�/;

and that M	f .r/ D r	f .r/ has the property that

(8.42) M	 W L2.RC; r2	C1 dr/ �! L2.RC; r dr/ is unitary.

Thus Proposition 8.6 yields Proposition 8.1.
Another proof is sketched in the exercises. An elaboration of Hankel’s original

proof is given on pp. 456–464 of [Wat].
In view of (8.23) and (8.41), we have

(8.43)

H	.r
�˛L�g/ D

Z 1

0

L�.r
˛J	.�r//g r

m dr

D ��2
Z 1

0

gr˛J	.�r/r
m dr

D ��2H	.r�˛g/:

Now from (8.5)–(8.13), it follows that the map H given by

(8.44) Hg D
�
H	0.r

�˛g0/;H	1.r
�˛g1/; : : :

�

provides an isometry of L2.C.N // ontoL2.RC; � d�; `2/, such that� is carried
into multiplication by ��2. Thus (8.44) provides a spectral representation of �.
Consequently, for well-behaved functions f , we have

(8.45)

f .��/g.r; x/
D r˛

X

j

Z 1

0

f .�2/J	j .�r/�

Z 1

0

s1�˛J	j .�s/gj .s/ ds d� 'j .x/:

Now we can interpret (8.45) in the following fashion. Define the operator � on
N by

(8.46) � D ���N C ˛2
�1=2

:

Thus �'j D �j'j . Identifying operators with their distributional kernels, we can
describe the kernel of f .��/ as a function on RC �RC taking values in operators
on N , by the formula
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(8.47)
f .��/ D .r1r2/

˛

Z 1

0

f .�2/J	.�r1/J	.�r2/� d�

D K.r1; r2; �/;

since the volume element on C.N/ is rm dr dS.x/ if the m-dimensional area
element of N is dS.x/.

At this point it is convenient to have in hand some calculations of Hankel
transforms, including some examples of the form (8.47). We establish some
here; many more can be found in [Wat]. Generalizing (8.31), we can computeR1
0
e�br2J	.�r/r�C1 dr in a similar fashion, replacing the integral in (8.27) by

(8.48)
Z 1

0

r2kC�C	C1e�br2 dr D 1

2
b�k��=2�	=2�1�

��
2

C �

2
C k C 1

�
:

We get

(8.49)

Z 1

0

e�br2J	.�r/r�C1 dr

D �	2�	�1b��=2�	=2�1
1X

kD0

�.�
2

C 	
2

C k C 1/

kŠ�.k C � C 1/

�
��

2

4b

�k
:

We can express the infinite series in terms of the confluent hypergeometric func-
tion, introduced in �7. A formula equivalent to (7.35) is

(8.50) 1F1.aI bI z/ D �.b/

�.a/

1X

kD0

�.aC k/

�.b C k/

zk

kŠ
;

since .a/k D a.aC1/ � � � .aCk�1/ D �.aCk/=�.a/. We obtain, for Re b > 0,
Re.�C �/ > �2,

(8.51)
Z 1

0

e�br2J	.�r/r�C1 dr

D �	2�	�1b��=2�	=2�1�.
�
2

C 	
2

C 1/

�.� C 1/
1F1

��
2

C �

2
C 1I � C 1I ��

2

4b

�
:

We can apply a similar attack when e�br2 is replaced by e�br , obtaining

(8.52)

Z 1

0

e�brJ	.�r/r��1 dr

D
��
2

�	
b���	

1X

kD0

�.�C � C 2k/

kŠ�.� C k C 1/

�
� �2

2b2

�k
;

at least provided Re b > j�j; � � 0, and �C � > 0; here we use
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(8.53)
Z 1

0

e�brr2kC�C	�1 dr D b�2k���	�.�C � C 2k/:

The duplication formula for the gamma function (see (A.22) of Chap. 3) implies

(8.54) �.2kC�C�/ D ��1=222kC�C	�1�
��
2

C �

2
Ck

�
�
��
2

C �

2
CkC 1

2

�
;

so the right side of (8.52) can be rewritten as

(8.55) ��1=2�	2��1b���	
1X

kD0

�.�
2

C 	
2

C k/�.�
2

C 	
2

C 1
2

C k/

kŠ�.� C 1C k/

�
��

2

b2

�k
:

This infinite series can be expressed in terms of the hypergeometric function,
defined by

(8.56)

2F1.a1; a2I bI z/ D
1X

kD0

.a1/k.a2/k

.b/k

zk

kŠ

D �.b/

�.a1/�.a2/

1X

kD0

�.a1 C k/�.a2 C k/

�.b C k/

zk

kŠ
;

for a1; a2 … f0;�1;�2; : : : g; jzj < 1. If we put the sum in (8.55) into this form,
and use the duplication formula, to write

�.a1/�.a2/ D �
��
2

C �

2

�
�
��
2

C �

2
C 1

2

�
D �1=22���	C1�.�C �/;

we obtain

(8.57)

Z 1

0

e�brJ	.�r/r��1 dr

D
��
2

�	
b���	 �.�C �/

�.� C 1/
� 2F1

�
�

2
C �

2
;
�

2
C �

2
C 1

2
I � C 1I ��

2

b2

	
:

This identity, established so far for j�j < Re b (and � � 0; �C� > 0), continues
analytically to � in a complex neighborhood of .0;1/.

To evaluate the integral (8.47) with f .�2/ D e�t�2 , we can use the power
series (8.10) for J	.�r1/ and for J	.�r2/ and integrate the resulting double series
term by term using (8.48). We get

(8.58)
Z 1

0

e�t�2J	.r1�/J	.r2�/� d�

D 1

2t

�r1r2
4t

�	 �
X

j;k�0

�.� C j C k C 1/

�.� C j C 1/�.� C k C 1/

1

j ŠkŠ

�
�r

2
1

4t

�j��r
2
2

4t

�k
;
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for any t; r1; r2 > 0; � � 0. This can be written in terms of the modified Bessel
function I	.z/, given by

(8.59) I	.z/ D
� z

2

�	 1X

kD0

1

kŠ�.� C k C 1/

� z

2

�2k
:

One obtains the following, known as the Weber identity.

Proposition 8.7. For t; r1; r2 > 0,

(8.60)
Z 1

0

e�t�2J	.r1�/J	.r2�/� d� D 1

2t
e�.r2

1
Cr2
2
/=4t I	

�r1r2
2t

�
:

Proof. The left side of (8.60) is given by (8.58). Meanwhile, by (8.59), the right
side of (8.60) is equal to .1=2t/.r1r2=4t/	 times

(8.61)
X

`;m�0

1

`ŠmŠ

�
�r

2
1

4t

�`��r
2
2

4t

�m 1X

nD0

1

nŠ�.� C nC 1/

�r1r2
4t

�2n
:

If we set yj D �r2j =4t , we see that the asserted identity (8.60) is equivalent to
the identity

(8.62)

X

j;k�0

�.� C j C k C 1/

�.� C j C 1/�.� C k C 1/

1

j ŠkŠ
y
j
1y

k
2

D
X

`;m;n�0

1

`ŠmŠ

1

nŠ�.� C nC 1/
y`Cn1 ymCn

2 :

We compare coefficients of yj1y
k
2 in (8.62). Since both sides of (8.62) are sym-

metric in .y1; y2/, it suffices to treat the case

(8.63) j � k;

which we assume henceforth. Then we take `Cn D j; mCn D k and sum over
n 2 f0; : : : ; j g, to see that (8.62) is equivalent to the validity of

(8.64)

jX

nD0

1

.j � n/Š.k � n/ŠnŠ�.� C nC 1/
D �.� C j C k C 1/

�.� C j C 1/�.� C k C 1/

1

j ŠkŠ
;

whenever 0 � j � k. Using the identity

�.� C j C 1/ D .� C j / � � � .� C nC 1/�.� C nC 1/
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and its analogues for the other �-factors in (8.64), we see that (8.64) is equivalent
to the validity of

(8.65)
jX

nD0

j ŠkŠ

.j � n/Š.k � n/ŠnŠ .�Cj / � � � .�CnC1/ D .�CjCk/ � � � .�CkC1/;

for 0 � j � k. Note that the right side of (8.65) is a polynomial of degree j in �,
and the general term on the left side of (8.65) is a polynomial of degree j �n in �.

In order to establish (8.65), it is convenient to set

(8.66) � D � C j

and consider the associated polynomial identity in �. With

(8.67)
p0.�/ D 1; p1.�/ D �; p2.�/ D �.�� 1/; : : :

pj .�/ D �.� � 1/ � � � .� � j C 1/;

we see that fp0; p1; : : : ; pj g is a basis of the space Pj of polynomials of degree
j in �, and our task is to write

(8.68) pj .�C k/ D .�C k/.�C k � 1/ � � � .�C k � j C 1/

as a linear combination of p0; : : : ; pj . To this end, define

(8.69) T W Pj �! Pj ; Tp.�/ D p.�C 1/:

By explicit calculation,

(8.70)
p1.�C 1/ D p1.�/C p0.�/;

p2.�C 1/ D .�C 1/� D �.� � 1/C 2� D p2.�/C 2p1.�/;

and an inductive argument gives

(8.71) Tpi D pi C ipi�1:

By convention we set pi D 0 for i < 0. Our goal is to compute T kpj . Note that

(8.72) T D I CN; Npi D ipi�1;

and

(8.73) T k D
jX

nD0

 
k

n

!
N n;
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if j � k. By (8.72),

(8.74) N npi D i.i � 1/ � � � .i � nC 1/pi�n;

so we have

(8.75)

T kpj D
jX

nD0

 
k

n

!
j.j � 1/ � � � .j � nC 1/pj�n

D
jX

nD0

kŠ

.k � n/ŠnŠ
j Š

.j � n/Špj�n:

This verifies (8.65) and completes the proof of (8.60).

Similarly we can evaluate (8.47) with f .�2/ D e�t�=�, as an infinite series,
using (8.53) to integrate each term of the double series. We get

(8.76)
Z 1

0

e�t�J	.r1�/J	.r2�/ d�

D 1

t

� r1r2
t2

�	 X

j;k�0

�.2� C 2j C 2k C 1/

�.� C j C 1/�.� C k C 1/

1

j ŠkŠ

�
� r21
4t2

�j�� r22
4t2

�k
;

provided t > rj > 0. It is possible to express this integral in terms of the Legendre
functionQ	�1=2.z/.

Proposition 8.8. One has, for all y; r1; r2 > 0; � � 0,
(8.77)Z 1

0

e�y�J	.r1�/J	.r2�/ d� D 1

�
.r1r2/

�1=2Q	�1=2
�
r21 C r22 C y2

2r1r2

	
:

The Legendre functions P	�1=2.z/ andQ	�1=2.z/ are solutions to

(8.78)
d

d z

h
.1 � z2/

d

d z
u.z/

i
C
�
�2 � 1

4

�
u.z/ D 0I

Compare with (4.52). Extending (4.41), we can set

(8.79) P	�1=2.cos �/ D 2

�

Z �

0

�
2 cos s � 2 cos �

��1=2
cos �s ds;

and Q	�1=2.z/ can be defined by the integral formula

(8.80) Q	�1=2.cosh 
/ D
Z 1

�

�
2 cosh s � 2 cosh 


��1=2
e�s	 ds:

The identity (8.77) is known as the Lipschitz-Hankel integral formula.
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Proof of Proposition 8.8. We derive (8.77) from the Weber identity (8.60).
Recall

(8.81) I	.y/ D e�i	=2 J	.iy/; y > 0:

To work with (8.60), we use the subordination identity

(8.82) e�y� D �p
�

Z 1

0

e�y2=4te�t�2 t�1=2 dt I

cf. Chap. 3, (5.31) for a proof. Plugging this into the left side of (8.77), and using
(8.60), we see that the left side of (8.77) is equal to

(8.83)
1

2
p
�

Z 1

0

e�.r2
1

Cr2
2

Cy2/=4t I	
�r1r2
2t

�
t�3=2 dt:

The change of variable s D r1r2=2t gives

(8.84)

r
1

2�
.r1r2/

�1=2
Z 1

0

e�s.r2
1

Cr2
2

Cy2/=2r1r2 I	.s/s�1=2 ds:

Thus the asserted identity (8.77) follows from the identity

(8.85)
Z 1

0

e�szI	.s/s
�1=2 ds D

r
2

�
Q	�1=2.z/; z > 0:

As for the validity of (8.85), we mention two identities. Recall from (8.57) that

(8.86)Z 1

0

e�szJ	.�s/s
��1 ds D

�
�

2

		
z���	 �.�C �/

�.� C 1/

� 2F1
�
�

2
C �

2
C 1

2
;
�

2
C �

2
I � C 1I ��

2

z2

	
:

Next, there is the classical representation of the Legendre function Q	�1=2.z/ as
a hypergeometric function:

(8.87)

Q	�1=2.z/ D �
�
1
2

�
�
�
� C 1

2

�

� .� C 1/
.2z/�	�1=2

2F1

�
�

2
C 3

4
;
�

2
C 1

4
I � C 1I 1

z2

	
I

cf. [Leb], (7.3.7) If we apply (8.86) with � D i; � D 1=2 (keeping (8.81) in
mind), then (8.85) follows.

Remark: Formulas (8.77) and (8.60) are proven in the opposite order in [W].
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By analytic continuation, we can treat f .�2/ D e�"���1 sin�t for any " > 0.
We apply this to (8.47). Letting " & 0, we get for the fundamental solution to the
wave equation:

(8.88)

.��/�1=2 sin t.��/1=2

D � lim
"&0

.r1r2/
˛ Im

Z 1

0

e�."Ci t/� J	.�r1/J	.�r2/ d�

D � 1
�
.r1r2/

˛�1=2 lim
"&0

Im Q	�1=2
� r21 C r22 C ."C i t/2

2r1r2

�
:

Using the integral formula (8.80), where the path of integration is a suitable path
from 
 to C1 in the complex plane, one obtains the following alternative integral
representation of .��/�1=2 sin t.��/1=2. The Schwartz kernel is equal to

0; if t < jr1 � r2j;(8.89)

1

�
.r1r2/

˛

Z ˇ1

0

�
t2 � .r21 C r22 � 2r1r2 cos s/

��1=2
cos �s ds;(8.90)

if jr1 � r2j < t < r1 C r2, and

(8.91)
1

�
.r1r2/

˛ cos��
Z 1

ˇ2

�
r21 C r22 C 2r1r2 cosh s � t2

��1=2
e�s	 ds;

if t > r1 C r2, where

(8.92) ˇ1 D cos�1
�r21 C r22 � t2

2r1r2

�
; ˇ2 D cosh�1

� t2 � r21 � r22
2r1r2

�
:

Recall that ˛ D �.m � 1/=2, wherem D dim N .
We next show how formulas (8.89)–(8.91) lead to an analysis of the classical

problem of diffraction of waves by a slit along the positive x-axis in the plane R2.
In fact, if waves propagate in R2 with this ray removed, on which Dirichlet bound-
ary conditions are placed, we can regard the space as the cone over an interval of
length 2� , with Dirichlet boundary conditions at the endpoints. By the method of
images, it suffices to analyze the case of the cone over a circle of circumference
4� (twice the circumference of the standard unit circle). Thus C.N/ is a double
cover of R2 n 0 in this case. We divide up the spacetime into regions I, II, and
III, respectively, as described by (8.89), (8.90), and (8.91). Region I contains only
points on C.N/ too far away from the source point to be influenced by time t ;
that the fundamental solution is 0 here is consistent with finite propagation speed.

Since the circle has dimensionm D 1, we see that

(8.93) � D .��N /1=2 D
�
� d 2

d�2

�1=2



162 8. Spectral Theory

in this case if � 2 R=.4�Z/ is the parameter on the circle of circumference 4� .
On the line, we have

(8.94) cos s� ı�1.�2/ D 1

2

�
ı.�1 � �2 C s/C ı.�1 � �2 � s/�:

To get cos s� on R=.4�Z/, we simply make (8.94) periodic by the method of
images. Consequently, from (8.90), the wave kernel .��/�1=2 sin t.��/1=2 is
equal to

(8.95)
.2�/�1

�
t2 � r21 � r22 C 2r1r2 cos.�1 � �2/

��1=2
if j�1 � �2j � �;

0 if j�1 � �2j > �;

in region II. Of course, for j�1 � �2j < � this coincides with the free space
fundamental solution, so (8.95) also follows by finite propagation speed.

We turn now to an analysis of region III. In order to make this analysis, it is
convenient to make simultaneous use both of (8.91) and of another formula for
the wave kernel in this region, obtained by choosing another path from 
 to 1
in the integral representation (8.80). The formula (8.91) is obtained by taking a
horizontal line segment; see Fig. 8.1.

If instead we take the path indicated in Fig. 8.2, we obtain the following for-
mula for .��/�1=2 sin t.��/1=2 in region III:

(8.96)

��1.r1r2/�.m�1/=2
(Z 

0

�
t2 � r21 � r22 C 2r1r2 cos s

��1=2
cos s� ds

� sin��
Z ˇ2

0

�
t2 � r21 � r22 � 2r1r2 cosh s

��1=2
e�s	 ds

)
:

The operator � on R=.4�Z/ given by (8.93) has spectrum consisting of

(8.97) Spec � D
n
0;
1

2
; 1;

3

2
; 2; : : :

o
;

FIGURE 8.1 Integration Contour
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FIGURE 8.2 Alternative Contour

all the eigenvalues except for 0 occurring with multiplicity 2. The formula (8.91)
shows the contribution coming from the half-integers in Spec � vanishes, since
cos 1

2
�n D 0 if n is an odd integer. Thus we can use formula (8.96) and compose

with the projection onto the sum of the eigenspaces of � with integer spectrum.
This projection is given by

(8.98) P D cos2 ��

on R=.4�Z/. Since sin�n D 0, in the case N D R=.4�Z/ we can rewrite
(8.96) as

(8.99) ��1.r1r2/�.m�1/=2
Z 

0

�
t2 � r21 � r22 C 2r1r2 cos s

��1=2
P cos s� ds:

In view of the formulas (8.94) and (8.96), we have

P cos s� ı�1.�2/

D 1

4

�
ı.�1 � �2 C s/C ı.�1 � �2 � s/(8.100)

Cı.�1 � �2 C 2� C s/C ı.�1 � �2 C 2� � s/
�

mod 4�:

Thus, in region III, we have for the wave kernel .��/�1=2 sin t.��/1=2 the
formula

(8.101) .4�/�1
�
t2 � r21 � r22 C 2r1r2 cos.�1 � �2/

��1=2
:

Thus, in region III, the value of the wave kernel at points .r1; �1/; .r2; �2/ of the
double cover of R2 n 0 is given by half the value of the wave kernel on R2 at
the image points. The jump in behavior from (8.95) to (8.101) gives rise to a
diffracted wave.

We depict the singularities of the fundamental solution to the wave equation
for R2 minus a slit in Figs. 8.3 and 8.4. In Fig. 8.3 we have the situation jt j < r1,
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FIGURE 8.3 Reflected Wave Front

FIGURE 8.4 Reflected and Diffracted Wave Fronts

where no diffraction has occurred, and region III is empty. In Fig. 8.4 we have a
typical situation for jt j > r1, with the diffracted wave labeled by a “D.”

This diffraction problem was first treated by Sommerfeld [Som] and was the
first diffraction problem to be rigorously analyzed. For other approaches to the
diffraction problem presented above, see [BSU] and[Stk].

Generally, the solution (8.89)–(8.91) contains a diffracted wave on the bound-
ary between regions II and III. In Fig. 8.5 we illustrate the diffraction of a
wave by a wedge; here N is an interval of length ` < 2� . We now want to
provide, for general N , a description of the behavior of the distribution v D
.��/�1=2 sin t.��/1=2 ı.r2;x2/ near this diffracted wave, that is, a study of the
limiting behavior as r1 & t � r2 and as r1 % t � r2.

We begin with region II. From (8.90), we have v equal to

(8.102)
1

2
.r1r2/

˛�1=2P	�1=2.cosˇ1/ ıx2 in region II;

whereP	�1=2 is the Legendre function defined by (8.79) and ˇ1 is given by (8.92).
Note that as r1 & t � r2; ˇ1 % � .

To analyze (8.102), replace s by � � s in (8.79), and, with ı1 D � � ˇ1, write

(8.103)

�

2
P	�1=2.cosˇ1/ D cos��

Z 

ı1

�
2 cos ı1 � 2 cos s

��1=2
cos s� ds

C sin��
Z 

ı1

�
2 cos ı1 � 2 cos s

��1=2
sin s� ds:
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FIGURE 8.5 Diffraction by a Wedge

As ı1 & 0, the second term on the right tends in the limit to

(8.104) sin��
Z 

0

sin s�

sin 1
2
s
ds:

Write the first term on the right side of (8.103) as

(8.105)

cos��
Z 

ı1

.2 cos ı1 � 2 cos s/�1=2.cos s� � 1/ ds

C cos��
Z 

ı1

.2 cos ı1 � 2 cos s/�1=2 ds:

As ı1 & 0, the first term here tends in the limit to

(8.106) cos��
Z 

0

cos s� � 1

sin 1
2
s

ds:

The second integral in (8.105) is a scalar, independent of �, and it is easily seen
to have a logarithmic singularity. More precisely,

(8.107)

Z 

ı1

.2 cos ı1 � 2 cos s/� 12 ds

�
�

log
2

ı1

� 1X

jD0
Aj ı

j
1 C

1X

jD1
Bj ı

j
1 ; A0 D 1:

Consequently, one derives the following.
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Proposition 8.9. Fix .r2; x2/ and t . Then, as r1 & t � r2,

(8.108)

.��/�1=2 sin t.��/1=2 ı.r2;x2/
D 1

�
.r1r2/

˛�1=2
�

log
2

ı1
cos�� ıx2

C
Z 

0

cos s� � cos��

2 cos 1
2
s

ds ıx2 CR1 ıx2

)
;

where, for s > .mC 1/=2,

(8.109) kR1 ıx2kD�s�1 � Cı1 log
1

ı1
; as ı1 & 0:

The following result analyzes the second term on the right in (8.108).

Proposition 8.10. We have

(8.110)

Z 

0

�
2 cos

1

2
s
��1

.cos s� � cos��/ ds

D cos��

8
<

:� log � C
KX

jD0
aj �

�2j
9
=

;C �

2
sin�� C SK.�/;

where SK.�/ W Ds ! DsC2K , for all s.

The spaces Ds are spaces of generalized functions onN , introduced in Chap. 5,
Appendix A.

We turn to the analysis of v in region III. Using (8.91), we can write v as

(8.111)
1

�
.r1r2/

˛�1=2 cos�� Q	�1=2.cosh ˇ2/ ıx2 ; in region III,

whereQ	�1=2 is the Legendre function given by (8.80) and ˇ2 is given by (8.92).
It is more convenient to use (8.96) instead; this yields for v the formula

(8.112)

1

�
.r1r2/

˛�1=2
� Z 

0

.2 cosh ˇ2 C 2 cos s/�1=2 cos s� ds

� sin��
Z ˇ2

0

.2 cosh ˇ2 � 2 cosh s/�1=2e�s	 ds
�
:

Note that as r1 % t � r2; ˇ2 & 0.
The first integral in (8.112) has an analysis similar to that arising in (8.103);

first replace s by � � s to rewrite the integral as
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(8.113)
cos ��

Z 

0

.2 cosh ˇ2 � 2 cos s/�1=2 cos s� ds

C sin��
Z 

0

.2 cosh ˇ2 � 2 cos s/�1=2 sin s� ds:

As ˇ2 & 0, the second term in (8.113) tends to the limit (8.104), and the first
term also has an analysis similar to (8.105)–(8.107), with (8.107) replaced by

(8.114)

Z 

0

.2 cosh ˇ2 � 2 cos s/�1=2 ds

�
�

log
2

ˇ2

�X

j�0
A0
jˇ

j
2 C

X

j�1
B 0
jˇ

j
2 ; A0

0 D 1:

It is the second term in (8.112) that leads to the jump across r1 D t � r2, hence to
the diffracted wave. We have

(8.115)
Z ˇ2

0

.2 cosh ˇ2 � 2 cosh s/�1=2e�s	 ds �
Z ˇ2

0

ds
q
ˇ22 � s2

D �

2
:

Thus we have the following:

Proposition 8.11. For r1 % t � r2,

(8.116)

.��/�1=2 sin t.��/1=2 ı.r2;x2/
D 1

�
.r1r2/

˛�1=2
�

log
2

ˇ2
cos�� ıx2

C
Z 

0

cos s� � cos��

2 cos 1
2
s

ds ıx2 � �

2
sin�� ıx2 C eR1ıx2

�
;

where, for s > .mC 1/=2,

(8.117) kR1ıx2kD�s�1 � Cˇ2 log
1

ˇ2
; as ˇ2 & 0:

Note that (8.116) differs from (8.108) by the term ��1.r1r2/˛�1=2 times

(8.118) ��
2

sin�� ıx2 :

This contribution represents a jump in the fundamental solution across the
diffracted wave D. There is also the logarithmic singularity, .r1r2/˛�1=2 times

(8.119)
1

�
log

2

ı
cos�� ıx2 ;
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where ı D ı1 in (8.108) and ı D ˇ2 in (8.116). In the special case where N is
an interval Œ0; L	, so dim C.N/ D 2; cos�� ıx2 is a sum of two delta functions.
Thus its manifestation in such a case is subtle.

We also remark that if N is a subdomain of the unit sphere S2k (of even di-
mension), then cos�� ıx2 vanishes on the set N nN0, where

(8.120) N0 D fx1 2 N W for some y 2 @N; dist.x2; y/C dist.y; x1/ � �g:

Thus the log blow-up disappears on N n N0. This follows from the fact that
cos��0 D 0, where �0 is the operator (8.46) on S2k , together with a finite prop-
agation speed argument.

While Propositions 8.9–8.11 contain substantial information about the nature
of the diffracted wave, this information can be sharpened in a number of respects.
A much more detailed analysis is given in [CT].

Exercises

1. Using (7.36) and (7.80), work out the asymptotic behavior of 1F1.aI bI �z/ as
z ! C1, given b; b � a … f0;�1;�2; : : : g. Deduce from (8.51) that whenever
� � 0; s 2 R,

(8.121) lim
b&0

Z 1

0
e�br2J	.r/r�is dr D 2�is �

�
1
2 .� C 1 � is/

�

�
�
1
2 .� C 1C is/

� :

2. Define operators

(8.122) Mrf .r/ D rf .r/; J f .r/ D f .r�1/:

Show that

Mr W L2.RC; r dr/ �! L2.RC; r�1 dr/; J W L2.RC; r�1 dr/
�! L2.RC; r�1 dr/(8.123)

are unitary. Show that

(8.124) H #
	 D JMrH	M�1

r

is given by

(8.125) H #
	f .�/ D .f ? `	/.�/;

where ? denotes the natural convolution on RC, with Haar measure r�1dr :

(8.126) .f ? g/.�/ D
Z 1

0
f .r/g.r�1�/r�1 dr;

and

(8.127) `	.r/ D r�1J	.r�1/:
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3. Consider the Mellin transform:

(8.128) M#f .s/ D
Z 1

0
f .r/r is�1 dr:

As shown in (A.17)–(A.20) of Chap. 3, we have

(8.129) .2�/�1=2M# W L2.RC; r�1 dr/ �! L2.R; ds/; unitary.

Show that

(8.130) M#.f ? g/.s/ D M#f .s/ � M#g.s/;

and deduce that

(8.131) M#H #
	f .s/ D ‰.s/M#f .s/;

where

(8.132)

‰.s/ D
Z 1

0
J	.r

�1/r is�2 dr D
Z 1

0
J	.r/r

�is dr D 2�is �
�
1
2 .� C 1 � is/

�

�
�
1
2 .� C 1C is/

� :

4. From (8.126)–(8.132), give another proof of the unitarity (8.13) of H	 . Using sym-
metry, deduce that spec H	 D f�1; 1g, and hence deduce again the inversion formula
(8.14).

5. Verify the asymptotic expansion (8.107). (Hint: Write 2 cos ı � 2 cos s D .s2 � ı2/

F .s; ı/ with F smooth and positive, F.0; 0/ D 1. Then, with G.s; ı/ D F.s; ı/�1=2,

(8.133)
Z 

ı
.2 cos ı � 2 cos s/�1=2 ds D

Z 

ı
G.s; ı/

dsp
s2 � ı2

:

WriteG.s; ı/ D g.s/CıH.s; ı/; g.0/ D 1, and verify that (8.133) is equal toA1CA2,
where

A1 D
Z 

ı
G.s; ı/

ds

s
D g.0/ log

1

ı
CO

�
ı log

1

ı

�
;

A2 D
Z 

ı
g.s/

h 1p
s2 � ı2

� 1

s

i
ds CO.ı/ D B2 CO.ı/:

Show that

B2 D g.0/

Z =ı

1

h 1p
t2 � 1

� 1

t

i
dt CO.ı/ D C2 CO.ı/;

with

C2 D
Z 1

1

h 1p
t2 � 1

� 1

t

i
dt

Use the substitution t D cosh u to do this integral and get C2 D log 2:)
Next, verify the expansion (8.114).
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Exercises on the hypergeometric function

1. Show that 2F1.a1; a2I bI z/, defined by (8.56), satisfies

(8.134) 2F1.a1; a2I bI z/ D �.b/

�.a2/�.b � a2/

Z 1

0
ta2�1.1 � t/b�a2�1.1 � tz/�a1 dt;

for Re b > Re a2 > 0; jzj < 1. (Hint: Use the beta function identity, (A.23)–(A.24) of
Chap. 3, to write

.a2/k

.b/k
D �.b/

�.a2/�.b � a2/

Z 1

0
ta2�1Ck.1� t/b�a2�1 dt; k D 0; 1; 2; : : : ;

and substitute this into (8.39). Then use

1X

kD0

.a1/k

kŠ
.zt/k D .1 � tz/�a1 ; 0 � t � 1; jzj < 1:/

2. Show that, given Re b > Re a2 > 0, (8.134) analytically continues in z to z 2 C n
Œ1;1/.

3. Show that the function (8.134) satisfies the ODE

z.1 � z/
d2u

d z2
C ˚

b � .a1 C a2 C 1/z

du

d z
� a1a2u D 0

Note that u.0/ D 1; u0.0/ D a1a2=b, but zero is a singular point for this ODE. Show
that another solution is

u.z/ D z1�b
2F1.a1 � b C 1; a2 � b C 1I 2 � bI z/:

4. Show that

2F1.a1; a2I bI z/ D .1 � z/�a1 2F1
�
a1; b � a2I bI .z � 1/�1z

�
:

(Hint: Make a change of variable s D 1 � t in (8.134).)
For many other important transformation formulas, see [Leb] or [WW].

5. Show that
1F1.aI bI z/ D lim

c%1 2F1.a; cI bI c�1z/:

We mention the generalized hypergeometric function, defined by

pFq.aI bI z/ D
1X

kD0

.a/k

.b/k

zk

kŠ
;

where p � q C 1; a D .a1; : : : ; ap/; b D .b1; : : : ; bq/; bj 2 C n f0;�1;�2; : : : g,
jzj < 1, and

.a/k D .a1/k � � � .ap/k ; .b/k D .b1/k � � � .bq/k ;
and where, as before, for c 2 C; .c/k D c.c C 1/ � � � .c C k � 1/. For more on this
class of functions, see [Bai].
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6. The Legendre function Q	�1=2.z/ satisfies the identity (8.87), for � � 0; jzj > 1, and
jArg zj < �; cf. (7.3.7) of [Leb]. Take z D .r21 C r22 C t2/=2r1r2, and compare the
resulting power series for the right side of (8.77) with the power series in (8.76).
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9

Scattering by Obstacles

Introduction

In this chapter we study the phenomenon of scattering by a compact obstacle in
Euclidean space R3. We restrict attention to the three-dimensional case, though
a similar analysis can be given for obstacles in Rn whenever n is odd. The Huy-
gens principle plays an important role in part of the analysis, and for that part the
situation for n even is a little more complicated, though a theory exists there also.

The basic scattering problem is to solve the boundary problem

(0.1) .�C k2/v D 0 in �; v D f on @K;

where� D R3 nK is the complement of a compact set K . (We also assume� is
connected.) We place on v the “radiation condition”

(0.2) r

�
@v

@r
� ikv

	
�! 0; as r �! 1;

in case k is real. We establish the existence and uniqueness of solutions to (0.1)
and (0.2) in �1. Motivation for the condition (0.2) is also given there.

Special choices of the boundary value f give rise to the construction of the
Green function G.x; y; k/ and of “eigenfunctions” u˙.x; k!/. In �2 we study
analogues of the Fourier transform, arising from such eigenfunctions, providing
ˆ˙, unitary operators from L2.�/ to L2.R3/ which intertwine the Laplace op-
erator on �, with the Dirichlet boundary condition, and multiplication by j�j2 on
L2.R3/.

For any smooth f on @K , the solution to (0.1) and (0.2) has the following
asymptotic behavior:

(0.3) v.r�/ D r�1eikr˛.f; �; k/C o.r�1/; r �! 1;

known as the “far field expansion.” In case f .x/ D �eik!�x on @K , the coefficient
is denoted by a.!; �; k/ and called the “scattering amplitude.” This is one of the

M.E. Taylor, Partial Differential Equations II: Qualitative Studies of Linear Equations,
Applied Mathematical Sciences 116, DOI 10.1007/978-1-4419-7052-7 3,
c� Springer Science+Business Media, LLC 1996, 2011
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fundamental objects of scattering theory; in �3 it is related to the unitary operator
S D ˆCˆ�1� on L2.R3/, the “scattering operator.”

The term “scattering” refers to the scattering of waves. Connection with the
wave equation is made in ��4 and 5, where the scattering operator is related to the
long-time behavior of the solution operator for the wave equation, in counterpoint
to the long-distance characterization of the scattering amplitude given in �1. In
the study of the wave-equation approach to scattering theory, a useful tool is a
semigroupZ.t/, introduced by Lax and Phillips, which is described in �6.

Section 7 considers the meromorphic continuation in k of the solution operator
to (0.1) and (0.2). This operator has poles in the lower half-plane, called scattering
poles. The analytical method used to effect this construction involves the classical
use of integral equations. We also relate the scattering poles to the spectrum of the
Lax–Phillips semigroup Z.t/. In �8 we derive “trace formulas,” further relating
the poles and Z.t/. In �9 we illustrate material of earlier sections by explicit
calculations for scattering by the unit sphere in R3.

In ��10 and 11, we discuss the “inverse” problem of determining an obstacle
K , given scattering data. Section 10 focuses on uniqueness results, asserting that
exact measurements of certain scattering data will uniquely determine K . In �11
we discuss some methods that have been used to determine K approximately,
given approximate measurements of scattering data. This leads us to a discussion
of “ill-posed” problems and how to regularize them.

In �12 we present some material on scattering by a rough obstacle, pointing
out similarities and differences with the smooth cases considered in the earlier
sections. Appendix A at the end of this chapter is devoted to the proof of a trace
identity used in �8.

We have confined attention to the Dirichlet boundary condition. The scattering
problem with the Neumann boundary condition, and for electromagnetic waves,
with such boundary conditions as discussed in Chap. 5, are of equal interest. There
are also studies of scattering for the equations of linear elasticity, with boundary
conditions of the sort considered in Chap. 5. Many of the results in such cases
can be obtained with only minor modifications of the techniques used here, while
other results require further work. For further material on the theory of scattering
by obstacles, consult [LP1], [Rm], [CK], and [Wil].

Another important setting for scattering theory is the Schrödinger operator
��C V ; see [RS], [New], and [Ho] for material on this. We include some exer-
cises on some of the simplest problems in this quantum scattering theory. These
exercises indicate that very similar techniques to those for scattering by a compact
obstacle apply to scattering by a compactly supported potential. It would not take
a much greater modification to handle potentials V.x/ that decay very rapidly as
jxj ! 1. Such potentials, with exponential fall-off, are used in crude models of
two-body interactions involving nuclear forces. It takes more substantial modifi-
cations to treat long-range potentials, such as those that arise from the Coulomb
force. The most interesting quantum scattering problems involve multiparticle in-
teractions, and the analysis of these requires a much more elaborate set-up.
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1. The scattering problem

In this section we establish the existence and uniqueness for the following
boundary problem. Let K � R3 be a compact set with smooth boundary and
connected complement�. Let f 2 H s.@K/ be given, and let k > 0. We want to
solve

.�C k2/v D 0 on �;(1.1)

v D f on @K:(1.2)

In addition, we impose a “radiation condition,” of the following form:

(1.3) jrv.x/j � C; r

�
@v

@r
� ikv

	
�! 0; as r �! 1;

where r D jxj. This condition will hold provided v satisfies the integral identity

(1.4) v.x/ D
Z

@K


f .y/

@g

@�y
.x; y; k/ � g.x; y; k/@v

@�
.y/

�
dS.y/;

for x 2 �, where

(1.5) g.x; y; k/ D �
4�jx � yj��1 eikjx�yj:

Our existence proof will utilize the following fact. If k > 0 is replaced by
k C i"; " > 0, then �.k C i"/2 belongs to the resolvent set of the Laplace
operator� on�, with Dirichlet boundary conditions on @K . Hence, for s � 3=2,
(1.1)–(1.2) (with k replaced by k C i") has a unique solution v" 2 L2.�/. To
obtain this, extend f to f # 2 H 2.�/, and set ' D �

�C .kC i"/2
�
f # 2 L2.�/.

Then
v" D f # � �

�C .k C i"/2
��1

':

Furthermore, in this case, the integral formula (1.4) does hold, as a consequence
of Green’s theorem, with g.x; y; k/ replaced by

(1.6) g.x; y; k C i"/ D �
4�jx � yj��1 e.ik�"/jx�yj;

which, as we saw in Chap. 3, is (the negative of) the resolvent kernel for .�C.kC
i"/2/�1 on free space R3, a kernel that converges to (1.5) as " & 0. The strategy
will be to show that, as " & 0; v" converges to the solution to (1.1)–(1.3).

Before tackling the existence proof, we first establish the uniqueness of solu-
tions to (1.1)–(1.3), as this uniqueness result will play an important role in the
existence proof.

Proposition 1.1. Given k > 0, if v satisfies (1.1)–(1.3) with f D 0, then v D 0.
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Proof. Let SR denote the sphere fjxj D Rg in R3; for R large, SR � �, and,
with vr D @v=@r , we have

(1.7)
Z

SR

jvr � ikvj2 dS D
Z

SR

�jvr j2 C k2jvj2� dS � ik

Z

SR

�
vvr � vvr

�
dS:

Now Green’s theorem applied to v and v implies

(1.8)
Z

SR

�
vvr � vvr

�
dS D

Z

@K

�
v
@v

@�
� v

@v

@�

�
dS D 0;

provided vj@K D 0. Since the hypothesis (1.3) implies

(1.9)
Z

SR

ˇ̌
vr � ikv

ˇ̌2
dS �! 0; as R �! 1;

we deduce from (1.7) that

(1.10)
Z

SR

jvj2 dS �! 0; as R �! 1:

The proof of Proposition 1.1 is completed by the following result.

Lemma 1.2. If v satisfies .� C k2/v D 0 for jxj � R0 and (1.10) holds, then
v.x/ D 0 for jxj � R0.

Proof. It suffices to prove that, for r � R0,

(1.11) V.r/ D
Z

S2

v.r!/'.!/ dS.!/

is identically zero, for each eigenfunction ' of the Laplace operator �S on the
unit sphere S2:

(1.12) .�S C �2/' D 0 .� � 0/:

In view of the formula for� on R3 in polar coordinates,

(1.13) � D @2

@r2
C 2

r

@

@r
C 1

r2
�S ;

it follows that V.r/ satisfies the ODE

(1.14) V 00.r/C 2

r
V 0.r/C

�
k2 � �2

r2

�
V.r/ D 0; r � R0:
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This ODE has two linearly independent solutions of the form r�1=2H .j /
	 .kr/,

j D 1; 2, where H .1/
	 .z/ and H

.2/
	 .z/ are the Hankel functions discussed in

Chap. 3, and �2 D �2 C 1=4. In view of the integral formulas given there, it
follows that the asymptotic behavior of these two solutions is of the form

(1.15) V˙.r/ D C˙ r�1e˙ikr C o.r�1/; r �! 1:

Clearly, no nontrivial linear combination of these two is o.r�1/ as r ! 1. Since
the hypothesis implies that V.r/ D o.r�1/, we deduce that V D 0.

Applying Lemma 1.2, we see that under the hypotheses of Proposition 1.1,
v D 0 for jxj � R0, given that K � fx W jxj � R0g. Since v satisfies the unique
continuation property in �, this implies v D 0 in�, so Proposition 1.1 is proved.

Remark: The uniqueness proof above really used (1.9), which is formally weaker
than the radiation condition (1.3). Consequently, (1.9) is sometimes called the
radiation condition. On the other hand, the existence theorem, to which we turn
next, shows that the formally stronger condition (1.3) holds.

The following result, which establishes the existence of solutions to (1.1)–
(1.3), is known as the limiting absorption principle.

Theorem 1.3. Let s � 3=2, and suppose that as " & 0,

(1.16) f" �! f in H s.@K/:

Let v" be the unique element of L2.�/ satisfying

�
�C .k C i"/2

�
v" D 0 in �;(1.17)

v" D f" on @K:(1.18)

Then, as " & 0, we have a unique limit

(1.19) v" �! v D B.k/f;

satisfying (1.1)–(1.3). Convergence occurs in the norm topology of the space
L2.�; hxi�1�ıdx/ for any ı > 0, as well as in H sC1=2

loc .�/, and the limit v satis-
fies the identity (1.4).

It is convenient to divide the proof into two parts. Fix R such that K � fjxj <
Rg and let OR D � \ fjxj < Rg.

Lemma 1.4. Assume v"
ˇ̌
OR is bounded in L2.OR/ as " & 0. Then the conclu-

sions of Theorem 1.3 hold.

Proof. Fix S < R with K � fjxj < Sg. The elliptic estimates of Chap. 5 imply
that if kv"kL2.OR/ is bounded, then
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(1.20) kv"kH sC1=2.OS / � Ck C Ckkf"kH s.@K/:

Passing to a subsequence, which we continue to denote by v", we have

(1.21) v" �! v weakly in H sC1=2.OS /;

for some v 2 H sC1=2.OS /. The trace theorem implies weak convergence

(1.22) v"
ˇ̌
@K

�! v
ˇ̌
@K

in H s.@K/;

and

(1.23)
@v"

@�
�! @v

@�
in H s�1.@K/:

Since each v" satisfies

(1.24) v".x/ D
Z

@K

�
f".y/

@g"

@�
� g" @v".y/

@�

�
dS.y/; x 2 �;

with g" D g.x; y; k C i"/ given by (1.6), we deduce from (1.22) and (1.23) that
the right side of (1.24) converges locally uniformly in x 2 �, as " & 0, to a limit,
call it v, that coincides with the limit (1.21) on OS . Furthermore, in view of the
formula (1.6), we have the estimate

(1.25) jv".x/j � Ckhxi�1; x 2 �;
with Ck independent of ". Thus the limit v satisfies this estimate, and we have
v" ! v in L2.�; hxi�1�ı dx/ for any ı > 0. Furthermore, the limit v satisfies the
identity (1.4), so the radiation condition (1.3) holds.

So far we have convergence for subsequences, but in view of the uniqueness
result of Proposition 1.1, this limit v is unique, so Lemma 1.4 is proved.

The proof of Theorem 1.3 is completed by the following argument.

Lemma 1.5. The hypotheses (1.16)–(1.18) of Theorem 1.3 imply that fv"g is
bounded in L2.�; hxi�1�ı dx/, for any ı > 0.

Proof. Fix such a ı. SupposeN" D kv"kL2.�;hxi�1�ı dx/ ! 1 for a subsequence
"n & 0. Set w" D N�1

" v". Then Lemma 1.4 applies to w", with w"
ˇ̌
@K

D f #
" D

N�1
" f" ! 0 in H s.@K/. Thus the conclusion of Lemma 1.4 gives

w" �! w strongly in L2.�; hxi�1�ı dx/:

The limitw satisfies the scattering problem (1.1)–(1.3) with f D 0, so our unique-
ness result implies w D 0. This contradicts the fact that each w" has norm 1 in
L2.�; hxi�1�ı dx/, so the proof is complete.
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Remark: Considering the dense subspaceH sC1.@K/ ofH s.@K/, we can improve
weak convergence of v" ! v in H sC1=2

loc .�/ to strong convergence in this space.

We draw a couple of conclusions from Theorem 1.3. The first concerns the
limiting behavior as " & 0 of the Green function G.x; y; k C i"/, the kernel for
the resolvent

�
�C .k C i"/2

��1
on �, which is of the form

(1.26) G.x; y; k C i"/ D g.x; y; k C i"/C h.x; y; k C i"/;

where g.x; y; k C i"/ is the free-space Green kernel (1.6) and h.x; y; k C i"/ is,
for each y 2 �, the element of L2.�/ satisfying

(1.27)

�
�x C .k C i"/2

�
h D 0;

h.x; y; k C i"/ D �g.x; y; k C i"/; for x 2 @K:

Clearly, as " & 0; g.x; y; k C i"/ ! g.x; y; k/, given by (1.5). On the other
hand, for any y 2 �, Theorem 1.3 applies to f".x/ D �g.x; y; k C i"/, and we
have

(1.28) h.x; y; k C i"/ ! h.x; y; k/;

where h.x; y; k/ solves the scattering problem (1.1)–(1.3), with h.x; y; k/ D
�g.x; y; k/ for x 2 @K . Consequently, as " & 0,

(1.29) G.x; y; k C i"/ �! G.x; y; k/;

where

(1.30) G.x; y; k/ D g.x; y; k/C h.x; y; k/:

Another important family of functions defined by a scattering problem is the
following. Note that we have

(1.31) .�C j�j2/e�ix�� D 0 on R3;

for any � 2 R3. We define the functions u.x; �/ on � � R3 by

(1.32) u.x; �/ D e�ix�� C v.x; �/;

where v.x; �/ satisfies the scattering problem (1.1)–(1.3), with k2 D j�j2 and

(1.33) v.x; �/ D �e�ix�� on @K:

As we will see in the next section, u.x; �/ plays a role on � of generalized
eigenfunction of the Laplace operator on �, with Dirichlet boundary conditions,
analogous to the role played by u0.x; �/ D e�ix�� on R3.
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There is an interesting relation between the Green function G.x; y; k/ and the
“eigenfunctions” u.x; �/, which we give here, which will play an important role in
the analysis in the next section. It involves the behavior ofG.x; y; k/ as jyj ! 1.

Proposition 1.6. For y D r!; ! 2 S2; r ! 1, and any fixed k > 0,

(1.34) G.x; r!; k/ D .4�r/�1eikru.x; k!/CO.r�2/:

This is uniformly valid for .x; !; k/ in any bounded subset of � � S2 � RC.

Proof. Write G.x; r!; k/ D g.x; r!; k/ C h.x; r!; k/, as in (1.30). Thus
hr .x/ D h.x; r!; k/ satisfies

(1.35) .�C k2/hr.x/ D 0; hr
ˇ̌
@K

D �g.x; r!; k/;
together with the radiation condition as jxj ! 1. Now, in view of (1.5), as
r ! 1, we have, for x 2 @K , or indeed for x in any bounded subset of R3,

(1.36) g.x; r!; k/ D .4�r/�1eikre�ik!�x CO.r�2/;

where the remainder isO.r�2/ inC `.@K/ for any `. Thus, in view of the estimates
established in the proof of Theorem 1.3, we have

(1.37) hr D .4�r/�1eikrv.x; k!/CO.r�2/; r �! 1;

with v.x; �/ defined above. This gives the desired result (1.34).

We remark that a similar argument gives

(1.38)
@

@r
G.x; r!; k/ D .4�r/�1ik eikru.x; k!/CO.r�2/;

as r ! 1.
Note that, for any f 2 C1.@K/, by (1.4) we have an asymptotic behavior of

the form

(1.39) v.r�/ D r�1eikr˛.f; �; k/C o.r�1/; r ! 1;

with � 2 S2, for the solution to the scattering problem (1.1)–(1.3), with a smooth
coefficient ˛.f; �; �/. Also,

(1.40)
@

@r
v.r�/ D ik

r
eikr˛.f; �; k/C o.r�1/:

In particular, the function v.x; �/ given by (1.33) has the asymptotic behavior

(1.41) v.r�; k!/ � r�1eikra.�!; �; k/; r ! 1;
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for fixed �; ! 2 S2; k 2 RC, and its r-derivative has an analogous behavior. The
coefficient a.!; �; k/ is called the scattering amplitude and is one of the funda-
mental objects of scattering theory. We will relate this to the scattering operator
in �3.

The radiation condition (1.3) is more specifically called the “outgoing radiation
condition.” It has a counterpart, the “incoming radiation condition”:

(1.42) jrv.x/j � C; r
�@v
@r

C ikv
�

�! 0; as r �! 1:

Clearly there is a parallel treatment of the scattering problem (1.1), (1.2), (1.42).
Indeed, if v.x/ satisfies (1.1)–(1.3), then v.x/ satisfies the incoming scattering
problem, with f replaced by f , and conversely. In particular, we can define

(1.43) u�.x; �/ D e�ix�� C v�.x; �/;

where v�.x; �/ satisfies the scattering problem (1.1), (1.2), (1.42), with

(1.44) v�.x; �/ D �e�ix�� on @K;

and we clearly have

(1.45) v�.x; �/ D v.x;��/; u�.x; �/ D u.x;��/:

In analogy with (1.41), we have the asymptotic behavior

(1.46) v�.r�; k!/ � r�1e�ikra�.!; �; k/; r ! 1;

with

(1.47) a�.!; �; k/ D a.!; �; k/:

Sometimes, to emphasize the relation between these functions, we use the notation
uC.x; �/, vC.x; �/ and aC.!; �; k/ for the functions defined by (1.32) and (1.33)
and by (1.41).

We note that while the discussion above has dealt with k > 0, the case k D 0

can also be included. In this case, the proof of Proposition 1.1 does not apply; for
example, (1.7) no longer implies (1.10). However, the existence and uniqueness
of a solution to

(1.48) �v D 0 on �; v D f on @K;

satisfying

(1.49) jrv.x/j � C; jr2 @rvj � C; as r ! 1;
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is easily established, as follows. We can assume that the origin 0 2 R3 is in the
interior of K . Then the inversion  .x/ D x=jxj2 interchanges 0 and the point at
infinity, and the transformation

(1.50) v.x/ D jxj�1w.jxj�2x/

preserves harmonicity. We let w be the unique harmonic function on the bounded
domain .�/, with boundary valuew.x/ D jxj�1f . .x// on @ .�/ D  .@K/.
It is easily verified that v.x/ satisfies (1.49) in this case. Conversely, if v.x/ satis-
fies (1.48) and w is defined by (1.50), then w is harmonic on  .�/ n 0 and equal
to f ı  on  .@K/. If v also satisfies (1.49), then w is bounded near 0, and so is
r @w=@r .

Now the boundedness of w near 0 implies that 0 is a removable singularity
of w, since �w 2 D0. .�// is a distribution supported at 0, hence a finite linear
combination of derivatives of ı.x/, which implies that w is the sum of a function
harmonic on .�/ and a finite sum of derivatives of jxj�1, and the latter cannot be
bounded unless it is identically zero. Similarly, r @w=@r is harmonic on .�/n0,
and if it is bounded near 0 then it extends to be harmonic on .�/, and this in turn
implies that w extends to be harmonic on  .�/. Therefore, either one of the two
conditions in (1.49) gives uniqueness. Of course, if f 2 C.@K/ the uniqueness
of solutions to (1.48), satisfying the first condition in (1.49), follows from the
maximum principle.

With this result established, the limiting absorption principle, Theorem 1.3,
also holds for k D 0. We also note that the proof of Theorem 1.3 continues to
work if instead of using k C i" ." & 0/ in (1.17), one replaces k C i" by any
�."/ approaching k 2 Œ0;1/ from the upper half-plane. Furthermore, the limit
v depends continuously on k. In particular, the functions u˙.x; �/ defined above
are continuous in � 2 R3, and a˙.!; �; k/ is continuous on S2 � S2 � Œ0;1/.

There is a natural fashion in which uC.x; �/ and u�.x; �/ fit together, which
we describe. This will be useful in �4. Namely, for k 2 R; ! 2 S2, set

(1.51) U˙.x; k; !/ D e�ikx�! C V˙.x; k; !/;

where VC satisfies (1.1)–(1.3) and V� satisfies (1.1), (1.2), (1.42), with the bound-
ary condition V˙ D �e�ikx�! for x 2 @K . In each case, k is not restricted to be
positive; we take any k 2 R (using (1.49) for k D 0). It is easy to see that,
for any k > 0; V˙.x; k; !/ D v˙.x; k!/, while, for k < 0; V˙.x; k; !/ D
v
.x;�jkj!/ D v
.x; k!/. Consequently,

(1.52)
k > 0 H) U˙.x; k; !/ D u˙.x; k!/;
k < 0 H) U˙.x; k; !/ D u
.x; k!/:

Similarly, we can define A˙.!; �; k/ for k 2 R. Note that as r ! C1,
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(1.53)
k > 0 H) V˙.r�; k; !/ � e˙ikr

r
a˙.�!; �; k/;

k < 0 H) V˙.r�; k; !/ � e
ikr

r
a
.˙!; �; k/:

Exercises

1. Let v solve (1.1)–(1.3), with f 2 H1.@K/, with k > 0. Show that

ˆ D � Im
Z

@K

@v

@�
v dS

satisfies

ˆ D � Im
Z

jxjDR

@v

@�
v dS;

for all R such that K � BR.0/, and that

ˆ D lim
R!1

�

2k

Z

jxjDR

�ˇ̌
ˇ
@v

@�

ˇ̌
ˇ
2 C k2jvj2

	
dS D �k

Z

S2

ˇ̌
˛.f; �; k/

ˇ̌2
d�:

The quantity ˆ is called the flux of the solution v. Show that ˆ D 0 implies v D 0.
(Hint: Refer to the proof of Proposition 1.1.)

2. Investigate solutions of (1.1)–(1.3) for f 2 H s.@K/ with s < 3=2. (Hint: When
extending f to f # 2 H sC1=2.�/, use a parametrix construction for the Dirichlet
problem for �C k2:)

3. If .�Ck2/v.x/ D 0 for x 2 O, open in Rn, note thatw.x; y/ D v.x/eky is harmonic
on O�R � RnC1. Deduce that v must be real analytic on O, as asserted in the unique
continuation argument used to prove Proposition 1.1.

4. With a.!; �; k/ defined for k 2 R so that (1.53) holds, show that

(1.54) k > 0 H) a.!; �;�k/ D a.!; �; k/:

Relate this to (1.47).
5. If the obstacle K2 is obtained from K1 by translation, K2 D K1 C 
, show that the

scattering amplitudes are related by

aK2 .!; �; k/ D eik.!��/�� aK1 .!; �; k/:

The following exercises deal with the operator H D ��C V on R3, assuming V.x/
is a real-valued function in C1

0 .R3/. We consider the following variant of (1.1)–(1.3),
given f 2 L2comp.R

3/:

(1.55) .�� V C k2/v D f on R3;

(1.56) jrv.x/j � C; r

�
@v

@r
� ikv

	
! 0; as r ! 1:
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6. Show that if k > 0 and v satisfies (1.55)–(1.56) and f D 0, then v D 0. (Hint: Modify
the proof of Proposition 1.1, to get v.x/ D 0 on R3 n BR, given V supported on BR.
Then use the following unique continuation result:

Theorem UCP. If L is a second-order, real, scalar, elliptic operator on a connected
region �; LvD 0 on �, and vD 0 on a nonempty open set O � �, then vD 0 on �.

A proof of this theorem can be found in [Ho], or in Chap. 14 of [T3].)
7. Show that H has no positive eigenvalues. (Hint: Use similar reasoning, with an ap-

propriate variant of Lemma 1.2.) Obtain an analogue of Proposition 7.3 of Chap. 8,
regarding negative eigenvalues.

8. Modify the proof of Theorem 1.3 to obtain a (unique) solution of (1.55)–(1.56), as a

limit of
��H C .k C i"/2

��1
f , as " & 0, given k > 0. Show that (parallel to (1.4))

the solution v satisfies

(1.57) v.x/ D �
Z �
V.y/v.y/C f .y/

�
g.x; y; k/ dy D R.k/.V v C f /:

This is called the Lippman–Schwinger equation.
9. Let u.x; �/ D e�ix�� C v.x; �/, where v satisfies

.�� V C k2/v D V.x/e�ix�� ; k2 D j�j2;
and (1.56). Establish an analogue of Proposition 1.6 and an analogue of (1.41), yield-
ing a.�!; �; k/. Note the following case of (1.57):

(1.58) vC.x; �/ D �
Z
V.y/uC.x; �/g.x;y; k/ dy:

10. Note that the argument involving (1.48)–(1.50) has no analogue for the k D 0 case of
(1.55)–(1.56). Reconsider this fact after looking at Exercise 9 of �9.

2. Eigenfunction expansions

The Laplace operator on � with the Dirichlet boundary condition, that is, with
domain

D.�/ D H 1
0 .�/\H 2.�/;

is self-adjoint and negative, so by the spectral theorem there is a projection-valued
measure dE.�/ such that

(2.1) '.��/v D
Z 1

0

'.�/ dE.�/v;

for any bounded continuous function '. Furthermore, this spectral measure is
given in terms of the jump of the resolvent across the real axis:

(2.2) '.��/v D lim
"!0

1

2�i

Z
'.�/

�
.�C � � i"/�1 � .�C �C i"/�1

�
v d�:
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Using the kernel G.x; y; k C i"/ for
�
�C .k C i"/2

��1
, we can write this as

(2.3) '.��/v.x/ D lim
"&0

2

�

Z 1

0

Z

�

'.k2/ Im G.x; y; k C i"/v.y/ dy k dk:

From the limiting behavior

G.x; y; k C i"/ �! G.x; y; k/

established in �1, we can draw the following conclusion.

Proposition 2.1. The operator� on� has only absolutely continuous spectrum.
For any continuous ' with compact support, we have

(2.4) '.
p��/v.x/ D 2

�

Z 1

0

Z

�

Im G.x; y; k/v.y/ dy '.k/ k dk:

The meaning of the first statement of the proposition is that the spectral measure
is absolutely continuous with respect to Lebesgue measure.

The primary goal of this section is to give the spectral decomposition of
the Laplace operator on � in terms of the “eigenfunctions” u.x; �/ defined by
(1.32)–(1.33). We use a modified version of an approach taken in [Rm]. In view
of (2.4), the following result plays a key role in achieving the spectral decom-
position.

Proposition 2.2. We have the identity

(2.5) Im G.x; y; k/ D k

16�2

Z

S2

u.x; k!/ u.y; k!/ d!:

Proof. We obtain this identity from the asymptotic result of Proposition 1.6, as
follows. Applying Green’s theorem to G.x; y; k/ and G.x; y; k/, and using the
fact that they both vanish for x 2 @K , we have

(2.6)

Im G.x; y; k/

D 1

2i

Z

SR

h
G.x; y; k/

@

@jzjG.z; y; k/ �G.x; y; k/ @
@jzjG.z; y; k/

i
dS.z/;

for R large, where SR D fz 2 R3 W jzj D Rg. Letting R ! 1, and using (1.34)
and (1.38), gives (2.5) in the limit.

In view of (2.5), we can write the identity (2.4) as

(2.7) '.
p��/v.x/ D .2�/�3

Z

R3

Z

�

u.x; �/u.y; �/v.y/'.j�j/ dy d�:
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Therefore, we are motivated to define the following analogues of the Fourier
transform:

(2.8)
�
ˆv
�
.�/ D .2�/�3=2

Z

�

v.y/u.y; �/ dy

and

(2.9)
�
ˆ�w

�
.x/ D .2�/�3=2

Z

R3

u.x; �/w.�/ d�:

We aim to prove that ˆ defines a unitary transformation from L2.�/ onto
L2.R3/, with inverseˆ�. Note that �1 gives the estimate

(2.10) ju.x; �/j � 1C C.�/hxi�1;

with C.�/ locally bounded, but we have obtained no bound on C.�/ as j�j ! 1,
so our analysis of ˆ and ˆ� will require some care. The following results on ˆ
and ˆ� are elementary.

Lemma 2.3. We have

ˆ W C1
0 .�/ �! C.R3/;(2.11)

ˆ� W L1
comp.R

3/ �! L1.�/\ C1.�/;(2.12)

and

(2.13) .ˆ�w; v/ D .w;ˆv/; for v 2 C1
0 .�/; w 2 L1

comp.R
3/:

We also note that (2.7) gives

(2.14) '.
p��/v D ˆ��'.j�j/ˆv�; for v 2 C1

0 .�/; ' 2 C1
0 .R/:

Using these results, we will be able to establish the following.

Proposition 2.4. If v 2 C1
0 .�/, then ˆv 2 L2.R3/ and

(2.15) kˆvkL2.R3/ D kvkL2.�/:
Consequently,ˆ has a unique extension to an isometric map

(2.16) ˆ W L2.�/ �! L2.R3/;

and ˆ� has a unique continuous extension to a continuous map

(2.17) ˆ� W L2.R3/ �! L2.�/;

the adjoint of (2.16).
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Proof. Given ' 2 C1
0 .R/; v 2 C1

0 .�/, we have

(2.18)

�
'.j�j/ˆv;ˆv/ D �

ˆ�'.j�j/ˆv; v� .by (2.13)/

D .'.
p��/v; v/: .by (2.14)/

In other words,

(2.19)
Z

R3

'.j�j/ˇ̌ˆv.�/ˇ̌2 d� D �
'.

p��/v; v�:

Now let ' % 1. The monotone convergence theorem applies, so

(2.20)
Z

R3

ˇ̌
ˆv.�/

ˇ̌2
d� D .v; v/:

This proves the proposition.

In order to prove that (2.16) is surjective—hence unitary—we will need to
know that ˆ� in (2.17) is injective. Before proving this, it will be useful to estab-
lish the following.

Proposition 2.5. For any even ' 2 Co.R/ (i.e., ' continuous and '.t/ ! 0 as
jt j ! 1), and for any w 2 L2.R3/,

(2.21) ˆ��'.j�j/w� D '.
p��/ˆ�w:

Proof. It suffices to establish this identity forw 2 C1
0 .R

3/. For suchw, we have

.1��/ˆ�w.x/ D .2�/�3=2
Z

R3

u.x; �/h�i2w.�/ d� D ˆ��h�i2w�;

the left side a priori a distribution on �. By (2.17), we know that ˆ�.h�i2w/
2 L2.�/. The integral above clearly belongs to C1.�/ and vanishes on @�.
Thus ˆ�w.x/ belongs to the domain of ��

c , where

D.�c/ D fu 2 C1.�/ W u D 0 on @�; supp u boundedg:

It follows from Proposition 2.6 of Chap. 8 that � is essentially self-adjoint on
D.�c/, so we conclude that ˆ�w.x/ belongs to the domain of �, namely, to
H 1
0 .�/ \H 2.�/.
An inductive argument shows that ˆ�w belongs to the domain of each self-

adjoint operator .1 ��/K and

.1 ��/Kˆ�w.x/ D ˆ��h�i2Kw�:
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Replacing w by h�i�2Kw, we deduce

ˆ��h�i�2Kw
� D .1 ��/�Kˆ�w;

for all w 2 C1
0 .R

3/. From this we get

ˆ��j�j2j h�i�2Kw
� D �j .1 ��/�Kˆ�w:

Consequently, the identity (2.21) is valid for any '.t/ D t2j hti�2K ; j < K .
Now the space of finite linear combinations of such ' is dense in the space of
even elements of Co.R/, with the sup norm, by the Stone-Weierstrass theorem, so
(2.21) holds in general.

We also have the following dual result.

Proposition 2.6. For v 2 L2.�/; ' 2 Co.R/ even, we have

(2.22) ˆ
�
'.

p��/v�.�/ D '.j�j/.ˆv/.�/:

Proof. Since, by Proposition 2.4, ˆ and ˆ� are L2-continuous and adjoints of
each other, this follows directly from (2.21).

We now prove the asserted unitarity of ˆ and ˆ�.

Proposition 2.7. The mapˆ� is injective on L2.R3/. Hence the maps (2.16) and
(2.17) are unitary and are inverses of each other.

Proof. By Proposition 2.5, if w 2 ker ˆ�, then '.j�j/w 2 ker ˆ�, for any ' 2
C1
0 .R/. Hence if kerˆ� is nonzero, it contains an element with compact support.

Let w denote such an element. Then

(2.23) 0 D
Z

R3

u.y; �/'.j�j/w.�/ d�; for all y 2 �;

for any continuous ', the integral being absolutely convergent. This being the
case, we can take

(2.24) '.j�j/ D g.x; y; j�j/:

Also, we can use '.j�j/ D @g.x; y; j�j/=@jyj, and we can also replace u.y; �/ by
@u.y; �/=@jyj. Consequently, for all r > R0, such thatK � fx 2 R3 W jxj � R0g,
we have

(2.25)

Z Z

jyjDr
w.�/

h
u.y; �/

@g

@jyj .x; y; j�j/ � g.x; y; j�j/ @u

@jyj .y; �/
i

dS.y/ d�

D 0;
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for all x 2 R3. In the limit r ! 1, this gives

(2.26) 0 D
Z
w.�/e�ix�� d�; for all x 2 R3:

In other words, the Fourier transform of w vanishes identically. This implies
w D 0 and completes the proof.

If we replace u.x; �/ D uC.x; �/ by u�.x; �/, given by (1.43)–(1.45), we can
define the operatorˆ� by

(2.27) .ˆ�v/.�/ D .2�/�3=2
Z

�

v.y/u�.y; �/ dy:

The arguments as above show that ˆ� provides a unitary operator from L2.�/

ontoL2.R3/, and the intertwining property (2.22) also holds forˆ�. The relation
betweenˆ� andˆ is important in scattering theory; often we denoteˆ byˆC to
emphasize this.

Exercises

1. If ' 2 C1
0 .R/ is even, show that the Schwartz kernel of '.

p��/ is given by

(2.28) K'.x; y/ D .2�/�3
Z

R3

u.x; �/u.y; �/'.j�j/ d�:

In particular,

(2.29) K'.x; x/ D .2�/�3
Z

R3

ju.x; �/j2'.j�j/ d�:

2. Show that (2.29) is also valid for '.�/ D 't .�/ D e�t�2 , given t > 0. (Hint: Let
'j 2 C1

0 .R/; 'j % 't :)
3. Show that the heat kernelHt .x; y/ on��� of et�, with Dirichlet boundary condition,

has the pointwise bound

Ht .x; y/ � .4�t/�3=2 e�jx�yj2=4t :

Deduce that, for each x 2 �,

.2�/�3
Z

R3

ju.x; �/j2 e�t j�j2 d� � .4�t/�3=2;

and hence

(2.30)
Z

j�j�R
ju.x; �/j2 d� � C R3:
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4. Deduce that (2.28) and (2.29) remain valid for even ' 2 S.R/, indeed, for continuous
even ' satisfying j'.�/j � C h�i�4�"; " > 0.

5. Verify that (2.26) follows from (2.25). (Hint: If e�iy�� is substituted for u.y; �/ in (2.25),
Green’s formula applies. If v.y; �/ is substituted, use the asymptotic behavior to show
that the inner integral tends to 0 as r ! 1:)

6. Produce results parallel to those of this section forH D ��CV , given V 2 C1
0 .R3/,

real, u.x; �/ as in Exercise 9 of �1. Show that ˆ W Hc ! L2.R3/ is unitary, where
Hc is the orthogonal complement of the set of eigenfunctions of H (with negative
eigenvalue, if any). To what extent does k D 0 cause a problem?

3. The scattering operator

In �2 we produced the two unitary operators

(3.1) ˆ˙ W L2.�/ �! L2.R3/;

defined for f 2 C1
0 .�/ by

(3.2) .ˆ˙f /.�/ D .2�/�3=2
Z

�

u˙.y; �/f .y/ dy:

From these one constructs the unitary operator

(3.3) S D ˆCˆ�� W L2.R3/ �! L2.R3/;

called the scattering operator. Recall that ˆC and ˆ� intertwine '.
p��/ on

L2.�/ with multiplication by '.j�j/ on L2.R3/, for ' 2 Co.R/. It follows that S
commutes with such '.j�j/:

(3.4) S'.j�j/ D '.j�j/S:

From the definition (3.3) we see that S is uniquely characterized by the property

(3.5) S
�
'.j�j/u�.y; �/

� D '.j�j/uC.y; �/; for all y 2 �;

for all ' 2 C1
0 .R/. We will relate the operator S to “wave operators” in �5.

We aim to establish the following formula for S , in terms of the scattering
amplitude a.!; �; k/ defined in �1.

Proposition 3.1. For g 2 C1
0 .R

3/, we can write

(3.6) .Sg/.�/ D S.k/ g.k!/; � D k!; ! 2 S2;
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where, for each k 2 RC; S.k/ is a unitary operator on L2.S2/ given by

(3.7) S.k/f .!/ D f .!/C k

2�i

Z

S2

a.!; �; k/f .�/ d�:

Proof. Let

(3.8) w.y; k!/ D uC.y; k!/ � u�.y; k!/ D vC.y; k!/ � v�.y; k!/:

The assertion above is equivalent to the integral identity

(3.9) w.y; k!/ D � k

2�i

Z

S2

a.!; �; k/uC.y; k�/ d�:

In order to prove this, note that, sincew.x; k!/ D 0 for x 2 @K , Green’s theorem
gives, for R > jyj,
(3.10)

w.y; k!/ D
Z

SR

h
w.x; k!/

@G

@jxj .y; x; k/ �G.y; x; k/
@w

@jxj .x; k!/
i

dS.x/;

where SR D fx W jxj D Rg. Now let R ! 1. Using the asymptotic behavior
(1.34) and (1.38) for G.y; x; k/ and its radial derivative (with x and y inter-
changed and ! replaced by �) and the asymptotic behavior, for jxj D R ! 1;

x D R� ,

(3.11)
w.x; k!/ � eikR

R
a.�!; �; k/ � e�ikR

R
a�.!; �; k/;

@w

@jxj .x; k!/ � ik
eikR

R
a.�!; �; k/C ik

e�ikR

R
a�.!; �; k/;

with

(3.12) a�.!; �; k/ D a.!; �; k/;

as in (1.46)–(1.47), we see that the integrand in (3.10) is asymptotic to

(3.13)
2ik

4�R2
a�.!; �; k/uC.y; k!/C o.R�2/;

(the terms involving e2ikR canceling out), so passing to the limit R ! 1 gives
(3.9) and proves the proposition.

We can rewrite the formula (3.7) as

(3.14) S.k/ D I C k

2�i
A.k/;
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with

(3.15) A.k/f .!/ D
Z

S2

a.!; �; k/f .�/ d�:

Note that unitarity of S.k/ on L2.S2/ is equivalent to the identity

(3.16)
1

2i

�
A.k/� � A.k/

� D k

4�
A.k/�A.k/;

that is, to the integral identity

(3.17)
1

2i

�
a.�; !; k/ � a.!; �; k/� D k

4�

Z

S2

a.
; !; k/a.
; �; k/ d
:

The special case of this where ! D � is known as the optical theorem:

(3.18) Im a.!; !; k/ D � k

4�

Z

S2

ja.
; !; k/j2 d
:

It is useful to know integral identities for the scattering amplitude. We note one
that follows from the characterization

(3.19) v.r�; k!/ � r�1eikra.�!; �; k/; r ! 1

and the integral identity (a consequence of Green’s identity)

(3.20) v.x; k!/ D
Z

@K

h
v.y; k!/

@g

@�y
.x; y; k/ � g.x; y; k/

@v

@�
.y; k!/

i
dS.y/:

We evaluate the integrand on the right as x D r�; r ! 1. Using (1.36), that is,

(3.21) g.x; y; k/ � �.4�r/�1eikre�ik� �y; x D r�; r ! 1;

we find from (3.19) and (3.20) that

(3.22)

a.!; �; k/ D � 1

4�

Z

@K

eik!�y @

@�
e�ik� �y dS.y/

C 1

4�

Z

@K

e�ik� �y @

@�
v.y;�k!/ dS.y/:
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The first term on the right side of (3.22) can be written as

(3.23)
ik

4�

Z

@K

�
�.y/ � �� eik.!��/�y dS.y/ D ik

4�
� � OAK

�
k.! � �/

�
;

where, for � 2 R3,

(3.24) OAK.�/ D
Z

@K

�.y/ ei��y dS.y/:

The function OAK.�/ clearly extends to an entire analytic function of � 2 C3. For
� 2 R3 tending to infinity, one can (typically) find the asymptotic behavior of
OAK.�/ via the stationary phase method. Note that

(3.25) OAK.0/ D 0:

One way of writing the last term in (3.22) is the following. For any real k,
or more generally for Im k � 0, define the Neumann operator N .k/ on f 2
H 1.@K/ to be the value of @v=@� in L2.@K/, where v is the unique solution to
the scattering problem (1.1)–(1.3). Define the functions e� on @K by

(3.26) e�.y/ D eiy�� ; y 2 @K:

Then the last term in (3.22) is

(3.27)
1

4�

�
N .k/ek! ; ek�

�
L2.@K/

:

Consequently, the formula for the scattering amplitude can be written as

(3.28) a.!; �; k/ D ik

4�
� � OAK

�
k.! � �/�C 1

4�

�
N .k/ek! ; ek�

�
L2.@K/

:

We will investigate the Neumann operator further in �7.
We can produce a variant of the formula (3.22) by using G.x; y; k/ instead of

g.x; y; k/ in (3.20). We then get

(3.29) v.x; k!/ D �
Z

@K

e�ik!�y @G
@�y

.x; y; k/ dS.y/:

Using the limiting behavior for G.x; y; k/ as jxj ! 1, which follows from
(1.34), we have

(3.30) a.!; �; k/ D � 1

4�

Z

@K

eik!�y @u

@�
.y; k�/ dS.y/:
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If we write u.y; k�/ D e�ik� �y Cv.y; k�/, this becomes a sum of two terms. The
first is identical to the first term in (3.22), while the second differs from the second
term in (3.22) precisely by the replacement of .!; �/ by .��;�!/. From this
observation, we can derive the following identity, called the reciprocity relation:

(3.31) a.!; �; k/ D a.��;�!; k/:

To see this, it suffices to show that k.! C �/ � OAK
�
k.! � �/

� D 0. Since ! C �

and ! � � are orthogonal for unit ! and � , this is equivalent to the observation
that

(3.32) OAK.�/ is parallel to �; for � 2 R3;

and this follows easily from Green’s theorem.

Exercises

1. Show that (3.5) follows from
Z

u�.x; �/'.j�j/u�.y; �/ d� D
Z

uC.x; �/'.j�j/uC.y; �/ d�;

which in turn follows from (2.28).
2. Fill in the details on the identities (3.25) and (3.32) for OAK .�/, and then on the reci-

procity relation (3.31). What is the intuitive content of (3.31)?
3. If you set S� D ˆ�ˆ�C, obtain an analogue of (3.7), with a.!; �; k/ replaced by
a�.!; �; k/.

4. In case f D �e�ikx�! ˇ̌
@K

, with corresponding scattered wave v, show that the flux ˆ
studied in Exercise 1 of �1 is given by

�.!; k/ D lim
r!1 �k

Z

jxjDr
jv.x; k!/j2 dS.x/

D �k

Z

S2

ja.�!; �; k/j2 d�:

We call �.!; k/ the scattering cross section. Using the optical theorem and the reci-
procity relation (3.31), show that

�.!; k/ D �4�2 Im a.!; !; k/:

5. Generalizing (3.22), show that, for f 2 H s.@K/,

(3.33) BK .k/f .r�/ � r�1eikr AK .k/f .�/C o.r�1/;

as r ! 1, where

(3.34) AK .k/f .�/ D 1

4�

Z

@K

e�ik� �y�ik
�
�.y/ � ��f .y/C N .k/f .y/

�
dS.y/:
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6. Make a parallel study of the scattering operator forH D ��CV; V 2 C1
0 .R3/, real-

valued, using results from the exercises in ��1 and 2. To begin, use the unitary operators
ˆ˙ W Hc ! L2.R3/ to construct S D ˆCˆ��. Show that, parallel to (3.22),

a.�!; �; k/ D � 1

4�

Z
V.y/u.y; k!/e�ik� �y dy;

or equivalently,

(3.35) a.!; �; k/ D �
��
2

�1=2bV
�
k.� � !/� � 1

4�

Z
V.y/v.y;�k!/e�ik� �y dy:

4. Connections with the wave equation

The initial-value problem for the wave equation on R � �, with Dirichlet bound-
ary conditions on R � @K , is of the following form:

@2u

@t2
��u D 0;(4.1)

u.0; x/ D f .x/; ut .0; x/ D g.x/;(4.2)

for t 2 R; x 2 �, with

(4.3) u.t; x/ D 0; for x 2 @K:

As we know, given f 2 H 1
0 .�/; g 2 L2.�/, there is a unique solution u belong-

ing to C.R;H 1
0 .�//\C 1.R; L2.�// to this problem, given in terms of functions

of the self-adjoint operator� on L2.�/, with domainH 1
0 .�/\H 2.�/, as

(4.4) u.t; x/ D .cos tƒ/f .x/C .ƒ�1 sin tƒ/g.x/;

where

(4.5) ƒ D .��/1=2

is the unique nonnegative, self-adjoint square root of ��. Recall that the domain
of ƒ is precisely D.ƒ/ D H 1

0 .�/. Alternatively, we can write

(4.6)

�
u
ut

	
D U.t/

�
f

g

	
;

where U.t/ is the one-parameter group of operators onH 1
0 .�/˚L2.�/ given by

(4.7) U.t/ D
�

cos tƒ ƒ�1 sin tƒ
�ƒ sin tƒ cos tƒ

	
:
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Using either of the unitary operators

(4.8) ˆ˙ W L2.�/ �! L2.R3/;

we can write

(4.9)
.cos tƒ/f D ˆ�1˙ cos t j�jˆ˙f;

.ƒ�1 sin tƒ/g D ˆ�1˙ j�j�1 sin t j�jˆ˙g:

Note that ˆ˙ also provide isomorphisms

(4.10) ˆ˙ W H 1
0 .�/ �! L2.R3; h�i2d�/:

The group U.t/ is not a uniformly bounded group of operators on the Hilbert
space H 1

0 .�/ ˚ L2.�/. Indeed, with f D 0, we see from (4.4) that the best
uniform estimate on ku.t; �/kL2.�/ is

(4.11) ku.t; �/kL2.�/ � jt j kgkL2.�/:

There is another Hilbert space on which U.t/ naturally acts as a group of unitary
operators, namely the space

(4.12) E D H ˚ L2.�/;

where H is the completion of H 1
0 .�/ with respect to the norm given by

(4.13) kf k2H D kƒf k2
L2.�/

D
Z

�

jrf .x/j2 dx:

(Recall that kf k2
H1
0
.�/

D kf k2
L2.�/

C kƒf k2
L2.�/

:) If we equip H with this

norm, then ˆ˙ extend to unitary operators

(4.14) ˆ˙ W H �! L2.R3; j�j2d�/:
Since unitary operators are special, it is natural to use the Hilbert space (4.12)
rather than H 1

0 .�/ ˚ L2.�/. We will denote an element of E by hf; giI
f 2 H; g 2 L2.�/. When U.t/ is applied, this is treated as a column vector,
as in (4.6); we will also use the column vector notation for elements of E when
convenient.

Elements of H need not belong to L2.�/, though they do belong to L2loc.�/.
In fact, if B is a bounded subset of �, the estimate

(4.15) kukL2.B/ � CBkukH
can be established by the argument used to prove Proposition 5.2 in Chap. 4,
provided K has nonempty interior. Since clearly

R
B jruj2 dx � R

� jruj2 dx, we
hence have
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(4.16) kukH1.B/ � C 0
BkukH:

Further estimates are given in the exercises.
The unitarity of U.t/ on E reflects the conservation of total energy, given by

(4.17) E.u.t// D khu; utik2E D
Z

�

�jrxu.t; x/j2 C jut .t; x/j2
�

dx:

There is also the notion of local energy, given as follows. For a bounded subset B
of �, set

(4.18) EB .u.t// D
Z

B

�jrxu.t; x/j2 C jut.t; x/j2
�

dx:

Using the absolute continuity of the spectrum of � on L2.�/ established in �2,
or more precisely, the absolute continuity of the spectrum of a related operator
specified below, we will establish the following result on local energy decay.

Proposition 4.1. Given hf; gi 2 E ; hu; uti D U.t/hf; gi, we have

(4.19) EB.u.t// �! 0; as jt j �! 1;

for any bounded B � �.

Before starting the proof of this proposition, we will make some further com-
ments on the infinitesimal generator of the unitary group U.t/ on E . This is a
skew-adjoint operator, and it has the form

(4.20) B D
�
0 I

�A 0

	
;

where, for f 2 D.A/ � H,

(4.21) Af D ��f

in the distributional sense. Then B2 is a self-adjoint operator of the form

(4.22) �B2 D
�
A1 0

0 A2

	
;

where A1 is self-adjoint on H; A2 is self-adjoint on L2.�/, and they both satisfy
(4.21), on their respective domains. Note that the unitary operators

ˆ˙ W H ˚ L2.�/ �! L2.R3; j�j2 d�/˚L2.R3/
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intertwine (4.20) with multiplication (on each factor) by j�j2 and

D.ˆ˙B2ˆ�1˙ / D L2.R3; j�j2h�i4 d�/˚ L2.R3; h�i4 d�/:

In particular, the operatorsA1 and A2 have only absolutely continuous spectrum.
Let

(4.23) Lj D A
1=2
j

be their unique nonnegative, self-adjoint square roots. Both L1 and L2 are inter-
twined viaˆ˙ with multiplication by j�j, so we can identify them, denoting them
by L, and if hu; uti D U.t/hf; gi, we have

(4.24)
u.t/ D .cos tL/f C .L�1 sin tL/g;

ut .t/ D .�L sin tL/f C .cos tL/g:

We now begin the proof of Proposition 4.1. Since U.t/ is unitary and
EB.u.t// � E.u.t// D khu; utik2E , we see that it suffices to prove the proposition
for hf; gi in a dense subset of E . In particular, we will take

(4.25) f 2 D.L1/ � H; g 2 D.L2/ � L2.�/:

Lemma 4.2. If f and g satisfy (4.25), then, as jt j ! 1,

(4.26)
u.t/ �! 0 weakly in D.L1/ and

ut .t/ �! 0 weakly in D.L2/:

Proof. Fix w0 2 D.L1/; w1 2 D.L2/. Note that

(4.27) ˆ˙f 2 L2.R3; j�j2h�i2d�/;

and so on, so using the images underˆ˙ to justify the inner-product calculations,
and noting that, by (4.27),

(4.28) Lf 2 H 1
0 .�/; L2f 2 L2.�/; Lg 2 L2.�/

(and similarly for w0; w1), we obtain

(4.29)

�
u.t/; w0

�
D.L1/ D �

Lu.t/; Lw0
�
E C �

u.t/; w0
�
E

D �
L2u.t/; L2w0

�
L2

C �
Lu.t/; Lw0

�
L2
:
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To examine each term, write (with j D 1 or 2)

(4.30)

�
Lj u.t/; Ljw0

�
L2

D �
.Lj cos tL/f C .Lj�1 sin tL/g;Ljw0

�
L2

D
Z 1

0

.cos t�/ d.F�L
jf;Ljw0/

C
Z 1

0

.sin t�/ d.F�L
j�1g;Ljw0/;

where F� is the spectral measure of L2. In light of (4.28) and the absolute conti-
nuity of F�, it follows that d.F�Ljf;Ljw0/ and d.F�Lj�1g;Ljw0/ are finite
measures on R that are absolutely continuous with respect to Lebesgue measure.
Hence (4.30) is the Fourier transform of anL1-function on R. Thus the Riemann–
Lebesgue lemma implies that this tends to 0 as jt j ! 1. Similarly,

(4.31)
�
ut .t/; w1

�
D.L2/ D �

Lut .t/; Lw1
�
L2

C �
ut .t/; w1

�
L2
:

This time, to examine each term, write (with j D 0 or 1)

(4.32)

�
Lj ut .t/; L

jw1
�
L2

D �
.�LjC1 sin tL/f C .Lj cos tL/g;Ljw1

�
L2

D �
Z 1

0

.sin t�/ d.F�L
jC1f;Ljw1/

C
Z 1

0

.cos t�/ d.F�L
jg;Ljw1/:

Again the Riemann–Lebesgue lemma applies, and the proof of Lemma 4.2 is
complete.

To derive local energy decay from this, we reason as follows. For any R < 1,
set

(4.33) �R D fx 2 � W jxj < Rg:

Then, for f 2 H, if �Rf D f
ˇ̌
�R

, by (4.16) we have

(4.34) k�Rf kH1.�R/ � CRkf kH:

Similarly, for any f 2 D.L1/,

(4.35) k�Rf kH2.�R/ � C 0
Rkf kD.L1/:

Thus, restricted to �R; u.t/ is bounded in H 2.�R/ and ut .t/ is bounded in
H 1.�R/, for t 2 R, given the hypothesis (4.25) on the initial data. Thus these two
families of functions on �R are compact in H 1.�R/ and L2.�R/, respectively,
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by Rellich’s theorem. The weak convergence to zero of (4.26) hence implies the
strong convergence to zero:

(4.36) u.t/ �! 0 in H 1.�R/; ut .t/ �! 0 in L2.�R/;

as jt j ! 1, whenever f and g satisfy (4.25). Proposition 4.1 is hence proved on
the dense set given by (4.25), and as we remarked before, that proves it in general.

Instead of representing hf; gi 2 E as a pair of functions, L2 with respect to
different weights, viaˆ˙, it is often convenient to use the following construction,
of Lax–Phillips. Namely, for f; g 2 C1

0 .�/, define ‰˙hf; gi on R � S2 by

(4.37)

‰˙
�
f

g

	
.k; !/ D k2

4�3=2

Z

�

f .x/U˙.x; k; !/ dx

C ik

4�3=2

Z

�

g.x/U˙.x; k; !/ dx:

This is the same as the (formally computed) E-inner product

(4.38)
�hf; gi; hU˙.�; k; !/; ikU˙.�; k; !/i

�
E ;

times 2�1=2.2�/�3=2. Note that eiktU˙.x; k; !/ solves the wave equation, with
Cauchy data hU˙.x; k; !/; ikU˙.x; k; !/i. In terms of the operatorsˆ˙, studied
before, we can write (4.37) as 1=

p
2 times

(4.39)
k2.ˆ˙f /.k!/C ik.ˆ˙g/.k!/; for k > 0;

k2.ˆ
f /.k!/C ik.ˆ
g/.k!/; for k < 0:

Note that f 2 H , ˆ˙f 2 L2.R3; j�j2d�/ , j�j2ˆ˙f 2 L2.R3; j�j�2d�/,
or, switching to polar coordinates,

(4.40) f 2 H ” k2.ˆ˙f /.k!/ 2 L2.RC � S2; dk d!/:

Similarly,

(4.41) g 2 L2.�/ ” k.ˆ˙g/.k!/ 2 L2.RC � S2; dk d!/:

Therefore, for hf; gi 2 E , the quantity (4.39) belongs to

(4.42) L2.R � S2; dk d!/ D L2.R;N /;

with

(4.43) N D L2.S2/:

We can now establish the following.
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Proposition 4.3. For each choice of sign, ‰˙ provides a unitary map of E onto
L2.N /.

Proof. It is clear that the restrictions of ‰˙ to H ˚ 0 and to 0˚ L2.�/ are both
isometries, by the arguments leading to (4.40) and (4.41). Also, it is easy to see
that the images of these spaces under ‰˙ are mutually orthogonal, so ‰˙ is an
isometry of E into L2.R;N /. To show that it is surjective, we show how to solve
for hf; gi 2 E the pair of equations

(4.44) ˆ˙.Lf C ig/ D u0; ˆ
.Lf � ig/ D u1;

for arbitrary u0; u1 2 L2.R3/. Inverting the unitary operators ˆ˙ and ˆ
, we
reduce this to a trivial system for Lf C ig and Lf � ig, easily solved for
f 2 H; g 2 L2.�/, since L W H ! L2.�/ is an isomorphism. This proves
the proposition.

The maps‰˙ intertwine the evolution groupU.t/ with a simple multiplication
operator:

Proposition 4.4. We have, for ' 2 L2.R;N /,

(4.45) ‰˙ U.t/ ‰�1˙ '.k; !/ D e�ikt'.k; !/:

Proof. This follows directly from the intertwining properties ofˆ˙, given (4.39)
and the following computation:

(4.46)

k2
�
ˆ˙u.t/

�
.k!/C ik

�
ˆ˙ut .t/

�
.k!/

D k2
�
.cos kt/ˆ˙f C .k�1 sin kt/ˆ˙g

�

C ik
��k.sin kt/ˆ˙f C .cos kt/ˆ˙g

�

D k2 e�ikt ˆ˙f C ik e�ikt ˆ˙g;

for k > 0, with a similar computation for k < 0.

The unitary maps discussed above are called “spectral representations” for
U.t/. In �6 we will study related maps, called “translation representations.” Note
that in the caseK D ;, the functionsU˙.x; k; !/ becomeU0.x; k; !/ D e�ik!�x ,
and both spectral representations coincide. We denote this free-space spectral rep-
resentation by‰0. It is a unitary map of E0 D H0˚L2.R3/ ontoL2.R;N /, given
in terms of the Fourier transform by

(4.47) ‰0

�
f

g

	
.k; !/ D k2p

2
Of .k!/C ikp

2
Og.k!/:

Here, H0 is the completion of C1
0 .R

3/ with respect to the norm krf kL2.R3/,
mapped unitarily by the Fourier transform onto L2.R3; j�j2d�/.
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Exercises

Let ' 2 S.R/ be an even function in the following exercises. Let ƒ D p��, as in
(4.5), and let K'.x; y/ be the Schwartz kernel of '.ƒ/, as in (2.28). Let �0 be the
free-space Laplacian on R3; ƒ0 D p��0, and let K0'.x; y/ be the Schwartz kernel
of '.ƒ0/, so, parallel to (2.28),

K0'.x; y/ D .2�/�3
Z

R3

e�i��.x�y/'.j�j/ d�:

Let D'.x; y/ D K'.x; y/ � K0'.x; y/, where K'.x; y/ is set equal to 0 if x 2 K or
y 2 K.

1. Use the formula

(4.48) '.ƒ/ D 1p
2�

Z 1

�1
O'.t/ cos tƒ dt

together with finite propagation speed to show that

supp O'.t/ � fjt j � T g H) supp D'.x; y/ � fjxj; jyj � RC T g
if K � BR.0/.

2. Use (4.48) to show that, for some J D J.˛; ˇ/,

jD˛xDˇyK'.x; y/j � C
�k O'kL1.R/ C kDJt O'kL1.R/

�
;

for x; y 2 �.
3. Use Exercises 1 and 2 to show that when ' 2 S.R/ is even, then D'.x; y/ is rapidly

decreasing and is the Schwartz kernel of a trace class operator on L2.R3/.
4. Let H1.Rn/ denote the completion of C1

0 .Rn/ with respect to the norm in (4.13).
Show that if n � 3, there is a natural injective map

� W H1.Rn/ �! S 0.Rn/

and the Fourier transform maps H1.Rn/ isomorphically onto

FH1.Rn/ D ˚
u 2 L1loc.R

n/ W j�ju.�/ 2 L2.Rn/
 D L2.Rn; j�j2d�/:
5. Show that, for n � 3,

L2.Rn; j�j2d�/ � L
q
loc.R

n; d�/;

provided 1 � q < 2n=.n C 2/. Conclude that if n � 3, any Ou 2 FH1.Rn/ can
be written as a sum of an element of L2.Rn/ and a compactly supported element of
Lq.Rn/, given q 2 Œ1; 2n=.nC 2//.
Show that L2.R2; j�j2d�/ is not contained in L1loc.R

2/.
6. Let  
 .�/ be the Fourier transform of hxi�
 . Show that if q 2 Œ1; 2/, then

g 2 Lqcomp.R
n/ H)  
 	 g 2 L2.Rn/;

provided � � .2 � q/n=2q. (Hint: Interpolate between easy cases.)
7. Show that if n � 3 and � > 1, then

(4.49) H1.Rn/ � L2.Rn; hxi�2
dx/:

Note that this extends the estimate (4.15) in several ways.
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8. Show that if n � 3,

(4.50) H1.Rn/ � L2n=.n�2/.Rn/:

Show that this result implies (4.49).
Reconsider this problem after reading �2 of Chap. 13.

5. Wave operators

In this section we examine the asymptotic behavior of the unitary groupU.t/ on E ,
as t ! ˙1. More precisely, we show that, as t ! ˙1, U.t/M'U0.�t/hf; gi
converges to a limit, W˙hf; gi; the operators W˙ are called wave operators,
and they are easily seen to be isometries from E0 into E . Here, E is the space
constructed in �4 for � D R3 n K; E0 that for the region �0 D R3, and
U0.t/ the “free-space” evolution operator for R3I M' is multiplication by a
function ' 2 C1.R3/, equal to zero in a neighborhood of K , and equal to 1
outside a bounded set. We will show that W˙ have as right inverses operators
�˙ D ‰�1

0 ‰˙, where ‰˙ are the unitary operators constructed in �4; ‰0 is the
corresponding operator constructed for �0 D R3. Since �˙ are unitary, it will
follow from this that the wave operators are also unitary.

We begin with the following observation, a simple consequence of Huygens’
principle. Suppose f and g are in C1

0 .R
3/, supported in BR D fx 2 R3 W

jxj < Rg. Then, for jt j > R,

(5.1) U0.t/hf; gi D 0; for jxj < jt j � R:

This follows directly for the formula for the fundamental solution to the wave
equation on R � R3, which, recall from Chap. 3, is

(5.2) R.t; x/ D ı.jxj � jt j/
4�t

:

Consequently, if K � BR and if f and g are supported in BR0 , then

(5.3) U.s/U0.�s/hf; gi D U.RCR0/U0.�R � R0/hf; gi; for s > RCR0;

with a similar identity for s < �R � R0. We can insert an M' between the two
unitary factors on the left if '.x/ D 1 for jxj � R, without altering anything. It
follows that

(5.4) W˙hf; gi D lim
t!˙1 U.�t/M'U0.t/hf; gi

exists, for hf; gi in the dense subset of E0 consisting of compactly supported func-
tions. Consequently, the limits exist on all of E0, and the operators W˙, called
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wave operators, are isometries from E0 into E . A major result, established below,
is that these operators are actually unitary, from E0 onto E .

In fact, consider the following operators:

(5.5) �˙ D ‰�1
0 ‰˙ W E �! E0:

By Proposition 4.3 we know �˙ are unitary. We aim to establish the following
result.

Proposition 5.1. We have

(5.6) �CWC D I and ��W� D I on E0:

In order to prepare to prove this, we introduce the following set of initial data
for the wave equation. If R is sufficiently large that K � BR, set

(5.7)
DC
0 .R/ D ˚hf; gi 2 C1

0 .R
3/˚ C1

0 .R
3/ W U0.t/hf; gi D 0;

for t > 0; jxj < R C t


:

In particular, f and g vanish near K , and we can regard hf; gi as an element of
E0 or of E , and

(5.8) hf; gi 2 DC
0 .R/ H) U0.t/hf; gi D U.t/hf; gi; for t > 0:

Clearly,

(5.9) U0.t/D
C
0 .R/ � DC

0 .R/; for t > 0;

though not for t < 0. Also, by the argument involving Huygens’ principle dis-
cussed above, it is clear that

(5.10)
[

t<0

U0.t/D
C
0 .R/ is dense in E0:

Note that (5.8) implies

(5.11) WC D I on DC
0 .R/:

Our first step in establishing Proposition 5.1 is the following.

Lemma 5.2. We have

(5.12) �C D I onDC
0 .R/:

Proof. This is equivalent to the identity

(5.13) ‰C D ‰0 on DC
0 .R/;
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which in turn follows from the identity

(5.14)
�hf; gi; hVC.�; k; !/; ikVC.�; k; !/i

�
E D 0;

for k 2 R; ! 2 S2; hf; gi 2 DC
0 .R/. (Here VC is the function defined in (1.51).)

Note that the left side of (5.14) is equal to eikt times

(5.15)
�
U0.t/hf; gi; hVC; ikVCi�E ;

for any t > 0. We will show that, for t large, this can be dominated by a small
quantity. Indeed, an examination of hu.t/; ut.t/i D U0.t/hf; gi via the formula
(5.2) for the Riemann function shows that, for t large and positive, rxu.t; x/ is
approximately radial, and ut .t; x/ � ur.t; x/. Thus (5.15) is equal to

(5.16)
Z

�

h
ur.t; x/

@V C
@r

C .ik/ut .t; x/V C
i

dx C o.1/;

as t ! C1. In light of the radiation condition for VC, the two terms in this
integral cancel out, up to a remainder that vanishes as t ! C1; this proves the
lemma.

In view of (5.11), we now know that

(5.17) �CWC D I onDC
0 .R/:

Now it follows easily from the definition that

(5.18) W˙U0.t/ D U.t/W˙; for all t;

and from Proposition 4.4 it follows that

(5.19) �˙U.t/ D U0.t/�˙; for all t:

Given that (5.17) holds when applied to U0.t/hf; gi, provided this belongs to
DC
0 .R/, we deduce that

(5.20) �CWChf; gi D hf; gi; for hf; gi 2 U0.�t/DC
0 .R/; t > 0I

in other words,

(5.21) �CWC D I on
[

t>0

U0.�t/DC
0 .R/:
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In light of (5.10), this implies that�CWC D I on E0, establishing the first identity
in (5.6). The second identity is proved in the same fashion, and Proposition 5.1
is done.

The unitarity of�˙ then gives the following result, known as the completeness
of the wave operators.

Corollary 5.3. The wave operatorsW˙ are unitary from E0 onto E . We have the
identities

(5.22) W˙ D ‰�1˙ ‰0:

Note that (5.6) implies the surjectivity of �˙, hence of ‰˙, since the invert-
ibility of ‰0 is obvious (just the Fourier inversion formula). Thus the proof of
Proposition 5.1 contains an alternative proof of Proposition 4.3, and hence of
Proposition 2.7.

The operator

(5.23) S1 D W �1C W� D ‰�1
0

�
‰C‰�1�

�
‰0;

a unitary operator on E0, is often called the scattering operator. In view of the sim-
ple nature of‰0, it is equally convenient to call the unitary operator onL2.R;N /:

(5.24) S D ‰C‰�1� ;

also a scattering operator. Note that, if we make the identification

L2.R;N / D L2.RC � S2/˚ L2.R� � S2/;
and follow with the natural unitary mapL2.R˙ �S2/ ! L2.R3/ involving polar
coordinates, we can write

(5.25) S D
�
ˆCˆ�1� 0

0 ˆ�ˆ�1C

	
:

The operator S D ˆCˆ�1� is the scattering operator studied in �3; the other
operator,ˆ�ˆ�1C D S�, appears in Exercise 2 of �3.

Another consequence of the unitarity of the wave operators is the following
nontrivial variant of (5.10).

Proposition 5.4. Pick R so that K � BR . Then

(5.26)
[

t<0

U.t/DC
0 .R/ is dense in E :

Proof. Any hf; gi 2 E can be written in the form

(5.27) hf; gi D WChf0; g0i;
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with hf0; g0i 2 E0. Approximate hf0; g0i to within " in the E0-norm by hf1; g1i 2
C1
0 .R

3/˚ C1
0 .R

3/. Then, for all t � RCR0 sufficiently large,

(5.28) WChf1; g1i D U.�t/U0.t/hf1; g1i;

by (5.3) and (5.4), and by the Huygens principle argument given there, for any
such t D t0,

(5.29) U0.t0/hf1; g1i D hf2; g2i 2 DC
0 .R/:

Since hf; gi � U.�t0/hf2; g2i has E-norm less than ", the proposition is proved.

We can also produce a formula for W �1
˙ of a form similar to (5.4) but not

involving an arbitrary choice, for example, of M' . Note that there is a natural
isometric mapping

(5.30) J W E �! E0

defined on hf; gi by extending these functions to be zero on K . We have tacitly
used this before. We now establish the following.

Proposition 5.5. For any hf; gi 2 E ,

(5.31) W �1˙ hf; gi D lim
t!˙1 U0.�t/JU.t/hf; gi:

Proof. For simplicity we analyze W �1C . By (5.28), for hf1; g1i 2 C1
0 .R

3/ ˚
C1
0 .R

3/ supported in BR0 , we have

(5.32) JU.t/WChf1; g1i D U0.t/hf1; g1i;

for all t > R CR0. This is equivalent to

(5.33) U0.�t/JU.t/hf3; g3i D W �1C hf3; g3i;

for hf3; g3i D WChf1; g1i; t > R C R0. This gives (5.31) on a dense subset
of E , hence on all of E in view of the uniform boundedness of U.t/ and U0.t/.

Exercises

The following exercises deal with the existence and completeness of Schrödinger wave
operators:

(5.34) W˙f D lim
t!˙1 ei tH e�i tH0f;

where H0 D ��; H D ��C V , acting on functions on Rn.
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1. Show that W˙ 2 L.L2.Rn// exists provided that, for each f 2 C1
0 .Rn/,

(5.35)
Z 1

0
kV e�i tH0f k dt < 1:

(Hint: ei tH e�i tH0f D R t
0 e

isHVe�isH0f ds:) Note that when W˙ exist, they are
isometries (i.e., kW˙f k D kf k for all f 2 L2.Rn/).

2. Show that f 2 C1
0 .Rn/ implies kei tH0f kL1 � C hti�n=2. Deduce that W˙ exists

if V 2 L2.Rn/. (Hint: ei t�ı.x/ D .4�it/�n=2e�jxj2=4it :)
3. Show that if q D 2=.1 � �/ 2 Œ2;1/, then f 2 C1

0 .Rn/ implies

kei tH0f kLq.Rn/ � C hti�n�=2:

Deduce that W˙ exists if V 2 Lr .Rn/, with r < n. In particular, W˙ exists provided
jV.x/j � C hxi�
 ; � > 1.

4. Show that, for any f; g 2 L2.Rn/; .g; e�i tH0f / ! 0 as jt j ! 1. Use this to show
that if gj is an eigenfunction of H , then .e�i tHgj ; ei tH0f / ! 0 as jt j ! 1, for all
f 2 L2.Rn/. Hence, for W˙ given by (5.34), R.W˙/ � Hc .

5. Suppose V 2 C1
0 .R3/, so we have ˆ˙ by Exercise 5 of �2. Let ˆ0 be the in-

verse Fourier transform. Show that ˆ˙W˙ˆ�1
0 commutes with multiplication by

eisj�j2 , for all s 2 R. Hence it commutes with '.j�j/ for all ' 2 Co.R/. (Hint:
W˙ D eisHW˙e�isH0 :)

6. When the conditions of Exercise 1 hold, show that

W˙f D lim
"&0

Z 
1

0
"e˙"t ei tH e�i tH0f dt

and hence that

(5.36)
�
.W˙ � I /f; g� D lim

"&0

Z 
1

0
i
�
ei tHVe�i tH0f; g

�
e˙"t dt:

7. Choosing the C sign, show that the integral on the right side of (5.36) is equal to

(5.37)

Z �1

0

“
i.ˆCg/.�/V .x/

h
e�i t.H0�j�j2Ci"/f .x/

i
uC.x; �/ dx d� dt

D
“ �

ˆCg
�
.�/V .x/

h
.H0 � j�j2 C i"/�1f .x/

i
uC.x; �/ dx d�:

(Hint: Use ˆC to intertwine ei tH with ei tH0 :)
8. If V 2 C1

0 .R3/, show that the limit of (5.37) as " & 0 is equal to

1

4�

• �
ˆCg

�
.�/V .x/

e�ikjx�yj
jx � yj f .y/uC.x; �/ dy dx d�;

provided f 2 C1
0 .R3/ and .ˆCg/.�/ is supported on j�j 2 Œa; b	 �� .0;1/. Here

k D j�j. Using (1.58), write this as

�
“

.ˆCg/.�/ vC.y; �/ f .y/ dy d� D �.ˆCf;ˆCg/C .ˆ0f;ˆCg/:
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9. Using the previous exercises, show that, given V 2 C1
0 .R3/ (real-valued), we have

.W˙f; g/ D .ˆ0f;ˆ˙g/ for all f; g 2 L2.R3/, hence

W˙ D ˆ�1˙ ˆ0:

Deduce the completeness of the wave operators: R.W˙/ D Hc .

Compare arguments in Chap. 5 of [Si], dealing with a larger class of potentials.
Completeness for a nearly maximal class of potentials to which Exercise 3 applies is
treated in Chap. 13 of [RS]. Long-range potentials are treated in Chap. 3 of [Ho].

6. Translation representations and the Lax–Phillips
semigroup Z(t)

From the “spectral representations” ‰˙ W E !L2.R;N / defined in �4, which,
as shown in Proposition 4.4, intertwine U.t/ with multiplication by e�ikt , we
construct “translation representations,” unitary operators

(6.1) T˙ W E �! L2.R;N /;

by taking the Fourier transform with respect to k:

(6.2) T˙
�
f

g

	
.s; !/ D .2�/�1=2

Z 1

�1
eiks ‰˙

�
f

g

	
.k; !/ dk:

Consequently, Proposition 4.4 implies

(6.3) T˙U.t/T �1˙ f .s; !/ D f .s � t; !/:

The operators T˙ are useful for exposing various features of U.t/, and we ex-
plore this in the current section. We begin with a look at the free-space translation
representation T0, a unitary map from E0 onto L2.R;N / given by using ‰0 in
(6.2).

We can produce an explicit formula for T0 using the formula (4.47) for ‰0,
which we recall is

(6.4) 21=2 ‰0

�
f

g

	
.k; !/ D k2 Of .k!/C ik Og.k!/:

The formula for T0 is expressed naturally in terms of the Radon transform, which
is defined (initially for f 2 S.R3/) by

(6.5) Rf .s; !/ D
Z

y�!Ds
f .y/ dS.y/;
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for s 2 R; ! 2 S2. Note that the Fourier transform can be expressed as

(6.6) Of .k!/ D .2�/�3=2
Z 1

�1
e�iksRf .s; !/ ds:

Thus, taking the inverse Fourier transform in k, we have

(6.7) Rf .s; !/ D .2�/1=2
Z 1

�1
eiks Of .k!/ dk:

In light of this, we see that taking the Fourier transform with respect to k of (6.4)
gives

(6.8) T0
�
f

g

	
.s; !/ D 1

4�

��@2sRf .s; !/C @sRg.s; !/
�
:

The unitarity of T0 gives rise to the inversion formula

(6.9)

f .x/ D 1

2�

Z

S2

k.x � !;!/ d!;

g.x/ D � 1

2�

Z

S2

@sk.x � !;!/ d!;

for hf; gi in terms of

(6.10) k.s; !/ D T0
�
f

g

	
.s; !/:

This result is related to the Radon inversion formula,

(6.11) f .x/ D 1

8�2

Z

S2

@2sRf .x � !;!/ d!;

which can be deduced from (6.9), or directly from (6.6) and the Fourier inversion
formula.

In view of (6.3), for T0, we see that the solution to the free-space wave equation
ut t ��u D 0 with initial data hf; gi can be written as

(6.12) u.t; x/ D 1

2�

Z

S2

k.x � ! � t; !/ d!;

where k.s; !/ is given by (6.10). More fully, by (6.8),

(6.13) u.t; x/ D 1

8�2

Z

S2

��@2sRf .x � ! � t; !/C @sRg.x � ! � t; !/
�
d!:
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Note that if f and g are supported inBR0 D fjxj < R0g, then, by (6.5), Rf .s; !/
and Rg.s; !/ vanish for jsj > R0. Therefore,Rf .x �!�t; !/ and Rg.x �!�t; !/
vanish for jxj < jt j � R0. Thus from (6.13) we rederive the Huygens principle,
that u.t; x/ vanishes for jxj < jt j � R0 in this case.

Use of T0 and T˙ will augment arguments involving the Huygens principle
made in �5. We introduce the space

(6.14) DC.R/ D fhf; gi 2 E0 W U0.t/hf; gi D 0 for t > 0; jxj < RC tg:

Note that DC
0 .R/, defined by (5.7), consists of the elements of DC.R/ that are

smooth and compactly supported. Similarly, set

(6.15) D�.R/ D fhf; gi 2 E0 W U0.t/hf; gi D 0 for t < 0; jxj < RC jt jg:

For R D 0, we denote these spaces simply by DC and D�, respectively. From
(6.12) it is clear that if T0hf; gi.s; !/ is supported in s � R (resp., s � �R),
then hf; gi belongs to DC.R/ (resp., D�.R/). Furthermore, the converse result
is true:

Proposition 6.1. The transformation T0 W E0 ! L2.R;N / maps DC.R/ (resp.
D�.R/) onto the space of functions inL2.R;N / supported in ŒR;1/ (resp., sup-
ported in .�1;�R	), for any R � 0. In particular, DC and D� are orthogonal
complements of each other in E0.

In order to prove this proposition, it suffices to demonstrate that if hf; gi 2 E0
belongs to DC, then k.s; !/ D T0hf; gi vanishes for s < 0. This comes down to
showing that, if k 2 L2.R;N / and if the integral (6.12) vanishes for t > jxj, then
k.s; !/ D 0 for s < 0. Applying a mollifier, we can suppose k 2 C1.R;N /.
Since T0 clearly commutes with rotations, it suffices to prove this for k.s; !/ of the
form k.s; !/ D K.s/'.!/, where ' is an eigenfunction of the Laplace operator
on S2. So suppose

(6.16) u.t; x/ D 1

2�

Z

S2

K.x � ! � t/'.!/ d!

vanishes for t > jxj. Since this implies D˛
xu.t; 0/ D 0 for t > 0, for all ˛, we

have

(6.17) 0 D @
j˛j
t K.�t/

Z

S2

!˛'.!/ d!; t > 0;

for all ˛. Since, by the Stone-Weierstrass theorem, f!˛g has dense linear span in
C.S2/, there exists ˛ such that the integral in (6.17) is nonvanishing. This implies
that @j˛j

t K.�t/ D 0 for t > 0, so K.t/ coincides with a polynomial in t for t < 0.
SinceK 2 L2.R/, this impliesK.t/ D 0 for t < 0, and the proposition is proved.
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Now we look at the maps T˙ W E ! L2.R;N /, in the presence of an obstacle
K , which we suppose is contained in a ballBR. Note thatD˙.R/ can be regarded
as subspaces both of E0 and of E . Lemma 5.2 (specifically (5.13)), which was
important in the last section, immediately implies the following.

Proposition 6.2. We have

(6.18) TC D T0 on DC
0 .R/ and T� D T0 on D�

0 .R/:

The potential usefulness of this is indicated by the next result.

Proposition 6.3. The properties (6.3) and (6.18) uniquely characterize TC and
T� as continuous linear maps.

Proof. Equations (6.3) and (6.18) specify TC on U.t/DC
0 .R/ for all t 2 R. By

Proposition 5.4, the union of these spaces is dense in E , so the result follows for
TC. The proof for T� is similar.

Note that we can set eT ˙ D T0 on D˙.R/ and since U.t/ D U0.t/, for t � 0

on DC.R/ and for t � 0 on D�.R/, we can extend eT ˙ so that (6.3) holds. The
uniqueness result above then implies eT ˙ D T˙, so we have

(6.19) TC D T0 on DC.R/ and T� D T0 on D�.R/;

sharpening (6.18).
If we use the translation representations T˙ in place of the spectral represen-

tations ‰˙, the scattering operator S defined by (5.24) is replaced by the unitary
operator on L2.R;N /:

(6.20) OS D TCT �1� :

The operator OS clearly commutes with translations. It also possesses the following
important property.

Proposition 6.4. We have

(6.21) OS W L2�.�1;�R	;N � �! L2
�
.�1; R	;N

�
:

Proof. T �1� maps L2..�1;�R	;N / onto D�.R/, which is orthogonal to
DC.R/, as a consequence of Proposition 6.1. Since TC maps DC.R/ onto
L2.ŒR;1/;N / and is unitary, it must map D�.R/ into the orthogonal comple-
ment of L2.ŒR;1/;N /; this proves (6.21).

Now the action of S on L2.R;N / is given by multiplication by a unitary
operator-valued function S.k/, similar to the action of S in terms of S.k/ dis-
cussed in �3. The action of OS on L2.R;N / is then given by convolution by an
operator-valued tempered distribution OS.s/, the Fourier transform of S.k/. From
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(6.21) we conclude that OS.s/ is supported in the half-line .�1; 2R	. It follows
that S.k/ extends to be a holomorphic, operator-valued function in the half-space
Im k > 0, a fact that can also be seen directly from an analysis of the scattering
amplitude a.!; �; k/, in view of the relation established in �3. We will study the
meromorphic continuation of these objects into the lower half-plane in �7.

We now look at a semigroup of operators, introduced by P. Lax and R. Phillips,
defined as follows. Fixing R such that K � BR, set

(6.22) K D �
DC.R/˚D�.R/

�?
;

the orthogonal complement in E . For t � 0, define

(6.23) Z.t/ D PKU.t/PK;

where PK is the orthogonal projection of E onto K.

Proposition 6.5. Z.t/ is a strongly continuous semigroup of operators on K, so

(6.24) Z.t C s/ D Z.t/Z.s/; for t; s � 0:

Proof. If hfj ; gj i 2 K, then U.t/hf1; g1i 2 DC.R/ for t � 0, and furthermore

U.�s/hf2; g2i 2 �D�.R/
�?

for s � 0. Hence, for s; t � 0,

(6.25)
�
U.�s/hf2; g2i; PKU.t/hf1; g1i

�
E D �

U.�s/hf2; g2i; U.t/hf1; g1i
�
E :

Thus PKU.s/PKU.t/PK D PKU.s C t/PK, which implies (6.24). The strong
continuity is obvious.

We note that the Lax–Phillips semigroup Z.t/ can also be expressed as

(6.26) Z.t/ D PCU.t/P� .t � 0/;

where P˙ is the orthogonal projection of E onto
�
D˙.R/

�?
. To see this, note that

PK D PCP� D P�PC:

Since U.t/ leavesDC.R/ invariant, PCU.t/PC D PCU.t/, for t � 0. Similarly,
P�U.t/P� D U.t/P�, for t � 0, so

(6.27)

PKU.t/PK D P�PCU.t/PCP�
D P�PCU.t/P�
D PCP�U.t/P�
D PCU.t/P�:
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Since Z.t/ is a strongly continuous semigroup on K, it has a generator C ,
whose resolvent is given by

(6.28) .� � C/�1 D
Z 1

0

e��tZ.t/ dt; Re � > 0:

The following result gives important spectral information on Z.t/.

Proposition 6.6. For any T � 2R; � > 0,

(6.29) .� � C/�1Z.T / is compact:

We can derive this from the following result, of independent interest. Given
� 2 C1

0 .R
C/, let

(6.30) Z.�/ D
Z 1

0

�.t/Z.t/ dt:

Define U.�/ and U0.�/ similarly.

Proposition 6.7. If � 2 C1
0

�
.2R;1/

�
, then

(6.31) Z.�/ D PC
�
U.�/ � U0.�/

�
P�:

Proof. Since it is easy to see that

(6.32) PCU0.t/P� D 0; for t � 2R;

this is clear from the formula (6.26).

Now to prove (6.29), it suffices to show that Z.�/ is compact for any � 2
C1
0

�
.2R;1/

�
, since the operator (6.29) is equal to

R1
0
e��tZ.t C T / dt, which

is a norm limit of suchZ.�/. We show that, for such �; U.�/�U0.�/ is compact,
from E to E0. Indeed, if � is supported in Œ2R; T 	, then, by finite propagation
speed,

(6.33)
�
U.�/ � U0.�/

�hf; gi is supported in jxj � 2RC T;

for any hf; gi 2 E . Also we have, for such �, by integrating by parts, and elliptic
regularity,

(6.34) U.�/ W E ! C1.�/; U0.�/ W E ! C1.R3/:

The compactness of U.�/ � U0.�/ then follows, by Rellich’s theorem. We note
that complementing (6.33), we also have, for any hf; gi 2 E ,

(6.35)
�
U.�/ � U0.�/

�hf; gi depends only on hf; giˇ̌
BRCT

:
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For any nonzero ˛ 2 C in the spectrum of the operator (6.29) (for a fixed
� > 0; T � 2R), this compact operator has an associated finite-dimensional,
generalized ˛-eigenspace V˛ . Z.t/ clearly preserves V˛, for t � 0, and the spec-
trum of Z.t/

ˇ̌
V˛

consists of e�j t , where, for each such ˛; �j is a finite set of
complex numbers, each satisfying

.� � �j /�1 e�j t D ˛:

We call the set of all such �j , as ˛ ranges over the nonzero elements of the spec-
trum of (6.29), scattering characters. It is a fact that this set coincides precisely
with the spectrum of the generator C of Z.t/, but we will not make explicit use
of this and we do not include a proof. (See [LP1].) By the analysis above, the set
of scattering characters �j can be characterized as follows:

(6.36) point spec Z.t/ D fe�j t W �j scattering characterg:

In �7 we relate the set of scattering characters to the set of scattering poles.
We end this section with some comments on the semigroup Z.t/ in the trans-

lation representation, that is, we look at

(6.37) ZC.t/ D TCZ.t/T �1C ;

acting on KC � L2.R;N /, where

(6.38) KC D TC.K/:

Note that hf; gi belongs to K if and only if

(6.39) supp TChf; gi � .�1; R	 and supp T�hf; gi � Œ�R;1/;

in view of Proposition 6.1 and (6.19). Recalling the scattering operator OS, given
by (6.20), we see that

(6.40) KC D ˚
f 2 L2�.�1; R	;N

� W OS�1f 2 L2�Œ�R;1/;N
�

:

By (6.37) and (6.3) we have, for f 2 KC,

(6.41)
ZC.t/f .s; !/ D f .s � t; !/; for s � R;

0; for s � R:

Exercises

1. Prove the Radon inversion formula (6.11) from the definition (6.5) and the Fourier in-
version formula.
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2. Consider a first-order, constant-coefficient PDE

@u

@t
D A.Dx/u; u.0; x/ D f .x/;

where A.Dx/ is an ` � ` matrix. Assume the principal symbol A1.�/ has ` distinct
imaginary roots for � 2 R3 n 0. Express the solution in terms of the Radon transform.
When can you deduce Huygens’ principle?

7. Integral equations and scattering poles

In �1 we established results on the existence and uniqueness of solutions to the
scattering problem

(7.1)
.�C k2/v D 0 on�; v D f on @K;

r
�@v
@r

� ikv
�

�! 0; as r ! 1:

As in (1.19), let us denote the solution operator to (7.1) by

(7.2) v D B.k/f:

We established the proof that B.k/ is uniquely defined, for k 2 R, via the limit-
ing absorption principle in �1; related is the elementary fact that such a solution
operator is also uniquely defined for complex k such that Im k > 0, since k2

belongs to the resolvent set for the Laplace operator on � (with Dirichlet bound-
ary condition) for Im k > 0. The limiting absorption principle implies that B.k/
is strongly continuous in fk 2 C W Im k � 0g; of course, it is holomorphic on
fk W Im k > 0g.

Here we will show that v D B.k/f can be obtained as the solution to an
integral equation over @K . Use of such integral equations is a convenient tool for
a number of investigations in scattering theory. We use it here to show that B.k/
has a meromorphic continuation to an operator-valued function on C, with some
poles in fk W Im k < 0g. These poles are known as scattering poles and provide
fundamental objects for study in scattering theory.

The integral equations applying to (7.1) will be obtained from a study of the
following operators, called single- and double-layer potentials, respectively:

(7.3) S`.k/f .x/ D
Z

@K

f .y/ g.x; y; k/ dS.y/

and
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(7.4) D`.k/f .x/ D
Z

@K

f .y/
@g

@�y
.x; y; k/ dS.y/;

where, as in �1,

(7.5) g.x; y; k/ D �
4�jx � yj��1 eikjx�yj:

For f 2 C1.@K/, or even for f 2 L1.@K/, the functions (7.3) and (7.4) are well

defined and smooth for x 2 R3 n @K D �[ ı
K, where

ı
K is the interior ofK . For

such v; x 2 @K , we denote by vC.x/ the limit from the exterior region�; v�.x/
the limit from the interior region

ı
K, and by @v=@�C and @v=@�� their normal

derivatives, in the direction pointing into �, taken as limits from � and from
ı
K,

respectively. By the methods used to treat layer potentials in �11 of Chap. 7, one
derives the following results:

(7.6)
S`.k/fC.x/ D S`.k/f�.x/ D G.k/f .x/;

D`.k/f˙.x/ D ˙1

2
f .x/C 1

2
N.k/f .x/;

where, for x 2 @K ,

(7.7) G.k/f .x/ D
Z

@K

f .y/ g.x; y; k/ dS.y/

and

(7.8) N.k/f .x/ D 2

Z

@K

f .y/
@g

@�y
.x; y; k/ dS.y/:

Note that, for jx � yj � 1; g.x; y; k/ has an estimate of the form

(7.9) jg.x; y; k/j � Ckjx � yj�1:

We have for ryg the poorer estimate jryg.x; y; k/j � Ckjx � yj�2, but the
normal derivative @g=@�y has a weaker singularity on @K � @K , of the same kind
as g:

(7.10)
ˇ̌
ˇ
@g

@�y
.x; y; k/

ˇ̌
ˇ � C jx � yj�1; for x; y 2 @K:

It follows thatG.k/ andN.k/ are compact operators on L2.@K/, for each k 2 C,
with holomorphic dependence on k.
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We will first consider the possibility of obtaining the solution v to the scattering
problem in the form

(7.11) v D B.k/f D D`.k/g on �;

where g (whose dependence on k we suppress) satisfies the identity

(7.12)
�
I CN.k/

�
g D 2f on @K:

We will establish the following result.

Proposition 7.1. The operator ICN.k/ is invertible onL2.@K/ for all Im k > 0,
and for all real k, except for k D �j , where ��2j is an eigenvalue for � on the

interior region
ı
K, with Neumann boundary condition on @K .

Proof. Since N.k/ is compact, it suffices to consider whether I CN.k/ is injec-
tive. Suppose therefore that

(7.13)
�
I CN.k/

�
g D 0;

and consider v D D`.k/g on R3 n @K . On �; v satisfies (7.1), with f D 0 (for
real k, and it is also exponentially decaying as jxj ! 1 if Im k > 0), so the
uniqueness result implies that v D 0 on �. Thus @v=@�C D 0. Now an analysis
of the double-layer potential (7.4), parallel to that for (11.39) of Chap. 7, shows
that, in general,

(7.14)
@D`.k/f
@�C

D @D.k/f
@��

on @K:

Hence, for v D D`.k/g, with (7.13) satisfied, we have

(7.15)
@v

@��
D 0 on @K:

Thus v satisfies the homogeneous Neumann boundary condition, together with
the PDE

(7.16) .�C k2/v D 0 on
ı
K:

Since, by (7.7), the jump of v across @K is g.x/, and since vC D 0, we deduce

that v� D �g, so v is not identically zero in
ı
K if g ¤ 0. The spectrum of the

Laplace operator� onK , with Neumann boundary condition, is a discrete subset
of f�2j g of R�, so the proposition is proved.

The extension of B.k/ to a neighborhood of the real line in C, including
the exceptional points �j defined above, is neatly accomplished by considering
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the following alternative integral equation. Namely, we look for a solution v to
the scattering problem of the form

(7.17) v D B.k/f D D`.k/g C i
S`.k/g in �;

where g is to be determined as a function of f . Here 
 is a real constant; we can
take 
 D ˙1. In this case, we require that g satisfy the identity

(7.18)
�
I CN.k/C 2i
G.k/

�
g D 2f:

Proposition 7.2. For a given real 
 ¤ 0, the operator I C N.k/ C 2i
G.k/ is
invertible on L2.@K/, for all k such that

(7.19) Im k � 0 and 
 Re k � 0:

Proof. Again it suffices to check injectivity. Suppose g 2 L2.@K/ satisfies

(7.20)
�
I CN.k/C 2i
G.k/

�
g D 0;

and let

(7.21) v D D`.k/g C i
S`.k/g in R3 n @K:

Then v satisfies (7.1) (for k real, also with exponential decay for Im k > 0) on�,
with f D 0, so our familiar uniqueness result implies v D 0 on�, hence vC D 0

and @v=@�C D 0 on @K . Hence, as before, by (7.6)–(7.8),

(7.22) v� D �g on @K:

Similarly, @v=@�� is equal to the jump of @v=@� across @K . To calculate this
jump, we use (7.14) for D`.k/g, and for i
S`.k/g, we use the identity

(7.23)
@S`.k/g
@�˙

.x/ D 1

2

�
N #.k/g � g

�
;

where

(7.24) N #.k/g.x/ D 2

Z

@K

g.y/
@g

@�x
.x; y; k/ dS.y/; x 2 @K:

Consequently, complementing (7.14), we have

(7.25)
@S`.k/g
@�C

� @S`.k/g
@��

D �g on @K:
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Therefore, for v given by (7.21), we have

(7.26)
@v

@��
D �i
g on @K:

Hence, on the interior region, v satisfies

(7.27) .�C k2/v D 0 on
ı
K;

@v

@�
� i
v D 0 on @K:

Given that 
 ¤ 0, we claim that this implies v D 0 on
ı
K. Indeed, Green’s identity

implies

(7.28) krvk2
L2.K/

� k2kvk2
L2.K/

D �i
kvk2
L2.@K/

:

Taking the imaginary part of this identity, we have the following. If k D �C i�,

(7.29) 2��kvk2
L2.K/

D �
kvk2
L2.@K/

:

Under the hypotheses (7.19), the coefficients on the two sides of (7.29) have op-
posite signs, so v D 0 on @K . In view of (7.22), this implies g D 0, so this
proposition is proved.

Taking 
 D ˙1, we have I CN.k/˙ 2iG.k/ invertible in the first (resp., sec-
ond) closed quadrant in C, hence invertible in a neighborhood of such a quadrant.
Thus B.k/ is extended to an operator-valued function holomorphic on a neighbor-
hood of the closed upper half-plane Im k � 0.

We next show that, in fact, B.k/ has a continuation to a meromorphic operator-
valued function on C. This is an immediate consequence of the following result.

Proposition 7.3. The operator I C N.k/ is invertible on L2.@K/ for all k 2 C
except for a discrete set, and .I CN.k//�1 is a meromorphic function on C.

This result in turn is a special case of the following elementary general result.

Proposition 7.4. Let O be a connected open set in C. Suppose C.z/ is a com-
pact, operator-valued, holomorphic function of z 2 O. Suppose that I C C.z/ is
invertible at some point p0 2 O. Then I C C.z/ is invertible except at most on a
discrete set in O, and .I C C.z//�1 is meromorphic on O.

Proof. The operator I C C.z/ fails to be invertible at a point z 2 O if and only
if the compact operator C.z/ has �1 in its spectrum. For a given z0 2 O, let �
be a small circle about �1, disjoint from the spectrum of C.z0/. For z in a small
neighborhood U of z0, we can form the projection-valued function

(7.30) P.z/ D 1

2�i

Z

�

�
� � C.z/��1 d�:
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For z 2 U , this is a projection of finite rank (say `); using P.z0/ we can produce a
family of isomorphisms of the range R.P.z// with R.P.z0//, and then C.z/P.z/
can be treated as a holomorphic family of ` � ` matrices. This proposition in
the case of ` � ` matrices is easy, via determinants. By hypothesis, �1 is not
identically an eigenvalue for this family, so

.I C C.z//�1P.z/

is a meromorphic function on U . Clearly,

.I C C.z//�1.I � P.z//

is a holomorphic function on U , so this establishes the proposition.

Corollary 7.5. The solution operator B.k/ for (7.1) has a meromorphic continu-
ation to C; all its poles are in the lower half-plane Im k < 0.

This follows from the formula

(7.31) B.k/ D 2D`.k/
�
I CN.k/

��1
;

except at the real points k D �j , from Proposition 7.1, together with the formula

(7.32) B.k/ D 2
�
D`.k/C i
S`.k/

� �
I CN.k/C 2i
G.k/

��1
;

for 
 D ˙1, which defines B.k/ as holomorphic on a neighborhood of the
real axis.

The poles of B.k/ are called scattering poles. It follows immediately from
(7.31) that the set of scattering poles is contained in the set of poles of ŒI C
N.k/	�1 within the lower half-plane Im k < 0. In fact, these two sets coincide;
this is a consequence of the following.

Lemma 7.6. If Im k ¤ 0, then D`.k/ W L2.@K/ ! L2loc.�/ is injective.

Proof. The argument used in the proof of Proposition 7.1 shows that if g 2
L2.@K/ and D`.k/g D 0 on �, then g D v

ˇ̌
@K

where v
ˇ̌

ı

K
is an eigenfunction

for� on
ı
K, with Neumann boundary condition on @K , and with eigenvalue �k2.

Since the spectrum of this elliptic operator is real and nonpositive, the lemma is
proved.

Proposition 7.7. The set of scattering poles is precisely equal to the set of poles
k, for

�
I CN.k/

��1
, such that Im k < 0.

Proof. If ŒI CN.k/	�1 has a pole of orderm at k D kj , Im kj < 0, then there is
an element h 2 L2.@K/ such that, with nonzero hm 2 L2.@K/,

(7.33)
�
I CN.k/

��1
h D .k � kj /

�m�hm C .k � kj /hm�1 C � � � �:
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Since D`.kj /hm D bm ¤ 0 in L2loc.�/, it follows that, for k near kj ,

(7.34) B.k/h D .k � kj /
�mbm CO

�
.k � kj /

�mC1�; k ! kj ;

so B.k/ is singular at kj .

We also have the following characterization of scattering poles.

Proposition 7.8. A complex number kj is a scattering pole if and only if there is
a nonzero v 2 C1.�/ satisfying

(7.35) .�C k2j /v D 0 on �; v D 0 on @K;

of the form

(7.36) v D D`.kj /g;

for some g 2 L2.@K/.
Proof. We know that, for Im kj � 0; v satisfying (7.35)–(7.36) must vanish on
�. On the other hand, if Im kj < 0, we know that kj is a scattering pole if and
only if I CN.kj / has nonzero kernel. We claim that, for Im kj < 0,

(7.37) D`.kj / W ker
�
I CN.kj /

� �! fv satisfying (7.35)–(7.36)g;

isomorphically. Indeed, surjectivity is obvious, and injectivity follows from
Lemma 7.6. This proves Proposition 7.8.

The condition (7.36) can be viewed as an extension of the radiation condition,
which we initially defined for real k. A sharper result is given in Proposition 7.13
below.

It is clear that the Green function G.x; y; k/, defined in �1 by (1.26)–(1.30),
has a meromorphic extension in k, with poles confined to the set of scattering
poles defined above. Indeed, we can write

(7.38) G.x; y; k/ D g.x; y; k/ � B.k/�y;k.x/;

where g.x; y; k/ is given by (1.5) for all k 2 C, and �y;k is the restriction of
g.x; y; k/ to x 2 @K . Similarly, the “eigenfunctions” uC.x; k!/, defined by
(1.32)–(1.33), have such a meromorphic continuation in k, and so do the scat-
tering amplitude a.!; �; k/ and the scattering operators S.k/ and S.k/. We will
explore these last objects further at the end of this section. First we consider an-
other integral-equation approach to the scattering problem (7.1).

As another alternative to (7.11), it is of interest to obtain solutions to the scat-
tering problem in the form

(7.39) v D B.k/f D S`.k/g on �;

where g satisfies the integral equation
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(7.40) G.k/g D f on @K:

The operator-valued function G.k/ is defined by (7.6). As we have noted, G.k/
is compact on L2.@K/. In fact, analysis done in Chap. 7 shows that G.k/ is a
pseudodifferential operator of order �1 on @K , and examination of its symbol
shows that it is elliptic. The principal symbol of G.k/ is positive on S�.@K/.
Consequently, for each k 2 C, each real s,

(7.41) G.k/ W H s.@K/ �! H sC1.@K/ is Fredholm, of index zero.

In analogy with Proposition 7.1, we have the following result:

Proposition 7.9. The operator G.k/ W H s.@K/ ! H sC1.@K/ is invertible for
all k such that Im k > 0, and for all real k, except for k D �j such that ��2j is

an eigenvalue of � on the interior region
ı
K, with Dirichlet boundary condition

on @K .

Proof. In view of (7.41), it suffices to check the injectivity of G.k/. This goes
as in the proof of Proposition 7.1. Setting v D S`.k/g on R3 n @K , uniqueness
as before yields v D 0 on � if g 2 ker G.k/, Im k � 0. Then v� D 0 on @K ,
by (7.6), while by (7.25) @v=@�� D g on @K , so if g ¤ 0 then v

ˇ̌
K

¤ 0 is

an eigenfunction for � on
ı
K , with Dirichlet boundary condition and with eigen-

value �k2.

In addition to (7.41), we obtain from the analysis of G.k/ as a pseudodifferen-
tial operator that its principal symbol is independent of k, hence

(7.42) G.k/�G.0/ D D.k/ W H s.@K/ �! H sC2.@K/:

By Proposition 7.9, G.0/ is invertible. Then

(7.43) G.0/�1G.k/ D I CG.0/�1D.k/ W H s.@K/ �! H s.@K/

is holomorphic in k, and

(7.44) G.0/�1D.k/ W H s.@K/ �! H sC1.@K/I

in particular, this operator is compact on H s.@K/, for each s � 0. Since
Proposition 7.9 implies that the operator (7.43) is invertible for Im k > 0, we
can apply the general operator result of Proposition 7.4, to obtain:

Proposition 7.10. The operator-valued function

(7.45) G.k/�1 W H sC1.@K/ �! H s.@K/
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has a meromorphic continuation to C, with poles contained in Im k < 0 together
with the set �j of real numbers specified in Proposition 7.9.

In view of (7.39), the set of poles of (7.45) satisfying Im k < 0 contains the set
of scattering poles, and

(7.46) B.k/ D S`.k/ G.k/�1;

where G.k/�1 is regular. In fact, in parallel with the proofs of Lemma 7.6 and
Proposition 7.7, we easily obtain the following:

Proposition 7.11. If Im k ¤ 0, then S`.k/ W L2.@K/ ! L2loc.�/ is injective.
Therefore, the set of scattering poles is precisely equal to the set of poles for
G.k/�1 such that Im k < 0. Furthermore, a complex number kj is a scattering
pole if and only if there is a nonzero v 2 C1.�/ satisfying (7.35), of the form

(7.47) v D S`.kj /g;

for some g 2 L2.@K/. More precisely, for Im kj < 0,

(7.48) S`.kj / W ker G.kj / �! fv satisfying (7.35) and (7.47)g;

isomorphically.

From the formula (7.7) for G.k/, we see that

(7.49) G.k/� D G.�k/:

We therefore have the following:

Corollary 7.12. The set of scattering poles is symmetric about the imaginary
axis.

We can also obtain a characterization of the set of scattering poles which is
more satisfactory than that of Proposition 7.8 or the last part of Proposition 7.11.

Proposition 7.13. A complex number k is a scattering pole if and only if there is
a nonzero v 2 C1.�/ satisfying (7.35), of the form

(7.50) v D D`.k/g1 C S`.k/g2 on �;

for some gj 2 L2.@K/.
Proof. For v of the form (7.50), note that

(7.51) vC D 1

2

�
I CN.k/

�
g1 CG.k/g2 on @K:
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In particular, if vC D 0 on @K and k is not a scattering pole, but Im k ¤ 0, then
g1 D �2.I C N.k//�1G.k/g2. Now we know that, for Im k > 0; vC D 0 on
@K implies v D 0 on �, so we have the identity

(7.52) 2D`.k/
�
I CN.k/

��1
G.k/ � S`.k/ D 0;

for Im k > 0, as a map from L2.@K/ to C1.�/. This identity continues analyti-
cally to the lower half-plane Im k < 0, excluding the scattering poles, and implies
that if v is of the form (7.50), vC D 0 on @K , and k is not a scattering pole, then
v D 0 on �. Given the results of Propositions 7.8 and 7.11 when k D kj is a
scattering pole, this finishes the proof.

We can obtain a few more conclusions from (7.52), which we write as

(7.53) D`.k/M.k/ D S`.k/ on�;

valid for all k 2 C at which I CN.k/ is invertible, with

(7.54) M.k/ D 2
�
I CN.k/

��1
G.k/:

First, using the injectivity of D`.k/ for Im k < 0, as in the proof of Proposition
7.7, we see that M.k/ has an analytic continuation to all Im k < 0, including
the set of scattering poles. The only poles of M.k/ are at the real numbers �j
of Proposition 7.1. Also, M.k/ is invertible, except at the real numbers �j of
Proposition 7.9; in particular,M.k/ is invertible at all the scattering poles. There-
fore, when k D kj is a scattering pole, M.kj / gives an isomorphism from ker
G.kj /, in (7.48), to ker .I C N.kj //, in (7.37). Furthermore, any v of the form
(7.50), with k D kj , can be written both in the form (7.36) and in the form (7.47)
(with different g’s).

Another calculation using the representation of the solution to the scattering
problem by a single-layer potential (7.39)–(7.40), produces an analysis of the
Neumann operator N .k/, which we define as follows, first for Im k � 0. For
f 2 C1.@K/, let v be the solution to the scattering problem (7.1), v D B.k/f ,
and define

(7.55) N .k/f D @v

@�C
on @K:

By elliptic regularity estimates, we can deduce that, for s � 1,

(7.56) N .k/ W H s.@K/ �! H s�1.@K/:

We produce a formula for N .k/ using the representation v D S`.k/g; g D
G.k/�1f , valid for Im k > 0. From the formula (7.23) for @S`.k/g=@�˙, we see
that

(7.57) N .k/ D 1

2

�
N #.k/� I

�
G.k/�1;
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for Im k > 0. This identity continues analytically to the complement of the set of
poles of G.k/�1 in C. Note that, complementing (7.49),

(7.58) N #.k/ D N.�k/�;

so (7.57) can also be written as

(7.59) N .�k/ D
��
2.N.k/� I /�1G.k/��

��1
:

By the analysis of the scattering problem for Im k � 0, we know that N .k/ is a
strongly continuous function of k, with values in the Banach space

L.H s.@K/;H s�1.@K//;

for Im k � 0. Thus N .k/ does not have poles on the real axis; such singularities
are therefore removable on the right side of (7.57). The poles ofG.k/�1 on the real
axis must be canceled by a null space of N #.k/ � I , for k D �j . The occurrence
of these real poles ofG.k/�1 makes (7.57) a tool of limited value in analyzing the
Neumann operator N .k/ for real k.

We can produce another formula for N .k/, first for Im k > 0, by using the
representation (1.4) for v D B.k/f , that is,

(7.60) B.k/f D D`.k/f � S`.k/N .k/f:

Evaluating this on @K , we have

(7.61) f D 1

2

�
I CN.k/

�
f �G.k/N .k/f;

which implies

(7.62) N .k/ D 1

2
G.k/�1

�
N.k/� I

�
;

for Im k > 0. Of course, this identity also continues analytically to all k 2 C
outside the set of poles of G.k/�1. Comparing (7.62) with (7.57), we see that
N.k/ and N #.k/ are related by the identity

(7.63) N.k/G.k/ D G.k/N #.k/;

for all k 2 C. Also, comparing (7.62) with (7.59), we see that

(7.64) N .�k/ D N .k/�I
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in particular, N .k/ is self-adjoint when k is purely imaginary. Furthermore, in
view of (7.60) and (7.57), we see that the set of poles of N .k/ coincides exactly
with the set of scattering poles.

Note that the factor .1=2/.N.k/� I / in (7.62) arises from evaluating D`.k/f
on @K as a limit from the interior region

ı
K, by (7.7). Thus the analogue of the

identity (7.53) which is valid on
ı
K is obtained by replacing M.k/ by N .k/�1.

Equivalently,

(7.65) D`.k/ D S`.k/N .k/ on
ı
K;

where N .k/ is the exterior Neumann operator defined above.
So far we have not established that there actually are scattering poles. We will

show that in fact there are infinitely many scattering poles on the negative imag-
inary axis, for any nonempty smooth obstacle K , by a study of G.k/. We begin
with the following result:

Lemma 7.14. For real s � 0; G.is/ is positive-definite.

Proof. Given g 2 L2.@K/, set v D S`.is/g on R3 n @K . Then Green’s theorem
gives, for s > 0,

(7.66)

.�v; v/L2.�/ C kdvk2
L2.�/

D �
Z

@K

G.is/g
@v

@�C
dS;

.�v; v/L2.K/ C kdvk2
L2.K/

D
Z

@K

G.is/g
@v

@��
dS:

Recall from (7.25) that @v=@�� � @v=@�C D g, so adding the identities above
gives

(7.67)

�
G.is/g; g

�
L2.@K/

D s2
�
kvk2

L2.�/
C kvk2

L2.K/

�

C krvk2
L2.�/

C krvk2
L2.K/

;

for s > 0, which proves the lemma in this case. Since we know that G.0/ is
invertible, this is also positive-definite.

To proceed with the demonstration that G.is/�1 is singular for infinitely many
negative real s, we set

(7.68) n.s/ D # negative eigenvalues of G.is/;

for s < 0. Our next claim as follows:

Lemma 7.15. As s & �1; n.s/ ! 1.
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Proof. We will show that
�
G.is/g1; g2

�
defines a negative definite inner product

on a vector space V whose dimension can be taken large with jsj. Then the lemma
follows, by the variational characterization of the spectrum of G.is/. Pick points
p; q 2 K such that jp � qj is maximal. Then, for any N , you can pick pj near p
and qj near q, for 1 � j � N , such that

(7.69) min
˚jpj � qj j W 1 � j � N



> max

˚jpj � qkj W j ¤ k


:

Put small disjoint disks Dj about pj ; D0
j about qj , all of the same area, within

@K , and define functions gj 2 L2.@K/ by

(7.70) gj D 1 on Dj ; �1 on D0
j ; 0 elsewhere:

Then fgj W 1 � j � N g is a set of orthogonal functions, all of the same norm.
Let V be the linear span of these gj . With V so fixed, of dimension N; a simple
calculation gives

(7.71)

�
G.is/gj ; gj

�
< �� < 0;

ˇ̌�
G.is/gj ; gk

�ˇ̌
<< �; for j ¤ k;

for s large and negative (because jx�yj�1ejsj jx�yj is maximal for x and y distant,
if you exclude a small neighborhood of x D y), and the lemma follows.

In view of (7.41), only finitely many of the eigenvalues of G.is/ (all of which
are real) can cross from positive to negative at any point s D sk , so we have the
following conclusion from the last two lemmas.

Proposition 7.16. The operator-valued function G.k/�1 has an infinite number
of poles on the negative imaginary axis, each of which is a scattering pole.

As we have already mentioned, the scattering amplitude a.!; �; k/ and also the
scattering operators S.k/ and S.k/ have meromorphic continuations, with poles
confined to the set of scattering poles. Indeed, by (3.28), a.!; �; k/ is the sum of
an entire function and 1=4� times

(7.72)
�
N .k/ek! ; ek�

�
L2.@K/

;

where e�.y/ D eiy�� for y 2 @K . We now draw a connection between the set of
poles of S.k/ and the set of scattering characters, described in �6 in terms of the
spectrum of Z.t/.

First note that since S.k/ is unitary for k real, we have

(7.73) S.k/S.k/� D S.k/�S.k/ D I;

for k in a neighborhood of the real axis. By continuation, knowing that S.k/ is
holomorphic for Im k � 0, we see that a complex number k such that Im k < 0
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is a pole of S.k/ if and only if S.k/ fails to be invertible. Now, by (3.14)–(3.15),
and its analogue for S.k/, we see that, for Im k > 0,

(7.74) S.k/ D I C k

2�i
A.k/;

where, for such k; A.k/ is a compact operator on L2.S2/, given by a smooth
integral kernel. Such S.k/ is Fredholm of index zero. Thus, for Im k > 0; S.k/
fails to be invertible if and only if it has a nonzero kernel. Furthermore, this hap-
pens if and only if S.k/� has a nonzero kernel. We are now prepared to establish
the following result.

Proposition 7.17. A complex number� is a scattering character if and only if i�
is a pole of S.k/.

Proof. � is a scattering character if and only if there exists a nonzero f 2 KC
such that ZC.t/f D e�tf , for t � 0. By (6.41), this implies

(7.75)
f .s; !/ D e��s'.!/; for s � R;

0; for s > R;

for some nonzero ' 2 L2.S2/. By (6.40), such an f belongs to KC if and only if
OS�f is supported in ŒR;1/. By the Paley–Wiener theorem, we can deduce that

this will hold if and only if S.k/� Of .k/ is holomorphic in Im k < 0. Now

(7.76) Of .k/ D .2�/�1=2
'.!/

ik C �
;

which has a pole at k D i�, so this analyticity holds if and only if ' belongs to
the kernel of S.k/�, for k D i�. This establishes the proposition.

Exercises

1. Verify that G.k/, defined by (7.7), is an elliptic pseudodifferential operator of order �1
on @K. Compute its principal symbol.

2. Justify (7.69).

The following exercises deal with an integral-equation attack on the scattering prob-
lem for H D ��C V on R3. Assume V 2 C1

0 . We use (1.57), that is,

.I � V.k//v D R.k/f;

where V.k/ D R.k/.V v/ and

R.k/v.x/ D �
Z
v.y/g.x; y; k/ dy;

with g.x; y; k/ D .4�jx � yj/�1eikjx�yj.
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3. Show that, for Im k � 0; � > 1,

R.k/ W L2comp.R
3/ �! L2.R3; hxi�2
dx/ is compact:

4. Show that, for Im k � 0; k2 not a negative eigenvalue of ��C V , and � > 1,

I � V.k/ W L2.R3; hxi�2
dx/ �! L2.R3; hxi�2
dx/

is injective, hence invertible. (Hint: If u D V.k/u D R.k/.V u/, show that u satisfies
the hypotheses for the uniqueness result of Exercise 6 in �1 when k 2 R. When Im
k > 0, the argument is easier.)

5. Fix � 2 .0;1/. Show that, for Im k > ��,

R.k/ W L2comp.R
3/ �! L2.R3; e�2�jxjdx/ is compact:

Also show that

I � V.k/ W L2.R3; e�2�jxjdx/ �! L2.R3; e�2�jxjdx/

is holomorphic in fk W Im k > ��g, and invertible for Im k � 0; k2 … point spec H .
Deduce that its inverse has a meromorphic continuation.

8. Trace formulas; the scattering phase

In Proposition 6.7 we showed that, for any � 2 C1
0

�
.2R;1/

�
, the operator

Z.�/ D R1
0
�.t/Z.t/ dt is compact. Recall that the proof used the identity

(8.1) Z.�/ D PC
�
U.�/� U0.�/

�
P�; for � 2 C1

0

�
.2R;1/

�
:

We then saw thatU.�/�U0.�/ has a smooth, compactly supported integral kernel.
It follows that the operator (8.1) is not only compact, but in fact trace class. By a
theorem of V. Lidskii, which we will prove in Appendix A at the end of this
chapter, it follows that the trace Tr Z.�/ is equal to the sum of the eigenvalues of
Z.�/, counted with multiplicity. Thus we have

(8.2) Tr Z.�/ D
X

O�.i�j /

where the sum is over the set of scattering characters, characterized by (6.36). In
view of Proposition 7.17, we can write

(8.3) Tr Z.�/ D
X

poles

O�.zj /;

where fzj g is the set of poles of the scattering operator S.k/ (counted with multi-
plicity).

Using (8.1), we will establish the following formula for Tr Z.�/, which then
sheds light on the right side of (8.3).
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Proposition 8.1. For � 2 C1
0

�
.2R;1/

�
, we have

(8.4)
Tr Z.�/ D Tr

�
U.�/ � U0.�/

�

D 2 Tr
Z
�.t/

�
cos t

p�� � cos t
p

��0
�

dt;

where � is the Laplacian on � D R3 n K , with Dirichlet boundary condition,
and�0 the Laplacian on R3.

Proof. Using the facts that Tr AB D Tr BA and that PCP� D P�PC, we see
from (8.1) that, for � 2 C1

0

�
.2R;1/

�
,

Tr Z.�/ D Tr P�ŒU.�/ � U0.�/	PC:

Now for any t � 0; U.t/ D U0.t/ onDC, so ŒU.�/�U0.�/	PC D U.�/�U0.�/.
Similarly,P�ŒU.�/�U0.�/	 D U.�/�U0.�/, so we have the first identity in (8.4).
The second identity is elementary.

Combining (8.3) and (8.4), we have the identity

(8.5) Tr
Z
�.t/

�
cos t

p�� � cos t
p

��0
�

dt D 1

2

X

poles

O�.zj /;

valid for any � 2 C1
0 ..2R;1//. This identity has been extended to all � 2

C1
0 .R

C/, by R. Melrose [Me1], using a more elaborate argument.
Note that (8.4) is equal to the trace of

(8.6) '
�p��� � '

�p��0
�
;

with '.�/ D O�.�/C O�.��/. It is useful to note that, for any even ' 2 S.R/, the
operator (8.6), given by an integral formula such as in the last line of (8.4) with
� D O', has a Schwartz kernel that is smooth and rapidly decreasing at infinity, so
that (8.6) is of trace class for this more general class of functions '. (See Exercises
1–3 from �4.) Recall from (2.7) that if ' 2 C1

0 .R/, then

(8.7) '
�p���v.x/ D .2�/�3

Z

R3

Z

�

uC.x; �/uC.y; �/v.y/'.j�j/ dy d�;

where uC.x; �/ are the generalized eigenfunctions of � on � defined by
(1.32)–(1.33). It follows that, for such ', the trace of (8.6) is equal to

(8.8) lim
R!1.2�/

�3
Z

R3

'.j�j/R.�/ d�;

with
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(8.9) R.�/ D
Z

BR

�juC.x; �/j2 � 1� dx;

where we set uC.x; �/ D 0, for x 2 K D R3 n�, and BR D fx W jxj � Rg.
In order to evaluate (8.9), we will calculate

R juC.x; �/j2dx over �R D fx 2
� W jxj � Rg via Green’s theorem. Note that since .�C k2/uC D 0, for j�j D k,
we have

(8.10) .�C k2/

�
@uC
@k

	
D �2kuC; j�j D k:

Hence, via Green’s theorem, we have

(8.11)

Z

�R

juCj2dx D � 1

2k

Z

@�R

�
@2uC
@�@k

uC � @uC
@k

@uC
@�

	
dS

D 1

2k

Z

jxjDR

�
@2uC
@r@k

uC � @uC
@k

@uC
@r

	
dS;

since uC D 0 on @K . We want to evaluate the limit of (8.11) as R ! 1. Extend-
ing (1.41), we can write

(8.12) uC.r�; k!/ D e�ikr.� �!/ C eikrB.r; �; !; k/;

with

(8.13) B � r�1a.�!; �; k/C r�2a2.�!; �; k/C � � � ; r ! 1;

where a.!; �; k/ is the scattering amplitude and aj are further coefficients. Dif-
ferentiating (8.12) yields the following (unfortunately rather long) formula for the
integrand in (8.11):

(8.14)

@uC
@k

@uC
@r

� @2uC
@r@k

D 2kr.� � !/2 C i.� � !/ � 2kiB @B
@k

C irB
@B

@r

C
(

�iB @.rB/
@r

C @B

@r

@B

@k
� B @2B

@r@k

)

C
n
2kr jBj2 � krBeikrŒ.� �!/C1�Œ.� � !/ � 1	

� krBe�ikrŒ.� �!/C1�Œ.� � !/� .� � !/2	
o
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C eikrŒ.� �!/C1�
�
ik
@B

@k
Œ.� � !/ � 1	� i

@.rB/

@r
� @2B

@r@k

�

C e�ikrŒ.� �!/C1�
(

�ir.� � !/@B
@r

C i.� � !/B
)
:

A primary tool in the analysis of the integral of this quantity over jxj D R will be
the stationary phase method, which was established in Appendix B of Chap. 6.

We make some preliminary simplification of (8.14), using the fact that (8.11)
is clearly real valued. Also, we can throw out some terms in (8.14) that contribute
0 in the limit R ! 1, after being integrated over jxj D R. This includes all the
terms in the first set of curly brackets above. Also, a stationary phase evaluation
of the last two terms in the third set of curly brackets yields a 0 contribution in the
limit R ! 1. Thus, we can replace (8.14) by the real part of

(8.15)

2kr.� � !/2 � 2kiB
@B

@k
C irB

@B

@r

C
n
2kr jBj2 C krBeikrŒ� �!C1�.1 � � � !/2

o

C eikrŒ� �!C1�
�
ik
@B

@k
Œ� � ! � 1	C ir� � ! @B

@r
� i� � !B

�
:

The first term on the right side of (8.15) integrates to 2k times .4=3/�R3,
exactly canceling out

R
jxj�R dx. The contribution of the second and third terms to

(8.11) is, in the limit R ! 1,

(8.16) �ia @a
@k

� i

2k
jaj2; integrated with respect to �:

We can neglect the second term in (8.16), since it is imaginary.
Terms in (8.15) appearing with a factor e˙ikrŒ.� �!/C1� have an asymptotic be-

havior as R ! 1 given by the stationary phase method, upon integration with
respect to � . The leading part in the terms within the first set of brackets is seen
to be (upon taking the real part)

(8.17)
2k

r

nZ

S2

ja.�!; �; k/j2d� C 4�

k
Im a.�!;�!; k/

o
;

which cancels, by the optical theorem, (3.18). This cancelation is necessary since,
if (8.17) were nonzero, one would get an infinite contribution to (8.11) asR ! 1.
What gives a finite contribution to (8.11) is the �-integral of the next leading term
in this part of (8.15); the contribution to (8.11) one gets from this, as R ! 1, is
(again upon taking the real part)
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(8.18)

Z

S2

.aa2 C aa2/.�!; �; k/d�

C 4�

k
Im a2.�!;�!; k/C 8�

k
Re a.�!;�!; k/:

The rest of the terms in (8.15) also give a finite contribution to (8.11) as R ! 1,
via stationary phase, namely �1=2k times

(8.19) 4�
@a

@k
� 4�

k
a; at � D �!;

plus a term containing an oscillatory factor e�2ikr, which disappears after integra-
tion with respect to �. This disappearance is guaranteed, since the limit in (8.8)
as R ! 1 does exist. Putting together (8.16)–(8.19), we arrive at a computation
of (8.9).

All these contributions are expressed in terms of the scattering amplitude a,
except for (8.18), which involves also the coefficient a2 appearing in (8.13). Now
a2 is related to a in a simple fashion, because .�C k2/.eikrB/ D 0. Expressing
� in polar coordinates gives a sequence of relations among the coefficients in the
expansion of B as r ! 1. In particular, we get

(8.20) 2ika2.!; �; k/ D �2a.!; �; k/;

where �2 denotes the Laplace operator on the sphere fj� j D 1g, applied to the
second argument of a.!; �; k/. It follows that

R
aa2.�!; �; k/d� is purely imag-

inary, so the integral in (8.18) vanishes. In concert with the reciprocity formula
(3.31), we can deduce that 4ika2.!; !; k/ D �2a.!; !; k/ C�1a.�!;�!; k/.
Hence

4ik
Z
a2.!; !; k/ d! D

Z
.�1 C�2/a.!; !; k/ d! D 0:

This disposes of the middle term in (8.18), upon integration with respect to !.
Thus, in addition to (8.16) and (8.19), the last term in (8.18) remains.

Consequently, we have

(8.21)

lim
R!1

k2

.2�/3

“

BR�S2

�juC.x; k!/j2 � 1� dx d!

D Re
Z

S2

n �ik2

.2�/3

Z

S2

a
@a

@k
.�!; �; k/ d� � 1

.2�/2
a.�!;�!; k/

� k

.2�/2
@a

@k
.�!;�!; k/

o
d!:
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On the other hand, �.1=2�i/S.k/.dS�=dk/ has integral kernel

(8.22)

�1
2�i

n �1
2�i

a.!; �; k/C �k
2�i

@a

@k
.�; !; k/

C k

4�2

Z

S2

a.!; ; k/a.; �; k/ d

C k2

4�2

Z

S2

a.!; ; k/
@a

@k
.; !; k/ d

o
:

Noting that the trace of �.1=2�i/S.k/.dS�=dk/ must also be real, one sees that
(8.21) is equal to the trace of this operator, which proves the following:

Proposition 8.2. For even ' 2 C1
0 .R/,

(8.23) T r
�
'.

p��/ � '.
p

��0/
� D �

Z 1

0

'.k/s0.k/ dk;

with

(8.24) s0.k/ D 1

2�i
Tr
�
S.k/�S 0.k/

� D � 1

2�i
Tr
�
S.k/S 0.k/�

�
;

where S.k/ is the scattering operator (3.7).

An equivalent characterization of (8.24) is s0.k/ D ds.k/=dk, with

(8.25) s.k/ D 1

2�i
log det S.k/ D 1

2�
arg det S.k/:

The quantity s.k/ is called the scattering phase. It is real, for k 2 R, since the
scattering operator is unitary. To give yet another formulation, if we set

(8.26) D.k/ D det S.k/;

then

(8.27) s0.k/ D 1

2�i

D0.k/
D.k/

:

By both (8.24) and (8.27) it is clear that s0.k/ extends from k 2 R to a mero-
morphic function in the plane, with poles coinciding precisely with the poles of
the scattering operator and their complex conjugates. For complex k, one replaces
(8.24) by

s0.k/ D 1

2�i
Tr
�
S.k/�S 0.k/

�
:
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As stated, Propositions 8.1 and 8.2 apply in disjoint situations, but note that
the left side of (8.23) is defined for any even ' 2 S.R/ and defines a continuous
linear functional of such '. Thus the right side of (8.23) is well defined, at least in
a distributional sense; in particular, we have s0 2 S 0.R/. Also, replacing � by its
even part on the left side of (8.5) leaves this quantity unchanged. We deduce the
following.

Proposition 8.3. Let � 2 C1
0

�
.2R;1/

�
. Then

1

2

X

poles

O�.zj / D �
Z 1

0

'.k/s0.k/ dk;

with
'.k/ D 1

2

� O�.k/C O�.�k/�:
Equivalently, with s.k/ D �s.�k/ for k 2 R,

(8.28)
X

poles

O�.zj / D
Z 1

�1
O�0.k/s.k/ dk;

the integral interpreted a priori in the sense of tempered distributions.

In view of (8.27), this identity can be thought of as a “formal” consequence of
the residue calculus, but a rigorous proof seems to require arguments as described
above.

It can be proved that the integral above is actually absolutely convergent. In-
deed, it has been shown that s.k/ has the asymptotic behavior

(8.29) s.k/ D C.vol K/k3 CO.k2/; as k ! 1; in R:

This was established for K strictly convex by A. Majda and J. Ralston [MjR],
and for K starshaped by A. Jensen and T. Kato [JeK]. We outline a proof for the
starshaped case in the exercises (with a weaker remainder estimate).

The result (8.29) was extended to “nontrapping”K by V. Petkov and G. Popov
[PP] and finally to general smoothK by Melrose [Me3]. Also, results of Melrose
[Me1] extend (8.28) to all � 2 C1

0 .R
C/.

Exercises

1. Use the formula (8.24) to establish the following formula for s0.k/:

(8.30)

s0.k/ D C

Z

@K

Z

S2

.x � �/
ˇ̌
ˇ
@uC
@�

.x; k�/
ˇ̌
ˇ
2
d� dS.x/

D C

Z

S2

�
.x � �/N .k/ek� ;N .k/ek�

�
L2.@K/

d�:

2. Conclude that if K is starshaped, so one can arrange x � � > 0, then s.k/ is monotone.
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3. Set s.k/ D �s.�k/; k 2 R, as in Proposition 8.3. Show that if K is starshaped, s0.k/
is a positive function that defines a tempered distribution on R and hence that s.k/ has
a polynomial bound in k:

js.k/j � C hkiM :
4. Write (8.23) in the form

Tr
�
'.

p��/� '.
p

��0/
� D 1

2

Z 1

�1
'0.k/s.k/ dk;

for even ' 2 S.R/. If K is starshaped, Exercise 3 implies that the integral on the right

is absolutely convergent. Use '.k/ D 't .k/ D e�tk2 and the results on heat kernel
asymptotics of Chap. 7 to deduce that

(8.31) t

Z 1

�1
e�tk2 ks.k/ dk D .4�t/�3=2 vol K C o.t�3=2/;

as t & 0.
5. Show that Karamata’s Tauberian theorem (established in �3 of Chap. 8) applies to (8.31)

to yield
s.k/ D C.vol K/k3 C o.k3/; k ! 1:

Evaluate C .

9. Scattering by a sphere

In this section we analyze solutions to problems of scattering by the unit sphere
S2 � R3, starting with the scattering problem

(9.1) .�C k2/v D 0 on�; v D f on S2; r.@rv � ikv/ ! 0; as r ! 1;

where � D fx 2 R3 W jxj > 1g, the complement of the unit ball. We start by
considering real k. This problem can be solved by writing the Laplace operator�
on R3 in polar coordinates,

(9.2) � D @2r C 2r�1@r C r�2�S ;

where�S is the Laplace operator on the sphere S2. Thus v in (9.1) satisfies

(9.3) r2@2rv C 2r@rv C .k2r2 C�S /v D 0;

for r > 1. In particular, if f'j g is an orthonormal basis of L2.S2/ consisting of
eigenfunctions of�S , with eigenvalue ��2j , and we write

(9.4) v.r!/ D
X

j

vj .r/'j .!/; r � 1;
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then the functions vj .r/ satisfy

(9.5) r2v00
j .r/C 2rv0

j .r/C .k2r2 � �2j /vj .r/ D 0; r > 1:

As in (1.14), this is a modified Bessel equation, and the solution satisfying the
radiation condition r.v0

j .r/� ikvj .r// ! 0 as r ! 1 is of the form

(9.6) vj .r/ D aj r
�1=2H .1/

	j
.kr/;

where H .1/
	 .�/ is the Hankel function, which arose in the proof of Lemma 1.2.

We recall from (6.33) of Chap. 3 the integral formula

(9.7) H .1/
	 .z/ D

� 2
�z

�1=2 ei.z�	=2�=4/

�.� C 1
2
/

Z 1

0

e�ss	�1=2�1 � s

2iz

�	�1=2
ds:

This is valid for Re � > �1=2 and ��=2 < arg z < � . Also, in (9.6), �j is given
by

(9.8) �j D
�
�2j C 1

4

�1=2
:

The coefficients aj in (9.6) are determined by the boundary condition vj .1/ D
.f; 'j /, so

(9.9) aj D
�
f; 'j

�

H
.1/
	j .k/

:

Using these calculations, we can write the solution operator B.k/ to (9.1), v D
B.k/f , as follows. Introduce the self-adjoint operator

(9.10) A D
�
��S C 1

4

�1=2
;

so

(9.11) A'j D �j'j :

Then

(9.12) B.k/f .r�/ D r�1=2~.A; k; kr/f .�/;

where ~.�; k; kr/ D H
.1/
	 .kr/=H

.1/
	 .k/ and, for each k; r; ~.A; k; kr/ is re-

garded as a function of the self-adjoint operator A. For convenience, we use the
notation

(9.13) B.k/f .r�/ D r�1=2 H
.1/
A .kr/

H
.1/
A .k/

f .�/; � 2 S2:

Similar families of functions of the operator A will arise below.
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Taking the r-derivative of (9.13), we have the following formula for the
Neumann operator:

(9.14) N .k/f .�/ D
"
k
H
.1/0
A .k/

H
.1/
A .k/

� 1

2

#
f .�/:

We also denote the operator on the right by kQ.A; k/ � 1=2, with

(9.15) Q.�; k/ D H
.1/0
	 .k/

H
.1/
	 .k/

:

We will want to look at the Green function and scattering amplitude, but first
we derive some properties of the operators (9.13) and (9.14) which follow from
the special nature of the operator defined by (9.10). The analysis of the spectrum
of the Laplace operator on S2 given in Chap. 8 shows that

(9.16) spec A D ˚
mC 1

2
W m D 0; 1; 2; : : :



:

Now, as shown in Chap. 3, H .1/

mC1=2.�/ and the other Bessel functions of order
mC 1=2 are all elementary functions of �. We have

(9.17) H
.1/

mC1=2.�/ D
�2�
�

�1=2
hm.�/;

where

(9.18)
hm.�/ D �i.�1/m

� 1
�

d

d�

�m�ei�

�

�

D ��m�1pm.�/ei�

and pm.�/ is a polynomial of orderm in �, given by

(9.19)

pm.�/ D i�m�1
mX

kD0

� i
2

�k .mC k/Š

kŠ.m � k/Š �
m�k

D im�1�m C � � � C 1

2mi

.2m/Š

mŠ
:

Consequently,

(9.20) r� 1
2 ~
�
mC 1

2
; k; kr

� D hm.kr/

hm.k/
D r�m�1eik.r�1/pm.kr/

pm.k/
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and

(9.21) kQ

�
mC 1

2
; k

	
D ik �

�
mC 1

2

	
C k

p0
m.k/

pm.k/
:

Each polynomial pm.�/ hasm complex zeros f�m1; : : : ; �mmg, by the fundamen-
tal theorem of algebra, and the collection of all these �mj is clearly the set of
scattering poles for S2. Note that (9.21) can be written as

(9.22) kQ

�
mC 1

2
; k

	
D ik �

�
mC 1

2

	
C k

mX

jD1
.k � �mj /

�1:

We now look at the expression for the Green kernelG.x; y; k/ for the operator
.�C k2/�1, for k real. Thus we look for a solution to

(9.23) .�C k2/u D f on �; u D 0 on @K;

satisfying the radiation condition at infinity, given f 2 C1
0 .�/. If we write

(9.24) f .r�/ D
X

j

fj .r/'j .�/;

using the eigenfunctions 'j as before, and

(9.25) u.r�/ D
X

j

uj .r/'j .�/;

then the functions uj .r/ satisfy

(9.26) r2u00
j .r/C 2ru0

j .r/C .k2r2 � �2j /uj .r/ D r2fj .r/; r > 1;

together with the boundary condition uj .1/ D 0 and, as a consequence of the
radiation condition, r.u0

j .r/�ikuj .r// ! 0 as r ! 1. We will write the solution
in the form

(9.27) uj .r/ D
Z 1

1

G	j .r; s; k/fj .s/s
2 ds;

where the kernelG	.r; s; k/ remains to be constructed, as the Green kernel for the
ordinary differential operator

(9.28) L	 D d 2

dr2
C 2

r

d

dr
C
�
k2 � �2

r2

	
; � D

�
�2 C 1

4

	1=2
;

that is,

(9.29) L	g	.�; s; k/ D s�2ıs on .1;1/;
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satisfying the boundary condition of vanishing at r D 1, together with the radiation
condition as r ! 1. This operator is self-adjoint on the space L2.Œ1;1/; r2dr/,
and G	.r; s; k/ satisfies the symmetry condition

(9.30) G	.r; s; k/ D G	.s; r; k/:

Thus it suffices to specifyG	.r; s; k/ for r > s. Since G	.�; s; k/ is annihilated by
L	 for r > s and satisfies the radiation condition, we must have

(9.31) G	.r; s; k/ D c	.s; k/r
�1=2H .1/

	 .rk/; for r > s;

for some coefficient c	.s; k/ that remains to be determined. In view of the sym-
metry (9.30), c	.�; k/ satisfies the same sort of modified Bessel equation, and so is
a linear combination of s�1=2J	.sk/ and s�1=2H .1/

	 .sk/. The boundary condition
gives c	.s; k/ D 0 at s D 1, so we can write

(9.32) c	.s; k/ D b	.k/s
�1=2

�
J	.sk/ � J	.k/

H
.1/
	 .k/

H .1/
	 .sk/

�
;

where the coefficient b	.k/ remains to be determined. This can be done by plug-
ging (9.32) into (9.31), using (9.30) to write G	.r; s; k/ for r < s, and examining
the jump in the first derivative of g	 with respect to r across r D s. Achiev-
ing (9.29) then specifies b	.k/ uniquely. A straightforward calculation shows that
b	.k/ is the following constant, independent of � and k, in view of the Wronskian
relation:

(9.33) b	.k/ D b D sk

J	.sk/H
.1/0
	 .sk/ � J 0

	.sk/H
.1/
	 .sk/

D �

2i
:

To summarize, G	.r; s; k/ is given by

(9.34)

b.rs/�1=2
�
J	.sk/ � J	.k/

H
.1/
	 .k/

H .1/
	 .sk/

�
H .1/
	 .rk/; r � s;

b.rs/�1=2
�
J	.rk/ � J	.k/

H
.1/
	 .k/

H .1/
	 .rk/

�
H .1/
	 .sk/; r � s:

In light of this, we can represent the Green kernel for the solution to (9.23)
satisfying the radiation condition as follows. Using the Schwartz kernel theorem,
we can identify an operator on functions on � with a (generalized) function of
r; s with values in the space of operators on functions on the sphere S2. With this
identification, we have

(9.35) G.x; y; k/ D 1

4�
GA.r; s; k/;
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where jxj D r; jyj D s, and A is given by (9.10). This is also the formula for the
resolvent kernel of .�C k2/�1, for Im k > 0.

The formula (9.34) for G	.r; s; k/, as a sum of two terms, corresponds to the
decomposition (1.30) for G.x; y; k/, that is,

(9.36) G.x; y; k/ D g.x; y; k/ C h.x; y; k/;

where, as in (1.5),

(9.37) g.x; y; k/ D eikjx�yj

4�jx � yj :

Now recall from Proposition 1.6 how we can obtain the eigenfunctions

(9.38) u.x; �/ D e�ix�� C v.x; �/

from the asymptotic behavior of G.x; y; k/ as jyj ! 1, via

(9.39) h.x; r!; k/ D eikr

4�r
v.x; k!/CO.r�2/; r ! 1;

proved in (1.37). We therefore have

(9.40) v.r�; k!/ D lim
s!1 se�ikshA.r; s; k/;

where we set

(9.41) h	.r; s; k/ D 4� b.rs/�1=2
J	.k/

H
.1/
	 .k/

H .1/
	 .sk/H .1/

	 .rk/:

As before we identify a function of .�; !/ with an operator on C1.S2/, with A
acting on functions of � . To evaluate the limit in (9.40), we can use

(9.42) H .1/
	 .�/ D

� 2
��

�1=2
ei.��	=2�=4/ C o.��1=2/; � ! 1;

which can be deduced from the integral formula (9.7). We obtain

(9.43) v.r�; k!/ D V.A; r; k/;

where

(9.44) V.�; r; k/ D 2�2i
� 2

�rk

�1=2
e�.1=2/i.	C1=2/ J	.k/

H
.1/
	 .k/

H .1/
	 .rk/:
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We can now evaluate the scattering amplitude, which satisfies

(9.45) a.�!; �; k/ D lim
r!1 re�ikrv.r�; k!/;

according to (1.41). Using (9.42)–(9.44), we have

(9.46) a.�!; �; k/ D 4�

k

JA.k/

H
.1/
A .k/

e�iA:

In other words, if the right side is „.A/, then

„.A/f .�/ D
Z
a.�!; �; k/f .!/ d!:

Now, as shown in the study of harmonic analysis on spheres, in (4.44) of Chap. 8,

(9.47) e�iAf .!/ D �i f .�!/; f 2 L2.S2/;

so we can write

(9.48) a.!; �; k/ D �4�i
k

JA.k/

H
.1/
A .k/

:

Recall that the scattering amplitude a.!; �; k/ is related to the scattering
operator S.k/ by

(9.49) S.k/ D I C k

2�i
A.k/;

where a.!; �; k/ is the kernel of A.k/, by (3.14)–(3.15). In other words, A.k/ is
the operator on the right side of (9.48). Therefore, the scattering operator itself
has the form

(9.50) S.k/ D �H
.2/
A .k/

H
.1/
A .k/

in view of the identity

(9.51) H .1/
	 .�/CH .2/

	 .�/ D 2 J	.�/:

We also note that

(9.52) H .2/
	 .k/ D H

.1/
	 .k/;
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for � and k real, so (9.50) explicitly displays the unitarity of the scattering
operator, for real k.

The investigation of scattering by a sphere can be carried further, based on
these formulas. For example, qualitative information on the zeros of H .1/

	 .�/

yields qualitative information on the scattering poles. Some of the most delicate
results on such scattering make use of the uniform asymptotic behavior ofH .1/

	 .�/

as � and � both tend to 1. A treatment of this in a modern spirit, touching on more
general approaches to diffraction problems, is given in [T2] and [MT1], and, in
more detail, in Appendix C of [MT2]. Also, [Nus] gives a lengthy analysis of
scattering by a sphere, from a more classical perspective.

Exercises

1. Derive from (9.7) that H .1/
mC1=2.z/ D .2z=�/1=2z�m�1pm.z/eiz, with

pm.z/ D .�i/mC1
mŠ

Z 1

0
e�ssm

�
z � s

2i

�m
ds:

Show that this yields (9.19).
2. From the material on Bessel functions developed in Chap. 3, show that there is the

Wronskian identity

H
.1/0
	 .�/H

.2/
	 .�/ �H .1/

	 .�/H
.2/0
	 .�/ D C

�
;

and evaluate C . Using this, prove that H .1/
	 .�/ is not zero for any � 2 .0;1/;

� 2 .0;1/.
3. Use results on the location of scattering poles from �7 to show that (9.13) and (9.14)

imply H .1/
	 .z/ has zeros only in Im z < 0, for � D mC 1=2; m D 0; 1; 2; : : : .

It is known that this property holds for all � 2 Œ0;1/. See [Wat], p. 511. There it
is stated in terms of the zeros of K	.z/, which is related to the Hankel function by

K	.z/ D .�i=2/ei	=2H
.1/
	 .iz/.

4. A formula of Nicholson (see [Olv], p. 340, or [Wat], p. 444) implies

J	.z/
2 C Y	.z/

2 D 8

�2

Z 1

0
K0.2z sinh t/ cosh 2�t dt;

for Re z > 0. Here K0.r/ is Macdonald’s function, the � D 0 case of the function
mentioned in Exercise 3; cf. (6.50)–(6.54) in Chap. 3.K0.r/ is a decreasing function of
r 2 .0;1/, and hence, for fixed � > 0; J	.x/2 C Y	.x/

2 is a decreasing function of
x 2 RC. Show that this implies that

B.k; r/ W L2.S2/ �! L2.S2/;

defined by B.k; r/f .�/ D B.k/f .r�/, has operator norm � r�1=2, for r � 1.
Consequently,

(9.53) kB.k/f kL2.�;jxj�4dx/ � kf kL2.S2/:
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Using the integral formula (6.50) of Chap. 3, show that rK0.r/ is decreasing on RC,

hence that jr1=2H .1/
	 .r/j is decreasing on RC, for fixed � > 0. Use this to show that

kB.k; r/k � r�1 for r � 1, and sharpen (9.53).
5. Let A D fx 2 R3 W 1 < jxj < 2g. With u D B.k/f , use �u D �k2u and estimates

derivable from Chap. 5, in concert with Exercise 4, to show that

(9.54) kB.k/f kH2.A/ � Ckf kH3=2.S2/ C Ck2kf kL2.S2/:
Deduce that

(9.55) kN .k/f kH1=2.S2/ � Ckf kH3=2.S2/ C k2kf kL2.S2/:
6. Show that ˇ̌

k Q.mC 1=2; k/
ˇ̌ � C

�jkj CmC 1
�
;

for k 2 R; m � 0. Deduce that, for s 2 R; k 2 R,

(9.56) kN .k/f kH s.S2/ � Cskf kH sC1.S2/ C Cs jkj � kf kH s.S2/:
Compare this with the bound on N .k/ derived in the previous exercise.
(Hint: Consider uniform asymptotic expansions of Bessel and Hankel functions, dis-
cussed in [Erd] and in Chap. 11 of [Olv]. Compare a related analysis in [T2].)

7. Suppose an obstacle K is contained in the unit ball B1 D fjxj < 1g. Show that
the solution to the scattering problem (1.1)–(1.3) is uniquely characterized on �1 D
.R3 nK/ \B1 as the solution to

(9.57) .�C k2/v D 0 on �1; v D f on @K;
@v

@r
D N .k/v on S2;

where N .k/ is given by (9.14).
8. Derive the formulas of this section, particularly the formula analogous to (9.50) for
S.k/, in the case of scattering by a sphere of radius R, centered at p 2 R3, displaying
explicitly the dependence of the various quantities on R and p.

9. It follows from (9.46)–(9.48) that the scattering amplitude for S2 satisfies

(9.58) a.!; �; k/ D a.�; !; k/ and a.!; �; k/ D a.�!;��; k/:
Demonstrate these identities directly, for @K D S2. How much more generally do
they hold? Compare (3.31).

10. Suppose v 2 C1.R3/ solves .�C k2/v D 0. Show that v.r�/ has the form

v.r�/ D
X

j

vj .r/'j .�/;

where 'j is an eigenfunction of �S , as in (9.4), and vj .r/ D bj j	j�1=2.kr/.
(Hint: vj .r/ solves (9.5) and does not blow up as r ! 0:)
Deduce that, for some coefficients ˇ`,

(9.59) eikr!�� D
1X

`D0
ˇ` j`.kr/ P`.! � �/;

where P`.t/ are the Legendre polynomials, defined in (4.36) of Chap. 8.
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As shown in (4.49) of Chap. 8, this formula holds with ˇ` D .2`C 1/i`, so

(9.60) eist D
1X

`D0
.2`C 1/ i` j`.s/ P`.t/; s 2 R; t 2 Œ�1; 1	:

11. As noted in �4 of Chap. 8, the identity (9.59), with ˇ` D .2`C 1/i`, is equivalent to
the assertion that eikr!�� is the integral kernel of

(9.61) „kr .A/ D 4� e.1=2/i.A�1=2/ jA�1=2.kr/:
Show that this is in turn equivalent to the r D 1 case of (9.43)–(9.44).
(Hint: Use (9.47).)

12. Derive explicit formulas for scattering objects (e.g., S.k/), in the case of the quantum
scattering problem for H D ��C V , when

V.x/ D b; for jxj � R;

0; otherwise:

Keep track of the dependence on b and R. If you fix R D 1 and let b decrease from
b D 0 to the first value b D �ˇ0, below which �� C V has a negative eigenvalue,
what happens to some of the scattering poles?

10. Inverse problems I

By “inverse problems” we mean problems of determining a scatterer @K in terms
of information on the scattered waves. These problems are of practical interest.
One might be given observations of the scattered wave v.x; k!/, for x in a region
not far from @K; k belonging to some restricted set of frequencies (maybe a single
frequency). Or one might have only the far field behavior, defined by the scattering
amplitude a.!; �; k/, which we recall is related to v.x; k!/ by

(10.1) v.r�; k!/ � eikr

r
a.�!; �; k/; r ! 1:

In this section we examine the question of what scattering data are guaranteed to
specify @K uniquely, at least if the data are measured perfectly.

It is useful to begin with the following explicit connection between the scat-
tered wave v.x; k!/ and the scattering amplitude.

Proposition 10.1. If K � BR.0/, then, for r � R,

(10.2) a.�!; �; k/ D �ik�1 e.1=2/i.A�1=2/ hA�1=2.kr/�1g.�/;

where g D gr;!;k is given by

(10.3) g.�/ D v.r�; k!/:
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As in �9, hA�1=2.kr/�1 is regarded as a family of functions of the self-adjoint
operator A defined by (9.10). Recall that hm.�/ is given by (9.17)–(9.18).

Proof. This result follows easily from (9.12), which implies

(10.4) B.k/f .r�/ D hA�1=2.kr/
hA�1=2.k/

f .�/;

for f 2 C1.S2/. To prove (10.2)–(10.3), we can suppose without loss of gener-
ality that R D 1 and apply (10.4) with f .�/ D vC.�; k!/ to get

vC.r�; k!/ D hA�1=2.kr/
hA�1=2.k/

f .�/I f .�/ D v.�; k!/:

Now compare the asymptotic behavior of both sides as r ! 1. For the left side
we have (10.1), while the behavior of the right side is governed by

(10.5) hm.kr/ � im�1 eikr

kr

by (9.18)–(9.19), so (10.2) follows.

Now we can invert the operator in (10.2), to write

(10.6) v.r�; k!/ D ik e�.1=2/i.A�1=2/ hA�1=2.kr/a.�!; �; k/;

where the operator acts on functions of � . The operator hA�1=2.kr/ is an un-
bounded operator on L2.S2/; indeed, it is not continuous from C1.S2/ to
D0.S2/, which has consequences for the inverse problem, as we will see in �11.

Suppose now that K1 and K2 are two compact obstacles in R3 giving rise
to scattered waves which both agree with v.x; k!/ in some open set O in
R3 n .K1 [K2/. In other words vj .x; k!/ D v.x; k!/ for x 2 O, where the
functions vj are solutions to

(10.7) .�C k2/vj D 0 on R3 nKj ; vj D �e�ikx�! on @Kj ;

satisfying the radiation condition. We suppose the setsKj have no “cavities”; that
is, each �j D R3 nKj has just one connected component. In this case, possibly
the complement of K1 [K2 is not connected; cf. Fig. 10.1. We will let U denote
the unbounded, connected component of this complement, and consider R3 n U ,
which we denote by eK2, so K1 � eK2. This is illustrated in Figs. 10.1 and 10.2.
We assume O � U . Let R be any connected component of the interior of eK2nK1.
(Switch indices if K2 � K1:)
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FIGURE 10.1 Two Obstacles

FIGURE 10.2 Filled Obstacle

The functions v1 and v2 described above agree on U , since they are real ana-
lytic and agree on O. Thus u1 and u2 agree on U , where uj .x/ D vj .x/Ce�ikx�! .
Since each uj vanishes on @Kj , it follows that u D u1

ˇ̌
R vanishes on @R, so

(10.8) .�C k2/u D 0 on R; u D 0 on @R:

In fact, u 2 H 1
0 .R/. However, u does not vanish identically on R. In particular, u

provides an eigenfunction of� on each connected component R of the interior of
eK2 nK1, with Dirichlet boundary condition (and with eigenvalue �k2) if u is not
identically zero, and if the symmetric differenceK1 M K2 has nonempty interior.
Now, there are circumstances where we can obtain bounds on

(10.9) dim ker .�C k2/
ˇ̌
H1
0
.R/ D d.k/I

for example, if we know the obstacle is contained in a ball BR. We then have the
following uniqueness result:
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Proposition 10.2. Let k 2 .0;1/ be fixed. Suppose † D f!`g is a subset of S2

whose cardinality is known to be greater than d.k/=2. (If !` and �!` both belong
to †, do not count them separately.) Then knowledge of vC.x; k!`/ for x in an
open set O uniquely determines the obstacleK . Hence knowledge of a.�!`; �; k/
for � 2 S2 uniquely determinesK .

Proof. IfK were not uniquely determined, there would be a nonempty set R such
as described above. The corresponding u`.x/ D v.x; k!`/Ceikx�!` , together with
their complex conjugates, which are all eigenfunctions on R, must be linearly
independent. Indeed, any linear dependence relation valid on R must continue on
all of R3 n .K1 \K2/; but near infinity, u`.x/ D eikx�!` C O.jxj�1/ guarantees
independence.

We make a few complementary remarks. First, a.�!; �; k/ is analytic in its
arguments, so for any given !; k, it is uniquely determined by its behavior for �
in any open subset of S2. Next, for k small enough, we can say that d.k/ D 0, so
uniqueness holds in that case, for a single ! D !`. Note that even when k2 is an
eigenvalue of �� on R, it would be a real coincidence for a corresponding eigen-
function to happen to continue to R3 n .K1 \K2/ with the appropriate behavior
at infinity. It is often speculated that knowledge of a.�!; �; k/, for � 2 S2 (or
an open set) and both k and ! fixed, always uniquely determines the obstacle K .
This remains an interesting open problem.

Furthermore, suppose a.�!; �; k/ is known on � 2 S2, for a set f!`g �
S2 and a set fkmg � RC. Then one has uniqueness provided cardf!`g >

mind.km/=2. In particular, if fkmg consists of an interval I (of nonzero length),
then mind.km/ D 0, so knowledge of a.�!; �; k/ for � 2 S2; k 2 I , and a
single ! uniquely determinesK .

All of these considerations are subject to the standing assumption made
throughout this chapter on the smoothness of @K . There are interesting cases of
non-smooth obstacles, not equal to the closure of their interiors, to which the
proof of Proposition 10.2 would not apply. We will discuss this further in �12.

We also mention that the method used to prove Proposition 10.2 is ineffective
when one has the Neumann boundary condition. A uniqueness result in that case,
using a different technique, can be found in [CK2]; see also [Isa].

One study that sheds light on the inverse problem is the linearized inverse prob-
lem. Here, given an obstacleK , denote by BK.k/ the solution operator (7.1)–(7.2)
and by SK.k/ the scattering operator (3.7), with corresponding scattering ampli-
tude aK.!; �; k/, as in (3.14)–(3.15). We want to compute the “derivative” with
respect to K of these objects, and study their inverses.

More precisely, ifK is given, @K smooth, we can parameterize nearby smooth
obstacles by a neighborhood of 0 in C1.@K/, via the correspondence that, to
 2 C1.@K/ (real-valued), we associate the image @K of @K under the map

(10.10) F .x/ D x C  .x/N.x/; x 2 @K;
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where N.x/ is the unit outward-pointing normal to @K , at x. Then, denote
BK .k/ and aK .!; �; k/ by B .k/ and a .!; �; k/. We want to compute

(10.11) D BK.k/f D @

@s
Bs .k/f

ˇ̌
sD0

and D aK.!; �; k/ D @sas .!; �; k/
ˇ̌
sD0. The following is a straightforward

exercise.

Proposition 10.3. If f is smooth near @K and v .x/ D @sBs .k/f
ˇ̌
sD0, for

x 2 R3 nK , then v .x/ is uniquely characterized by

(10.12)

.�C k2/v D 0 on R3 nK;

r
�@v 
@r

� ikv 
�

! 0; as r ! 1;

v D  .x/
�
N .k/f � @f

@�

�
on @K:

Here, N .k/ is the Neumann operator, defined by (7.55). In other words,

(10.13) D BK.k/f D BK.k/
n
 .x/

�
N .k/f � @f

@�

�o
:

The linearized problem is to find  .
Therefore, for a given smooth obstacle K , granted that the operators BK.k/

and N .k/ have been constructed (e.g., by methods of �7), we can to some de-
gree reduce the linearized inverse problem for  to the following linear inverse
problem:

Problem. Given (an approximation to) w D B.k/g.x/ on jxj D R1 (and assum-
ing that K � fx W jxj < R1g), find (an approximation to) g on @K .

As for finding BK.k/ and N .k/ via an integral-equation method, we mention
that an integral equation of the form (7.18) is preferable to one of the form (7.12),
since it is very inconvenient to deal with the set of values of k for which (7.12) is
not solvable. This point is made in many expositions on the subject, such as, [Co].
Solving (7.18) leads to the formula (7.32) for BK.k/.

We note that when we take f D e�ik!�x , the solution to the linearized inverse
problem is unique:

Proposition 10.4. GivenK nonempty, smooth, and compact, such that R3 nK is
connected, define

(10.14) LK.k; !/ W H s.@K/ ! C1.R3 nK/



10. Inverse problems I 253

by

(10.15) LK.k; !/ D D BK.k/f; f .x/ D e�ik!�x :

Then LK.k; !/ is always injective.

Proof. By (10.13), our claim is that

(10.16) BK.k/
n
 .x/

�
N .k/f � @f

@�

�o
D 0 on R3 nK H)  D 0 on @K:

Since BK.k/g
ˇ̌
@K

D g, the hypothesis in (10.16) implies .x/
�
N .k/f �@	f

� D
0 on @K , so it suffices to show that

(10.17) N .k/f � @f

@�
vanishes on no open subset O of @K

when f .x/ D e�ik!�x . To see this, considerw D B.k/f �e�ik!�x , which satisfies

(10.18) .�C k2/w D 0 on R3 nK; w D 0 on @K:

If N .k/f � @	f D 0 on O, then

(10.19)
@w

@�
D 0 on O:

But if O is a nonempty, open subset of @K , then (10.18)–(10.19) imply that w
is identically zero, by uniqueness in the Cauchy problem for � C k2. This is
impossible, so the proof is complete.

Parallel to (10.13), we have

(10.20)
D aK.�!; �; k/ D AK.k/

n
 .x/

�
N .k/f � @f

@�

�o
.�/;

f .x/ D e�ik!�x ;

whereAK.k/ is as in (3.33)–(3.34). Note that (10.2) extends readily to the identity

(10.21) AK.k/f D �ik�1 e.1=2/i.A�1=2/ hA�1=2.kr/�1 BKr .k/f:

In view of the injectivity of the operator acting on BKr.k/f , on the right side of
(10.21) we see that, under the hypotheses of Proposition 10.4, we have

(10.22) eLK.k; !/ W H s.@K/ �! C1.S2/ injective;
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for each k 2 R; ! 2 S2, where

(10.23) eLK.k; !/ D D AK.k/f; f D e�ik!�x :

Exercises

1. Fix k 2 .0;1/. Show that a given obstacle K is a ball centered at 0 if and only if

a.!; �; k/ D a.R.!/; R.�/; k/;

for every rotation R W S2 ! S2. (Hint: For the “if” part, make use of Proposition 10.2
to compare K and its image under a rotation.)

2. Suppose you are given that K is a ball, but you are not given its radius or its center.
How can you determine these quantities from the scattering amplitude? How little in-
formation on a.!; �; k/ will suffice?

3. The set R arising in the proof of Proposition 10.2 might not have smooth boundary, so
how do you know that u D u1

ˇ̌
R, which vanishes on @R, belongs to H1

0 .R/?
4. Suppose K is known to be contained in the unit cube Q D fx 2 R3 W 0 � xj � 1g.

Let ! 2 S2; k 2 R be fixed. Show that exact knowledge of a.�!; �; k/, for � 2 S2,
uniquely determines K, as long as

jkj < p
6 �:

Given !1; !2 2 S2, such that !1; !2;�!1, and �!2 are distinct, show that
a.�!j ; �; k/, for k fixed, � 2 S2; j D 1; 2, uniquely determines K, as long as

jkj < 3�:
Can you improve these results?

5. Give a detailed proof of Proposition 10.3.

11. Inverse problems II

In this section we describe some of the methods used to determine an obstacle K
(approximately) when given a measurement of scattering data, and we deal with
some aspects of the “ill-posed” nature of such an inverse problem.

For simplicity, suppose you know that B1 � K � BR0 , where Br D fx 2
R3 W jxj � rg. Suppose you have a measurement of a.�!; �; k/ on � 2 S2, with
k fixed and ! fixed. One strategy is to minimize

(11.1)
ˆ.f;K/ D kA1.k/f � a.�!; �; k/k2

L2.S2/

C kB1K.k/f C e�ik!�xk2
L2.@K/

;

with f and K varying over certain compact sets, determined by a priori
hypotheses on the scatterer. This is close to some methods of Angell and
Kleinman, Kirsch and Kress, as described at the end of [Co2].
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Here we use the following notation: Ar .k/ D ABr .k/, where AK.k/ is as in
(10.20), that is,

(11.2) AK.k/f .�/ D lim
r!1 re�ikr BK.k/f .r�/:

Also, if K1 is contained in the interior of K2, then g D BK1.k/f
ˇ̌
@K2

defines a
bounded operator

(11.3) BK1K2.k/ W H s.@K1/ �! C1.@K2/;

and if either K1 D Br or K2 D B� , we use the notation BrK2.k/ or BK1�.k/; if
bothK1 andK2 are such balls, we use the notation Br�.k/.

More generally, we might have measurements of a.�!j ; �; k/ on � 2 S2, for
a sequence of directions !j . Then one might take

(11.4)

ˆ D
NX

jD1

��A1.k/fj � a.�!j ; �; k/
��2
L2.S2/

C
NX

jD1

��B1K.k/fj C e�ik!j �x��2
L2.@K/

and minimize over .f1; : : : ; fN IK/. One might also consider weighted sums, and
perhaps stronger norms.

Note that

(11.5) A1.k/fj D AK.k/B1K.k/fj :

The feasibility of approximating the actual scattered wave by such a function
follows from the next lemma, provided K is connected and has connected com-
plement.

Lemma 11.1. If Kj are compact sets in R3 (with connected complement) such

that K1 � ı
K2, then for any k 2 R the map BK1K2.k/ is injective. If also K2 is

connected, this map has dense range.

Proof. If u D BK1.k/f vanishes on @K2, then u restricted to R3 n K2 is an
outgoing solution to the basic scattering problem (1.1), with K D K2, so by the
uniqueness of solutions to (1.1)–(1.3), we have u D 0 on R3 nK2. Then unique
continuation forces u D 0 on R3 nK1, so the injectivity of (11.3) is established.

As for the second claim, note that if y 2 ı
K1, then

(11.6) jx � yj�1eikjx�yj D gy.x/ 2 Range BK1.k/:
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Thus if f 2 L2.@K2/ is in the orthogonal complement of the range of BK1K2.k/,
we deduce that

(11.7) F.x/ D
Z

@K2

f .y/gx.y/ dS.y/

is zero for x 2 ı
K1, hence for x 2 ı

K2 (if
ı
K2 is connected). Also material in �7

implies that F is continuous across @K2 and is an outgoing solution of (1.1) on
R3 n K2. The uniqueness of solutions to (1.1)–(1.3) forces F D 0 on R3 n K2.
Since, by (7.25), the jump of @	F across @K2 is proportional to f; this implies
f D 0, proving denseness.

If K is not known to be connected, one could use several spherical bodies as
domains of fj in (11.4), provided it is known that each connected component of
K contains one of them, as can be seen by a variant of the proof of Lemma 11.1.

Instead of minimizing (11.4) over .f1; : : : ; fN IK/, an alternative is first to
minimize the first term of (11.4), thus choosing fj , within some compact set of
functions, and then to pickK to minimize the second term, within some compact
set of obstacles.

An attack pursued in [Rog] and [MTW] takes a guess K� of K , solves (ap-
proximately) a linearized inverse problem, given K�, and applies an iteration,
provided by Newton’s method, to approximateK . See also [Kir].

If one has a measurement of the scattered wave v.x; k!/ on the sphere jxj D r ,
say for k fixed and ! D !1; : : : ; !N , instead of a measurement of a.�!; �; k/,
then parallel to (11.4) one might take

(11.8)

ˆ D
NX

jD1

��B1r .k/fj � v.�; k!j /
��2
L2.S2r /

C
NX

jD1

��B1K.k/fj C e�ik!j �x��2
L2.@K/

and minimize over .f1; : : : ; fN IK/. Alternatively, first minimize the first sum
over fj (in some compact set of functions) and then minimize the second sum
overK (in some compact set of obstacles).

In fact, a number of approaches to the inverse problem, when measurements
of the scattering amplitude a.�!; �; k/ are given, start by first constructing an
approximation to v.x; k!/ on some sphere jxj D r , such that K � Br , and then
proceed from there to tackle the problem of approximatingK . Recall the relation
established in �10:

(11.9) v.r�; k!/ D ik e�.1=2/i.A�1=2/ hA�1=2.kr/ a.�!; �; k/;
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where the operator acts on functions of � . As noted there, the operator hA�1=2.kr/
is a seriously unbounded operator on L2.S2/. In fact, this phenomenon is be-
hind the ill-posed nature of recovering the near field behavior v.x; k!/ from the
far field behavior defined by the scattering amplitude a.�!; �; k/. As this is one
of the simplest examples of an ill-posed problem, we will discuss the following
problem. Suppose you know that an obstacle K is contained in a ball BR0 . Fix
k 2 R; ! 2 S2.

Problem A. Given an approximation b.�!; �; k/ to the scattering amplitude,
with

(11.10) ka.�!; �; k/� b.�!; �; k/kL2.S2/ � ";

how well can you approximate the scattered wave v.x; k!/, for x on the shell
jxj D R1, given R1 > R0?

As we have said, what makes this problem difficult is the failure of the operator
hA�1=2.kr/ appearing in (11.9) to be bounded, even from C1.S2/ to D0.S2/.
Indeed, for fixed s 2 .0;1/, one has the asymptotic behavior, as � ! C1,

(11.11) H .1/
	 .s/ � �i

�
2

��

	1=2 �
2�

es

		

(see the exercises) and hence

(11.12) h	�1=2.s/ � �i.s�/�1=2
�
2�

es

		
:

Consequently, an attempt to approximate vC.x; k!/ for x D R1� by

(11.13) v0.�/ D ik e�.1=2/i.A�1=2/ hA�1=2.kR1/b.�!; �; k/

could lead to nonsense. We will describe a method below that is well behaved.
But first we look further into the question of how well can we possibly hope to
approximate v.x; k!/ on the shell jxj D R1 with the data given.

In fact, it is necessary to have some further a priori bound on vC to make
progress here. We will work under the hypothesis that a bound on v.x; k!/ is
known on the sphere jxj D R0:

(11.14) kv.R0�; k!/kL2.S2
�
/ � E:

Now, if we are given that (11.10) and (11.14) are both true and we have
b.�!; �; k/ in hand (for !; k fixed, � 2 S2), then we can consider the set F
of functions f .�/ such that
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(11.15) kf � b.�!; �; k/kL2.S2/ � "

and such that

(11.16) kk hA�1=2.kR0/f kL2.S2/ � E;

knowing that F is nonempty. We know that a.�/ D a.�!; �; k/ belongs to F ,
and that is all we know about a.�!; �; k/, in the absence of further data. The
greatest accuracy of an approximation v1.�/ to v.R1�; k!/ that we can count on,
measured in the L2.S2/ norm, is

(11.17) kv1.�/ � v.R1�; k!/kL2.S2
�
/ � 2 M.";E/;

whereM.";E/ is defined as follows. Denote by

(11.18) Tj W F �! L2.S2/; j D 0; 1;

the maps

(11.19) Tjf .�/ D ik e�.1=2/i.A�1=2/ hA�1=2.kRj /f .�/:

Then we set

(11.20) 2M.";E/ D sup fkT1f � T1gkL2.S2/ W f; g 2 Fg;

that is,

(11.21) M.";E/ D sup fkT1f kL2 W kf kL2 � " and kT0f kL2 � Eg:

One way to obtain as accurate as possible an approximation to v on jxj D
R1 would be to pick any f 2 F and evaluate T1f . However, it might not be
straightforward to obtain elements of F . We describe a method, from [Mr2] and
[MrV], which is effective in producing a “nearly best possible” approximation.

We formulate a more general problem. We have a linear equation

(11.22) Sv D a;

where S is a bounded operator on a Hilbert space H , which is injective, but S�1
is unbounded (with domain a proper linear subspace ofH ). Given an approximate
measurement b of a, we want to find an approximation to the solution v. This is a
typical ill-posed linear problem. As a priori given information, we assume that

(11.23) kb � akH � "; kT0akH � E:
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T0 is an auxiliary operator. In the example above, H D L2.S2
�
/, and T0 and T1

are given by (11.19). Generalizing (11.20)–(11.21), we have a basic measurement
of error:

(11.24)

M.";E/ D sup
˚kT1f kH W kf kH � " and kT0f kH � E




D 1

2
sup

˚kT1f � T1gkH W f; g 2 F


;

where

(11.25) F D ff 2 H W kf � bkH � "; kT0f kH � Eg:

Now, if all one knows about a in (11.22) is that it belongs to F , then the greatest
accuracy of an approximation v1 to the solution v of (11.22) one can count on is

(11.26) kv1 � vkH � 2M.";E/:

This recaps the estimates in (11.14)–(11.21). Now we proceed. An approxima-
tion method is called nearly best possible (up to a factor � ) if it yields a v1 2 H

such that

(11.27) kv1 � vkH � 2�M.";E/:

We now describe one nearly best possible method for approximating v, in cases
where T0 is a self-adjoint operator, with discrete spectrum accumulating only
at C1. Then, pick an orthonormal basis fuj W 1 � j < 1g of H , consisting
of eigenvectors, such that

(11.28) T0uj D ˛j uj ; ˛j % C1:

When T0 is given by (11.19), this holds as a consequence of (11.12). It is essential
that the ˛j be monotonic, so the eigenvectors need to be ordered correctly. Now let

(11.29) f` D P`b; P`u D
X̀

jD1
.u; uj /uj :

Now let N be the first ` such that

(11.30) kf` � bkH � 2":

We then claim that

(11.31) kT0fN kH � 2E:
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This can be deduced from:

Lemma 11.2. If the set F defined by (11.25) is nonempty, and if M C 1 is the
first j such that ˛j > E=", then

(11.32) kfM � bkH � 2" and kT0fM kH � 2E:

Proof of lemma. The key facts about M are the following:

(11.33)
kPMgk � " H) kT0PMgk � E;

k.T0.1 � PM /hk � E H) k.1 � PM /hk � ":

We are given that there exists f such that

(11.34) kf � bk � " and kT0f k � E:

The first part of (11.34) implies kPMf � fM k � ", which via the first part
of (11.33) yields the second part of (11.32). The second part of (11.34) implies
kT0.1 � PM /f k � E , which by the second part of (11.33) gives k.1 � PM /f k
� ". Since kf � bk � ", this yields the first part of (11.32).

Having the lemma, we see that N � M , so kT0fN k � kT0fMk, giving
(11.31). Then (11.30) and (11.31), together with (11.23), yield

(11.35) kfN � akH � 3" and kT0.fN � a/kH � 3E:

We have established:

Proposition 11.3. Under the hypotheses (11.23), if we set vN D T1fN , where N
is the smallest ` such that (11.30) holds, we have

(11.36) kvN � vkH � 3 M.";E/:

Hence this method of approximating v is nearly best possible. Note that the
value of the estimate E of (11.14) does not play an explicit role in the method
described above for producing the approximation vN ; it plays a role in estimating
the error vN � v.

The method described above provides a technique for solving a certain class
of ill-posed problems. Other related problems involve the analytic continuation of
functions and solving backwards heat equations. Further discussions of this and
other techniques, can be found in papers of K. Miller [Mr1], [Mr2], and references
given there.

We now turn to the task of estimating M.";E/, for our specific prob-
lem, defined by (11.18)–(11.21). Thus, with R0 < R1, we want to estimate
khA�1=2.kR1/kL2 , given that kf kL2 � " and khA�1=2.kR0/f kL2 � E . If
we also assume that k lies in a bounded interval, this is basically equivalent to
estimating kA�1=2e�ˇAAAf kL2 , given that
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kf kL2 � "; kA�1=2e�˛AAAf kL2 � E;

where e�˛ D 2=eR0 and e�ˇ D 2=eR1, so ˛ < ˇ. We can get a hold on this
using the inequality

(11.37) ��1=2e�ˇ	�	 � e�.ˇ�˛/x.��1=2e�˛	�	/C p
2xx;

valid for � � 1=2; 0 < x < 1, to write

(11.38) kT1f kL2 � C inf
x2RC

�
e��xE C xx"

�
;

where � D ˇ�˛, given kf k � "; kT0f k � E . While picking x to minimize the
last quantity is not easy, we can obtain a reasonable estimate by picking

(11.39) x D logE="

log logE="
;

in which case

e��x D
� "
E

��˛.E="/
; "xx D E

� "
E

�ˇ.E="/
;

with ˛.E="/ D 1=.log logE="/ and ˇ.E="/ D .log log logE="/=.log logE="/.
Consequently,

(11.40) M.";E/ � CE

� "
E

��˛.E="/ C
� "
E

�ˇ.E="/�
:

As for the exponents that appear in (11.40), note the following values (to three
digits):

"=E ˛.E="/ ˇ.E="/

10�2 :655 :277

10�3 :517 :341

10�4 :450 :359

10�5 :409 :366

10�6 :381 :368

10�7 :360 :368

The close agreement of the last two figures in the right column is due to the fact
that f .y/ D .log log log y/=.log log y/ achieves its maximum value of 1=e at
y D ee

e � 3:81 � 106 and is very slowly varying in this region. As for the close
agreement of the two figures corresponding to " D 10�7, note that log log log
ee
e D 1. An estimate similar to (11.40) is also given in [Isa].
Even though the analysis in (11.13)–(11.39) does not directly deal with the

problem of describing @K given an approximation b.!; �; k/ to the scattering
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amplitude a.!; �; k/, to some degree it reduces this problem to that of describing
@K , given the solution u D B.k/f to the scattering problem (1.1)–(1.3) (i.e.,
to (7.1)), with u.x/ evaluated near jxj D R1, for a certain class of boundary
data, namely f .x/ D e�k!�x ˇ̌

@K
(where k and ! belong to a specified subset

of R and S2, respectively). One assumes it given that K � fx W jxj < R0g,
whereR0 < R1. This reduction is an intermediate step in many studies of inverse
problems. Thus Problem A is complemented by:

Problem B. Approximate v D B.k/f on jxj D R0, given (an approximation to)
v on jxj D R1 and having some a priori estimate of v on jxj D R0, but not on a
smaller sphere.

Rescaling, we can consider the case R0 D 1; R1 D R > 1. By (10.4), we
have

(11.41) g D v.�/ and w D v.R�/ H) g D hA�1=2.k/
hA�1=2.kR/

w D CR.k/w;

where the last identity is the definition of the unbounded operator CR.k/ on
L2.S2/. In view of (11.12), we have, for fixed k 2 .0;1/; R > 1,

(11.42)
h	�1=2.k/
h	�1=2.kR/

� R	C1=2 D C e�	 ; � ! C1;

where � D log R > 0.
Parallel to (11.14)–(11.21), we consider the problem of estimating CR.k/w in

L2.S2/, given a small bound on kwkL2.S2/ (estimate on observational error) and
an a priori bound on CR.k/w in H `.S2/, for some ` > 0. That is, we want to
estimate

(11.43) M.";E/ D sup
˚kCR.k/wkL2 W kwkL2 � "; kCR.k/wkH` � E



:

Parallel to (11.37)–(11.38), we can attack this by writing

(11.44) e�	 � .�x�1/`e�	 C e�x;

valid for �; x 2 .0;1/. Thus, if kgkH` D kA`gkL2 , we have

(11.45) kCR.k/wkL2 � Ck inf
x>0

�
x�`E C e�x"

�
:

We get a decent upper bound by setting x D .1=2�/ log.`E="�/. This yields

(11.46) M.";E/ � Ck.2�/
`E
�

log
`E

�"

��` C Ck

�`E"
�

�1=2
:
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This is bad news; " would have to be terribly tiny for M.";E/ to be small. Fortu-
nately, this is not the end of the story.

As a preliminary to deriving a more satisfactory estimate, we produce a variant
of the “bad” estimate (11.46). Fix  2 C1

0 .R/, supported on Œ�1; 1	, such that
 .0/ D 1. Instead of (11.43), we estimate

(11.47) Mı."; E/ D sup
˚k .ıA/CR.k/wkL2 WkwkL2 � "; kCR.k/wkL2 �E
:

We proceed via

(11.48)  .ı�/e�	 � e��x� .ı�/e�	
�
e�	 C e�x .ı�/;

to get

(11.49) k .ıA/e�AwkL2 � inf
x>0

h
C.�; ı/e��xC 0

kE C e�x"
i
;

where

(11.50) C.�; ı/ D sup
	>0

 .ı�/e�	 � e�=ı D R1=ı :

Using (11.42) again, we have the estimate

(11.51) Mı."; E/ � Ck R
1=2ı

p
E":

Now we do want to be able to take ı small, to make  .ıA/f close to f , but
R1=2ı D e�=2ı blows up very rapidly as ı & 0, so this gives no real improvement
over (11.46). Compare (11.51) with the estimate

(11.52) k .ıA/CR.k/wkL2 � CkR
1=ı ";

when kwkL2 � ", involving no use of the a priori estimate kCR.k/wkL2 � E .
We now show that a different technique yields a useful bound on the quantity

Mı."; E/, when ı lies in the range ı > 1=k.

Proposition 11.4. Let R > 1 and ˛ > 1 be fixed. Then there is an estimate

(11.53) k .ıA/CR.k/wkL2.S2/ � CkwkL2.S2/; for
˛

k
� ı:

In particular, C is independent of k.

Proof. Since  .ıA/ and CR.k/ commute, it suffices to show that

(11.54) kCR.k/wkL2 � CkwkL2 ; for w 2 Range �.ıA/;
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given ˛=k � ı, where �.�/ is the characteristic function of Œ0; 1	. Thus

(11.55) 0 � A � .k˛�1/I on Range �.ıA/:

Equivalently, we claim that an outgoing solution u.r; !/ to the reduced wave
equation .�C k2/u D 0 satisfies

(11.56) ku.1; �/kL2.S2/ � Cku.R; �/kL2.S2/; for u.R; �/ 2 Range �.ıA/;

given ˛=k � ı.
Now u satisfies the equation

(11.57)
@2u

@r2
C 2

r

@u

@r
C �

k2 � r�2L
�
u D 0; L D A2 � 1

4
D ��S :

We can replace u.r; !/ by v.r; !/ D ru.r; !/, satisfying

(11.58)
@2v

@r2
C �

k2 � r�2L
�
v D 0;

and it suffices to establish

(11.59) kv.1; �/kL2.S2/ � Ckv.R; �/kL2.S2/;

given v.R; �/ 2 Range �.ıA/, and assuming that v D ru; u an outgoing solution
to (11.57); let us denote by Vkı the vector space of such functions v.

It will be convenient to use a family of norms, depending on r and k, given by

(11.60) Nkr.v/
2 D

��
1 � .kr/�2L

�
v; v

�

L2.S2/
C k�2

���
@v

@r

���
2

L2.S2/
;

where v D v.r; �/ 2 Vkı . Note that @v=@r D ŒNr .k/C r�1	v.r; �/, where Nr .k/
is the Neumann operator (7.55), for the obstacle fjxj D rg. By (9.56), extended
to treat balls of radius r 2 Œ1; R	,

(11.61)
kNr .k/f k2

L2.S2/
� Ckf k2

H1.S2/
C Ck2kf k2

L2.S2/

� Ck2
h�
k�2Lf; f

�
L2

C ��f
��2
L2

i
:

Now, by (11.55),

(11.62) 0 � .kr/�2L � ˛�2I on Range �.ıA/;

given ˛=k � ı and r � 1. Consequently, if ˛ > 1, we have constants Cj 2
.0;1/, independent of k, such that
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(11.63) C0kv.r/k2L2.S2/ � Nkr.v.r//
2 � C1kv.r/k2L2.S2/;

for all v 2 Vkı .
We now show that, for v 2 Vkı ; Nkr .v.r//2 D E.r/ is a monotonically

increasing function of r 2 Œ1; R	; this will establish the estimate (11.59) and
hence complete the proof of Proposition 11.4. To see this, write

(11.64)

dE

dr
D 2 Re

��
1 � .kr/�2L

�@v
@r
; v
�

C 2

k2r3
.Lv; v/C 2 Re

�
k�2 @2v

@r2
;
@v

@r

	
;

and use (11.58) to replace k�2 @2v=@r2 by ��1 � .kr/�2L
�
v. We obtain

(11.65)
dE

dr
D 2

r

�
.kr/�2Lv; v

� � 0;

and the proof is complete.

We can place the analysis in (11.60)–(11.65) in the following more general
context. Suppose

(11.66)
@2v

@r2
C A.r/v D 0;

where each A.r/ is positive-definite, all having the same domain. If we set

(11.67) Qr.v/ D �
A.r/v; v

�C k@rvk2;

then

(11.68)

d

dr
Qr.v/ D 2 Re

�
A.r/v; @rv

�C 2 Re
�
@2rv; @rv

�

C �
A0.r/v; v

� D �
A0.r/v; v

�
:

If A0.r/ can be bounded by A.r/, then we have an estimate

(11.69)
ˇ̌
ˇ
d

dr
Qr.v/

ˇ̌
ˇ � C Qr.v/:

Of course, if A0.r/ is positive-semidefinite, we have monotonicity of Qr.v/, as
in (11.65).

This result indicates that, using signals of wavelength � D 1=k, one can expect
to “regularize” inverse problems, to perceive details in an unknown obstacle on a
length scale � �. Further analytical estimates with the goal of making this precise
are given in [T4]. This idea is very much consistent with intuition and experience.
For example, a well-known statement on the limitations of an optical microscope
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is that if it has perfect optics, one can use it to examine microscopic detail on
a length scale approximately equal to, but not smaller than, the wavelength of
visible light.

We emphasize that this limitation applies to discerning detail on an obstacle
whose diameter is much larger than 1=k. If one has a single obstacle whose
diameter is �1=k, then one is said to be dealing with an inverse problem in
the “resonance region,” and, given some a priori hypotheses on the obstacle,
one can hope to make out some details of its structure to a higher precision than
one wavelength. This sort of problem is discussed in a number of papers on in-
verse problems, such as [ACK], [AKR], [JM], and [MTW].

Exercises

1. Using the power series for J	.z/ given as (6.19) of Chap. 3, show that, for fixed s 2
.0;1/, as � ! C1,

J	.s/ � .2��/�1=2
� es
2�

�	
:

Modify this argument to establish (11.11).
2. Generalize Proposition 11.3 to the case where different Hilbert spaces (or even different

Banach spaces) Hj are involved, that is, S W H1 ! H2 and Tj W Vj ! Hj ; j D 0; 1,
where Vj � H2; a 2 V0 \ V1.

12. Scattering by rough obstacles

In the previous sections we have restricted attention to scattering of waves by
compact obstacles in R3 with smooth boundary. Here we extend some of this
material to the case of compact K � R3, which is not assumed to have smooth
boundary. We do assume that � D R3 nK is connected.

The first order of business is to construct the solution (in a suitable sense) to
the problem

(12.1) .�C k2/v D 0 on� D R3 nK; v D f on @K;

satisfying the radiation condition

(12.2) jrv.x/j � C; r
�@v
@r

� ikv
�

! 0; as r ! 1;

given k > 0. Our analysis will use a method from �5 of Chap. 5; we take compact
Kj with smooth boundary such that

(12.3)
ı
K1 

 ı

K2 

 � � � 

 ı
Kj & K:

Set �j D R3 nKj , so �j % �.
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Let us assume f
ˇ̌
@K

is the restriction to @K of some f 2 C 20 .R
3/. We will

extend the method of proof of Theorem 1.3. For " > 0; j 2 ZC, let w"j 2
L2.�j / be the solution to

(12.4)
�
�C .k C i"/2

�
w"j D h" on�j ; w"j

ˇ̌
@Kj

D 0;

where

(12.5) h" D ���C .k C i"/2
�
f; on �:

Set w"j D 0 on Kj . Then set v"j D f Cw"j , so

(12.6)
�
�C .k C i"/2

�
v"j D 0 on �j ; v"j

ˇ̌
@Kj

D f:

By methods of Chap. 5, �5, for fixed " > 0, as j ! 1; w"j ! w" in H 1
0 .�/,

the domain of .��/1=2, when � is the self-adjoint operator on L2.�/ with the
Dirichlet boundary condition on @� D @K , and

(12.7) w" D �
�C .k C i"/2

��1
h" 2 H 1

0 .�/:

We have w"
ˇ̌
@K

D 0 in a generalized sense. It follows that v"j ! v" D w" C f

in H 1.�/, and

(12.8)
�
�C .k C i"/2

�
v" D 0 on �; v"

ˇ̌
@K

D f;

the boundary condition holding in a generalized sense. Furthermore, v" is the
unique solution to (12.8) with the property that v" � f 2 H 1

0 .�/.
If f 2 C 20 .R3/ is supported in BA D fjxj � Ag, then elliptic estimates imply

w"j ! w" in C1.R3 n BA/, hence v"j ! v" in C1.R3 n BA/. It follows that,
for any fixed A1 > A, if † D fjxj D A1g, then

(12.9) v".x/ D
Z

˙

h
v".y/

@g"

@�
� g" @v".y/

@�

i
dS.y/; jxj > A1;

where g" D g.x; y; k C i"/ is given by (1.6). Compare with the identity (1.24).
We now state a result parallel to Theorem 1.3.

Theorem 12.1. For v" constructed above, we have, as " & 0, a unique limit

(12.10) v" ! v D B.k/f;

satisfying (12.1)–(12.2). Convergence occurs in the norm topology of the space
L2.�; hxi�1�ıdx/, for any ı > 0, as well as weakly in H 1.� \ fjxj < Rg/, for
any R < 1, and the limit v satisfies the identity
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(12.11) v.x/ D
Z

˙

h
v.y/

@g

@�
� g

@v.y/

@�

i
dS.y/; jxj > A1:

More generally, we can replace the boundary condition on v" in (12.8) by v" D f"
on @K , with f" ! f in C 20 .R

3/.

As in �1, we begin the proof by establishing a uniqueness result.

Lemma 12.2. Given k > 0, if v satisfies (12.1)–(12.2) with f D 0, then v D 0.

Proof. Here, to say v D 0 on @K means �v 2 H 1
0 .�/, for some � 2 C1

0 .R
3/,

chosen so �.x/ D 1 for jxj � A. The proof of Proposition 1.1 works here, with a
minor change in the identity (1.8). Namely, write the equation

(12.12) .�C k2/v D 0 on BR nK; v
ˇ̌
@K

D 0; v
ˇ̌
SR

D v

in the weak form

(12.13)
Z

BRnK

��hdv; d'i C k2v'
�

dx D
Z

SR

v
@'

@�
dS;

for all ' 2 H 1.BR n K/ such that '
ˇ̌
@K

D 0 and ' is smooth near SR. This
applies to ' D v, yielding

(12.14)
Z

BRnK

��hdv; dvi C k2vv
�

dx D
Z

SR

vvr dS:

Also, we can interchange the roles of v and v and subtract the resulting identity
from (12.14), obtaining

(12.15)
Z

SR

.vvr � vvr / dS D 0;

as in (1.8). The rest of the proof proceeds exactly as in the proof of Proposition 1.1.

We continue with the proof of Theorem 12.1. Pick R > A1 and set OR D
� \ fjxj < Rg. Parallel to Lemma 1.4, we have

Lemma 12.3. Assume v"
ˇ̌
OR is bounded in L2.OR/ as " & 0. Then the conclu-

sions of Theorem 12.1 hold.

Proof. Fix S 2 .A1; R/. Elliptic estimates imply that if kv"kL2.OR/ is bounded,
then

(12.16) kv"kH1.OS / � C:
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Passing to a subsequence, which we continue to denote by v", we have

(12.17) v" ! v weakly in H 1.OS /:

Also, w" D v" � f" ! w D v � f , and for � 2 C1
0 .jxj < S/ such that � D 1

on a neighborhood of K , we have �w" ! �w in H 1
0 .OS /. Thus v

ˇ̌
@K

D f , in
our current sense.

Since
�
�C .k C i"/2

�
v" D 0 on OR, elliptic estimates imply that if v"

ˇ̌
OR is

bounded in L2.OR/, then v" is bounded in C1.A < jxj < R/. Thus we obtain
(12.11) from (12.9), and (12.11) implies the radiation condition (12.2) and also
the convergence v" ! v in L2.�; hxi�1�ıdx/.

So far we have convergence for subsequences, but by Lemma 12.2 this limit is
unique, so Lemma 12.3 is proved. The proof of Theorem 12.1 is completed by:

Lemma 12.4. The hypotheses of Theorem 12.1 imply that the family fv"g is
bounded in the space L2.�; hxi�1�ıdx/, for any ı > 0.

The proof is the same as that of Lemma 1.5.
The fact that, for each j 2 ZC; v"j converges as " ! 0 to a limit vj solving

the scattering problem

(12.18) .�C k2/vj D 0 on�j ; vj D f on @Kj ;

plus the radiation condition, is a consequence of Theorem 1.3. The following
approximation result is useful. Extend vj to be equal to f on � n�j .

Proposition 12.5. For any R 2 .A;1/; ı > 0, we have

(12.19) vj ! v in C1.�1/ \L2��; hxi�1�ıdx
�
:

More generally, we can replace the boundary condition by vj D fj on @Kj ,
where fj ! f in C 20 .R

3/. Furthermore,

(12.20) vj ! v in H 1.OR/; in norm.

Proof. To establish (12.19), an argument parallel to that used for Lemmas 1.4
and 12.3 shows that it suffices to demonstrate that fvj g is bounded in the space
L2.OR/, and then an argument parallel to that used for Lemmas 1.5 and 12.4
shows that indeed fvj g is bounded in L2.�; hxi�1�ı dxdx/.

Arguments such as those used to prove Theorems 1.3 and 12.1 also show that
vj ! v weakly in H 1.OR/. To get the norm convergence stated in (12.20), note
that, parallel to (12.14),

(12.21)
Z

OR

��hdvj ; dvj i C k2jvj j2� dx D
Z

SR

vj .@rvj / dS:
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Since vj ! v in L2.OR/ and vj ! v in C1 on a neighborhood of SR D
fjxj D Rg, we have

R
OR k

2jvj j2 dx ! R
OR k

2jvj2 dx and
R
SR
vj .@rvj / dS !R

SR
v.@rv/ dS. Consequently,

Z

OR

jdvj j2 dx �!
Z

OR

jdvj2 dx;

so

(12.22) kvj kH1.OR/ �! kvkH1.OR/:

This, together with weak convergence, yields (12.20).

It is useful to note that if we extend vj to be fj on Kj and extend v to be f
on K , then (12.20) can be sharpened to

(12.23) vj �! v in H 1.BR/; in norm.

Now, we have a well-defined operator

(12.24) BK.k/ W C 2.K/ �! C1.R3 nK/;

for any k > 0, any compact K � R3, extending (1.19). By (12.11), we have
asymptotic results on BK.k/f .x/, as jxj ! 1, of the same nature as derived in
�1. In particular, the scattering amplitude aK.�!; �; k/ is defined as before, in
terms of the asymptotic behavior of BK.k/f .r�/, when f .x/ D �e�ikx�! on @K .

We next want to discuss the uniqueness of the scatterer, whenK is not required
to be smooth. A special case of Proposition 10.2 is that if K � BR is assumed
to be smooth and one has fixed k 2 .0;1/ and sufficiently many !` 2 S2,
then the knowledge that aK.�!`; �; k/ D 0; 8 � 2 S2, implies K is empty. The
appropriate statement of this result whenK is not required to have any smoothness
is the following:

Proposition 12.6. Given compactK � BR, fixed k 2 .0;1/, and � 2 S2, then if

(12.25) aK.�!`; �; k/ D 0; 8 � 2 S2;

for a single !` 2 S2, it follows that

(12.26) cap K D 0:

Here “cap K” is the Newtonian capacity of K , which is discussed in detail in
�6 of Chap. 11. One characterization is

(12.27) cap K D inf
nZ

jrf .x/j2 dx W f 2 C1
0 .R

3/; f D 1 on nbd of K
o
:
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One can derive the estimate that if f 2 Lip.R3/ has compact support and � > 0,
then

(12.28) cap
�fx 2 R3 W jf .x/j � �g� � ��2krf k2

L2
:

See (6.64)–(6.65) of Chap. 11.
To prove the proposition, first note that, as in the proof of Proposition 10.2, the

hypothesis (12.25) implies

(12.29) u.x; k!`/ D e�ik!`�x;

for x 2 R3 nbK, the unbounded, connected component of R3 nK; we may as well
suppose that bK D K . Fix ' 2 C1

0 .R
3/ so that ' D 1 on a neighborhood of K .

Then (12.29) implies

(12.30) '.x/e�ik!`�x 2 H 1
0 .R

3 nK/:

Hence

(12.31) ' 2 H 1
0 .R

3 nK/:

We claim this implies capK D 0. Indeed, take '	 2 C1
0 .R

3 nK/ so that '	 ! '

in H 1-norm. Then f	 D ' � '	 2 C1
0 .R

3/; f	 D 1 on a neighborhood of K ,
and

R jrf	.x/j2 dx ! 0. By (12.27), this implies cap K D 0, so the proposition
is proved.

We now want to compare two nonempty obstacles, K1 and K2, with identical
scattering data a.�!; �; k/, perhaps for .!; k/ running over some set. Our next
step is to push the arguments used in the proof of Proposition 10.2 to show that
under certain conditions the symmetric difference K1 M K2 has empty interior.
After doing that, we will take up the question of whether cap.K1 M K2/ D 0.

So, as in the proof of Proposition 10.2, suppose K1 and K2 are two compact
obstacles in R3 giving rise to scattered waves vj that agree on an open set O
in the unbounded, connected component of R3 n .K1 [ K2/. In other words,
uj D e�ik!�x C vj .x; k!/ has the properties

(12.32) .�C k2/uj D 0 on R3 nKj ; 'uj 2 H 1
0 .R

3 nKj /;

and vj D uj �e�ik!�x satisfies the radiation condition. Here, we fix ' 2 C1
0 .R

3/

such that ' D 1 on a ball containingK1 [K2 in its interior. We suppose the sets
Kj have no cavities, so each �j D R3 nKj has just one connected component.
As before, R3 n .K1 [ K2/ might not be connected, so let U be its unbounded
component, and consider eK D R3 n U . If K1 ¤ K2, then either K1 or K2 is a
proper subset of eK. Let us suppose K1 is.

Note that the functions u1 and u2 agree on U , since they are real analytic and
agree on O.
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Proposition 12.7. For any .!; k/ for whichK1 andK2 have identical scattering
data (for all �), so do K1 and eK .

Proof. By the uniqueness result, Lemma 12.2, it suffices to show that

(12.33) u D u1 D u2 on U

has the property that 'u 2 H 1
0 .U/, for any ' 2 C1

0 .R
3/ equal to 1 on a neigh-

borhood of eK . In turn, this is a consequence of the following general result.

Lemma 12.8. Let �j be open in Rn; fj 2 H 1
0 .�j /. Let O be a connected

component of�1 \�2. Then

(12.34) f1 D f2 D f on O H) f 2 H 1
0 .O/:

Proof. It suffices to assume that the functions fj are real-valued. The hypotheses
imply f C

j 2 H 1
0 .�j / and f C

1 D f C
2 D f C on O. Thus it suffices to assume in

addition that fj � 0 on �j . Now we can find g	 2 C1
0 .�1/ and h	 2 C1

0 .�2/

such that g	 ! f1 in H 1.�1/ and h	 ! f2 in H 1.�2/. Hence gC
	 ! f1 and

hC
	 ! f2 in H 1-norm. Now

'	 D min .gC
	 ; h

C
	 /
ˇ̌
O

has the properties

'	 2 H 1
0 .O/; '	 ! f in H 1-norm;

so (12.34) is proved.

Thus we replace K2 by eK (which we relabel as K2), and we investigate
whether K1 � K2 can have identical scattering data, for .k; !/ belonging to
some set. We return to the considerations of the functions uj , as in (12.32). (Now,
U D �2:)

SupposeK2 nK1 has nonempty interior R. Note that @R n @�1 � �1 \ @�2.
We claim that w D u1

ˇ̌
R has the property

(12.35) w 2 H 1
0 .R/:

This is a consequence of the following general result.

Lemma 12.9. Let R � � be open. Then

(12.36) f 2 H 1
0 .�/\ C.�/; f D 0 on @R n @� H) f

ˇ̌
R 2 H 1

0 .R/:

Proof. It suffices to assume f is real-valued. Then the hypotheses apply to f C
and f �, so it suffices to assume f � 0 on �. Take f	 2 C1

0 .�/; f	 ! f in
H 1-norm. Then f C

	 ! f in H 1-norm. Also, if we define 
".s/ for s � 0 to be



12. Scattering by rough obstacles 273

(12.37)

".s/ D 0 if 0 � s � ";

s � " if s � ";

and extend 
" to be an odd function, we have 
".f / ! f in H 1-norm. Now set

(12.38) g	 D min
�
f C
	 ; 
1=	.f /

�ˇ̌
R:

We see that g	 2 H 1
0 .R/ and g	 ! f in H 1-norm, so we have (12.36).

Now return to w D u1
ˇ̌
R. We claim this function satisfies the hypotheses of

(12.36), with � D �1. To see that w vanishes on @R n @�1, we use the fact
that u1 D u2 on �2 and argue that u2 vanishes pointwise on a dense subset
of @R n @�1. In fact, a dense subset satisfies an exterior sphere condition (with
respect to �2). Hence, a barrier construction (applied to the harmonic function
ekyu2) gives this fact. Thus we have (12.35). Also,

(12.39) .�C k2/w D 0 on R:

Of course, w is not identically zero on R, so k2 must be an eigenvalue of ��
on R. Hence we have the following parallel to Proposition 10.2. Suppose we have
a bound on

(12.40) dim ker.�C k2/
ˇ̌
H1
0
.R/ D d.k/:

Proposition 12.10. Let K1 and K2 be arbitrary compact obstacles, with no cav-
ities. Let k 2 .0;1/ be fixed. Suppose † D f!`g is a subset of S2 whose
cardinality is known to be greater than d.k/=2. (If !` and �!` both belong to
†, do not count them separately.) Then

(12.41) aK1.�!`; �; k/ D aK2.�!`; �; k/; 8 !` 2 †; � 2 S2

implies thatK1 M K2 has empty interior.

We next show that under stronger hypotheses we can draw a stronger
conclusion.

Proposition 12.11. If K1 � K2 are compact sets without cavities in R3 and

(12.42) aK1.�!; �; k/ D aK2.�!; �; k/; 8 !; � 2 S2; k 2 .0;1/;

then every compact subset of K2 nK1 is negligible.

Proof. What we need to show is that if L is a compact subset of K2 nK1, and if
ˇ 2 H�1.R3/ is supported on L, then ˇ D 0.

By Proposition 12.10, the current hypotheses imply that K2 n K1 has empty
interior. Hence K2 n K1 � @�2, so K2 n K1 D �1 \ @�2. Also, as in the
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considerations above, we have u1.x; k!/ D u2.x; k!/ for all x 2 �2; this time,
for all k! 2 R3 n 0. We claim that this implies, for all compact L � �1 \ @�2,

(12.43) ˇ 2 H�1.R3/; supp ˇ � L H) hu1.�; k!/; ˇi D 0:

To see this, we argue as follows (suppressing the parameters k; !): Pick
' 2 C1

0 .�1/, equal to 1 on a neighborhood of L. Then 'u2 2 H 1
0 .�2/, so

we can take a sequence f	 2 C1
0 .�2/ such that f	 ! 'u2 in H 1.�2/-norm.

We can also regard f	 as an element of C1
0 .�1/, and of course .f	/ is Cauchy in

H 1
0 .�1/. We claim that

(12.44) f	 ! 'u1 in H 1.�1/:

Indeed, we have f	 ! w for somew 2 H 1
0 .�1/, and hencew D 'u2 on�2. We

want to show that w D 'u1 on �1. Since u1 D u2 on �2, we have w D 'u1 on
�2, so

(12.45) supp .w � 'u1/ � �1 \K2;

a set that, in the current setting, is equal to �1 \ @�2. Of course, if �1 \ @�2
has three-dimensional Lebesgue measure 0, we can deduce w D 'u1. If it has
positive measure, we argue as follows. First, the characterization w D lim f	
clearly implies w D 0 on �1 \ K2. Furthermore, material on regular points
discussed in Chap. 11, �6, applied to the harmonic functions ekyuj .x/, implies
that limx!x0 u2.x; k!/ D 0 for all x0 2 @�2 except for a set of interior capacity
zero; in the current situation this implies u1 D 0 a.e. on �1 \ @�2. Hence we
again have w D 'u1, so (12.44) holds. On the other hand, (12.43) follows from
(12.44).

Having (12.43), for all � D k! 2 R3 n 0, we deduce that, given F 2 C1
0

.R3 n 0/, if we set

(12.46) g.x/ D
Z

u1.x; �/F.�/ d�;

then

(12.47) ˇ 2 H�1.R3/; supp ˇ � L H) hg; ˇi D 0:

However, the set of functions of the form (12.46) is dense in H 1
0 .�1/, by the

isomorphism (4.10), which continues to hold in this setting. Thus

(12.48) ˇ 2 H�1.R3/; supp ˇ � L H) ˇ D 0:

As discussed in Chap. 5, this means L is negligible.
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A consequence of material in �6 of Chap. 11 is that if a compact set is negli-
gible, then its capacity is zero. Thus, by Proposition 12.11 (in conjunction with
Proposition 12.7), when (12.43) holds,K1 MK2 has “inner capacity” zero; see �6
of Chap. 11 for further discussion of inner capacity.

Exercises

1. Extend results of ��1–6 to obstacles considered here, with particular attention to results
needed in the proof of Proposition 12.11.

2. Show that, for any open � � Rn, the map u 7! juj is continuous on H1.�/. Use this
to justify the limiting arguments made in the proofs of Lemmas 12.8 and 12.9.

A. Lidskii’s trace theorem

The purpose of this appendix is to prove the following result of V. Lidskii, which
is used for (8.2):

Theorem A.1. If A is a trace class operator on a Hilbert space H , then

(A.1) Tr A D
X

.dim Vj /�j ;

where f�j W j � 1g D Spec A n f0g and Vj is the generalized �j -eigenspace
of A.

We will make use of elementary results about trace class operators, established
in �6 of Appendix A, Functional Analysis. In particular, if fuj g is any orthonormal
basis of H , then

(A.2) Tr A D
X

.Auj ; uj /;

the result being independent of the choice of orthonormal basis, provided A is
trace class.

To begin the proof, let E` D L
j�` Vj , and let P` D Q1 C � � � CQ` denote

the orthogonal projection of H onto E`. Thus

AP` D P`AP`;

restricted to E`, has spectrum f�j W1� j � `g. We will choose an orthonormal set
fuj W j � 1g according to the following prescription: fuj W 1C dim E`�1 � j �
dim E`g will be an orthonormal basis of R.Q`/, with the property that Q`AQ`

(restricted to R.Q`/) is upper triangular. That this can be done is proved in The-
orem 4.7 of Chap. 1. Note that fuj W 1 � j � dim E`g is then an orthonormal
basis of E`, with respect to which AP` D P`AP` is upper triangular. It follows
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that the diagonal entries of P`AP`
ˇ̌
E`

with respect to this basis are precisely
�j ; 1 � j � `, counted with multiplicity dim Vj . Inductively, we conclude that
the diagonal entries of each blockQ`AQ` consist of dim V` copies of �`.

Let H0 denote the closed linear span of fuj W j � 1g, and H1 the orthogonal
complement of H0 in H , and let R	 be the orthogonal projection of H on H	 .
We can write A in block form

(A.3) A D
�
A0 B

0 A1

	
;

where A	 D R	AR	 , restricted to H	 . Clearly, A0 and A1 are trace class and, by
the construction above plus (A.2), we have

(A.4) Tr A0 D
X

.dim Vj /�j :

Thus (A.1) will follow if we can show that Tr A1 D 0. If H1 D 0, there is no
problem.

Lemma A.2. If H1 ¤ 0, then Spec A1 D f0g.

Proof. Suppose SpecA1 contains an element� ¤ 0. SinceA1 is compact onH1,
there must exist a unit vector v 2 H1 such that A1v D �v. Let H D H0 C .v/.
Note that

Av D �v C w; w 2 H0:
Hence H is invariant under A; let A denote A restricted to H. Of course, H0 is
invariant under A, and A restricted to H0 is A0.

Note that both T� D A0��I (onH0) and T� D A��I (on H) are Fredholm
operators of index zero, and that

Codim T�.H/ D 1C Codim T�.H0/:

Hence
Dim Ker.A � �I/ D 1C Dim Ker.A0 � �I/:

It follows that the �-eigenspace of A is bigger than the �-eigenspace of A0. But
this is impossible, since by construction, for any � ¤ 0, the �-eigenspace of A0
is the entire �-eigenspace of A. Thus the lemma is proved.

A linear operatorK is said to be quasi-nilpotent provided SpecK D f0g. If this
holds, then .I C zK/�1 is an entire holomorphic function of z. The convergence
of its power series implies

(A.5) sup
j

jzjj kKj k < 1; 8 z 2 C;

a condition that is in fact equivalent to Spec K D f0g. To prove Theorem A.1, it
suffices to demonstrate the following.
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Lemma A.3. If K is a trace-class operator on a Hilbert space and K is quasi-
nilpotent, then Tr K D 0.

To prove Lemma A.3, we use results on the determinant established in �6 of
Appendix A, Functional Analysis. Thus, we consider the entire holomorphic func-
tion

(A.6) '.z/ D det.I C zK/;

which is well defined for trace class K . By (6.45) of Appendix A,

(A.7) j'.z/j � C"e
"jzj; 8 " > 0:

Also, by Proposition 6.16 of Appendix A, '.z/ ¤ 0whenever ICzK is invertible.
Now, if K is quasi-nilpotent, then, as remarked above, I C zK is invertible for all
z 2 C. Hence '.z/ is nowhere vanishing, so we can write

(A.8) '.z/ D ef.z/;

with f .z/ holomorphic on C. Now (A.7) implies Re f .z/ � C" C "jzj for all
" > 0, and a Harnack inequality argument applied to this gives

(A.9) jRe f .z/j � C 0
" C "jzj; 8 " > 0;

See Chap. 3, �2, Exercises 13–16. The estimate (A.9) in turn (e.g., by Proposition
4.6 of Chap. 3) implies that Re f is constant, so f is constant, and hence ' is
constant. But, by (6.41) of Appendix A, we have

(A.10) Tr K D ' 0.0/;

so the lemma is proved. Hence the proof of Theorem A.1 is complete.
A proof of Lidskii’s theorem—avoiding the first part of the argument given

above, and simply using determinants, but making heavier use of complex func-
tion theory—is given in [Si2].
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10

Dirac Operators and Index Theory

Introduction

The physicist P. A. M. Dirac constructed first-order differential operators whose
squares were Laplace operators, or more generally wave operators, for the purpose
of extending the Schrodinger–Heisenberg quantum mechanics to the relativistic
setting. Related operators have been perceived to have central importance in
the interface between PDE and differential geometry, and we discuss some of
this here.

We define various classes of “Dirac operators,” some arising on arbitrary
Riemannian manifolds, some requiring some special geometrical structure, such
as a spin structure, discussed in �3, or a spinc structure, discussed in �8.

Dirac operators on compact Riemannian manifolds are elliptic and have an in-
dex. Evaluating this index, in terms of an integrated “curvature,” is the essence
of the famous Atiyah–Singer index theorem. We present a proof of this index
formula here, using a “heat-equation” method of proof. Such a proof was first
suggested in [McS], but it seemed difficult to carry out, as it required under-
standing of a coefficient in the asymptotic expansion of the traces of e�tLj , for
a pair of positive, second-order, elliptic operators Lj , well below the principal
term. Ingenious arguments, beginning with V. Patodi [Pt1, Pt2], led to a proof
in Atiyah–Bott–Patodi [ABP]. Later, physicists, motivated by ideas from “super-
symmetry,” proposed more direct heat-equation proofs. Such proposals were first
made by E. Witten [Wit]; particularly elegant mathematical treatments were given
by E. Getzler in [Gt1] and [Gt2]. We present a heat-equation proof in �6, using
Getzler’s method of exploiting an analogue of Mehler’s formula for the expo-
nential of the harmonic oscillator Hamiltonian. Our analytical details differ from
Getzler’s; instead of introducing a noncommutative symbol calculus as in [Gt1],
or the dilation argument of [Gt2], we fit the analysis more into a “classical” ex-
amination of heat-equation asymptotics, such as dealt with in Chap. 7. One major
achievement of Getzler’s approach is to make the appearance of the (rather subtle)
OA-genus of M in the index formula arise quite naturally.

We present two specific examples of the index formula here. In �7 we de-
rive the Chern–Gauss–Bonnet formula, giving the Euler characteristic �.M/

M.E. Taylor, Partial Differential Equations II: Qualitative Studies of Linear Equations,
Applied Mathematical Sciences 116, DOI 10.1007/978-1-4419-7052-7 4,
c� Springer Science+Business Media, LLC 1996, 2011

281



282 10. Dirac Operators and Index Theory

of a compact, orientable Riemannian manifold in terms of an integral of the
“Pfaffian” applied to its curvature tensor. In �9 (following a discussion in �8
of spinc structures) we discuss the Riemann–Roch formula, a tool for under-
standing holomorphic (and meromorphic) sections of line bundles over Riemann
surfaces (of real dimension 2), which is important in the study of the structure and
function theory of Riemann surfaces. These are the simplest applications of the
Atiyah–Singer formula; both were established well before the general formula.
From a technical point of view, both have in common that the OA-genus of M is
effectively discarded.

Other examples of the index formula include higher-dimensional
Riemann–Roch formulas and signature formulas. Further material on these can
be found in [Pal] and [Gil]. There is also an operator associated with “self-dual”
connections on bundles over 4-manifolds, whose index plays an important role in
the study of the Yang–Mills equations; see [AHS] and [FU]. For a recent variant,
arising from the Seiberg–Witten equations, see [D] and [Mor].

The heat-equation proof of the Chern–Gauss–Bonnet theorem was Patodi’s
[Pt1] first step in this circle of results. An exposition of the heat-equation proof
of this result due to B. Simon is given in the last chapter of [CS]. Another proof
of the Chern–Gauss–Bonnet theorem, celebrating closely physicists’ ideas about
supersymmetry, is given in [Rog].

Due to the low dimension, one can give a direct proof of the Riemann–Roch
theorem, using techniques of [McS]; such a proof is given in [Kot]. Such a direct
approach, with a good bit more effort, could be expected to be effective in other
low dimensions (e.g., complex dimension 2); in a sense, the sort of analysis re-
quired to accomplish this is what was done in [Ko1]. In �10, we give a direct proof
of an index formula for first-order, elliptic differential operators of Dirac type on
a 2-manifoldM , in terms of a direct calculation of the second term in the expan-
sion of the heat kernel, carried out in �14 of Chap. 7, using the Weyl calculus. We
show how this formula yields the Gauss–Bonnet formula and the Riemann–Roch
formula.

There are also other heat-equation proofs of the index theorem, particularly
[Bi1] and [BV]. In [Bi2] the heat equation method is applied to families of
operators; see also [Don] and [BiC]. There are several recent books devoted to ex-
positions of heat-equation proofs of the index theorem, including [BGV,Gil,Mel],
and [Roe].

A systematic “blow up” of the original proof of the Atiyah–Singer index
theorem has led to the interesting subject of operator K-theory. An introduc-
tory exposition is given in Blackadar [Bl]. Further developments are described
in [Con].

In �11 we change course, and produce an index formula for a class of elliptic
k � k systems on Euclidean space Rn. We do this for the class of pseudodiffer-
ential operators of harmonic oscillator type, introduced in �15 of Chap. 7. The
proof here makes no use of heat-equation techniques. It uses some results from
topology, particularly results on the homotopy groups of the unitary groupsU.k/,
including the Bott periodicity theorem, results for which we refer to [Mil] for
proof. Section 11 can be read independently of the other sections of this chapter.
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1. Operators of Dirac type

Let M be a Riemannian manifold, Ej ! M vector bundles with Hermitian met-
rics. A first-order, elliptic differential operator

(1.1) D W C1.M;E0/ �! C1.M;E1/

is said to be of Dirac type providedD�D has scalar principal symbol. This implies

(1.2) �D�D.x; �/ D g.x; �/I W E0x �! E0x;

where g.x; �/ is a positive quadratic form on T �
xM . Thus g itself arises from

a Riemannian metric on M . Now the calculation of (1.2) is independent of the
choice of Riemannian metric on M . We will suppose M is endowed with the
Riemannian metric inducing the form g.x; �/ on T �M .

If E0 D E1 and D D D�, we say D is a symmetric Dirac-type operator.
Given a general operator D of Dirac type, if we set E D E0 ˚ E1 and define QD
on C1.M;E/ as

(1.3) QD D
�
0 D�
D 0

	
;

then D is a symmetric Dirac-type operator.
Let #.x; �/ denote the principal symbol of a symmetric Dirac-type operator.

With x 2 M fixed, set #.�/ D #.x; �/. Thus # is a linear map from T �
xM D f�g

into End.Ex/, satisfying

(1.4) #.�/ D #.�/�

and

(1.5) #.�/2 D h�; �iI:

Here, h ; i is the inner product on T �
xM ; let us denote this vector space by V .

We will show how # extends from V to an algebra homomorphism, defined on a
Clifford algebra C l.V; g/, which we now proceed to define.

Let V be a finite-dimensional, real vector space, g a quadratic form on V .
We allow g to be definite or indefinite if nondegenerate; we even allow g to be
degenerate. The Clifford algebra C l.V; g/ is the quotient algebra of the tensor
algebra

(1.6)
O

V D R ˚ V ˚ .V ˝ V /˚ .V ˝ V ˝ V /˚ � � �

by the ideal I � N
V generated by

(1.7) fv ˝ w Cw ˝ v � 2hv;wi � 1 W v;w 2 V g;
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where h; i is the symmetric bilinear form on V arising from g. Thus, in
C l.V; g/; V occurs naturally as a linear subspace, and there is the anti-
commutation relation

(1.8) vw C wv D 2hv;wi � 1 in C l.V; g/; v; w 2 V:

We will look more closely at the structure of Clifford algebras in the next section.
Now if # W V ! End.E/ is a linear map of the V into the space of endomor-

phisms of a vector space E , satisfying (1.5), i.e.,

(1.9) #.v/2 D hv; viI; v 2 V;

it follows from expanding #.v C w/2 D Œ#.v/C #.w/	2 that

(1.10) #.v/#.w/C #.w/#.v/ D 2hv;wiI; v; w 2 V:

Then, from the construction of C l.V; g/, it follows that # extends uniquely to an
algebra homomorphism

(1.11) # W C l.V; g/ �! End.E/; #.1/ D I:

This gives E the structure of a module over C l.V; g/, or a Clifford module. If E
has a Hermitian metric and (1.4) also holds, that is,

(1.12) #.v/ D #.v/�; v 2 V;

we call E a Hermitian Clifford module. For this notion to be useful, we need g to
be positive-definite.

In the case whereE D E0˚E1 is a direct sum of Hermitian vector spaces, we
say a homomorphism # W C l.V; g/ ! End.E/ gives E the structure of a graded
Clifford module provided #.v/ interchangesE0 andE1, for v 2 V , in addition to
the hypotheses above. The principal symbol of (1.3) has this property if D is of
Dirac type.

Let us give some examples of operators of Dirac type. If M is a Riemannian
manifold, the exterior derivative operator

(1.13) d W ƒjM �! ƒjC1M

has a formal adjoint

(1.14) ı D d� W ƒjC1M �! ƒjM;

discussed in Chap. 2, �10, and in Chap. 5, ��8 and 9. Thus we have

(1.15) d C ı W ƒ�M �! ƒ�M;



1. Operators of Dirac type 285

where, with n D dim M ,

ƒ�M D
nM

jD0
ƒjM:

As was shown in Chap. 2, .d C ı/�.d C ı/ D d�d C dd� is the negative of the
Hodge Laplacian on each ƒjM , so (1.15) is a symmetric Dirac-type operator.
There is more structure. Indeed, we have

(1.16) d C ı W ƒevenM �! ƒoddM:

If D is this operator, then D� D d C ı W ƒoddM ! ƒevenM , and an operator
of type (1.3) arises. If M is compact, the operator (1.16) is Fredholm, with in-
dex equal to the Euler characteristic of M , in view of the Hodge decomposition.
A calculation of this index in terms of an integrated curvature gives rise to the
generalized Gauss–Bonnet formula, as will be seen in �7.

Computations implying that (1.15) is of Dirac type were done in �10 of
Chap. 2, leading to (10.22) there. If we define

(1.17) ^v W ƒjV �! ƒjC1V; ^v.v1 ^ � � � ^ vj / D v ^ v1 ^ � � � ^ vj ;

on a vector space V with a positive-definite inner product, and then define

(1.18) �v W ƒjC1V �! ƒjV

to be its adjoint, then the principal symbol of d C ı on V D T �
xM is 1=i times

^� � �� . That is to say,

(1.19) iM.v/ D ^v � �v

defines a linear map from V into End.ƒ�
CV / which extends to an algebra homo-

morphism
M W Cl.V; g/ �! End.ƒ�

CV /:

Given ^v^w D � ^w ^v and its analogue for �, the anticommutation relation

(1.20) M.v/M.w/CM.w/M.v/ D 2hv;wiI
follows from the identity

(1.21) ^v�w C �w^v D hv;wiI:

In this context we note the role that (1.21) played as the algebraic identity behind
Cartan’s formula for the Lie derivative of a differential form:

(1.22) LX˛ D d.˛cX/C .d˛/cX I

cf. Chap. 1, Proposition 13.1, and especially (13.51).
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Another Dirac-type operator arises from (1.15) as follows. Suppose dim M D
n D 2k is even. Recall from Chap. 5, �8, that d� D ı is given in terms of the
Hodge star operator on ƒjM by

(1.23)
d� D .�1/j.n�j /Cj 	 d	

D 	d 	 if n D 2k:

Also recall that, onƒjM ,

(1.24) 	2 D .�1/j.n�j / D .�1/j if n D 2k:

Now, on the complexificationƒ�
CM of the real vector bundleƒ�M , define

(1.25) ˛ W ƒjCM �! ƒ
n�j
C M

by

(1.26) ˛ D ij.j�1/Ck 	 on ƒjCM:

It follows that

(1.27) ˛2 D 1

and

(1.28) ˛.d C ı/ D �.d C ı/˛:

Thus we can write

(1.29) ƒ�
CM D ƒCM ˚ƒ�M; with ˛ D ˙I on ƒ˙M;

and we have

(1.30) DḢ D d C ı W C1.M;ƒ˙/ �! C1.M;ƒ
/:

Thus DC
H is an operator of Dirac type, with adjoint D�

H . This operator is called
the Hirzebruch signature operator, and its index is called the Hirzebruch signature
of M .

Other examples of operators of Dirac type will be considered in the following
sections.

Both of the examples just discussed give rise to Hermitian Clifford modules.
We now show conversely that generally such modules produce operators of Dirac
type. More precisely, if M is a Riemannian manifold, T �

xM has an induced inner
product, giving rise to a bundle Cl.M/ ! M of Clifford algebras. We suppose
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E ! M is a Hermitian vector bundle such that each fiber is a HermitianC lx.M/-
module (in a smooth fashion). Let E ! M have a connection r, so

(1.31) r W C1.M;E/ �! C1.M; T � ˝ E/:

Now if Ex is a C lx.M/-module, the inclusion T �
x ,! C lx gives rise to a linear

map

(1.32) m W C1.M; T � ˝ E/ �! C1.M;E/;

called “Clifford multiplication.” We compose these two operators; set

(1.33) D D i m ı r W C1.M;E/ �! C1.M;E/:

We see that, for v 2 Ex ,

(1.34) �D.x; �/v D m.� ˝ v/ D � � v;
so �D.x; �/ is j�jx times an isometry on Ex . HenceD is of Dirac type.

If U is an open subset of M , on which we have an orthonormal frame fej g
of smooth vector fields, with dual orthonormal frame fvj g of 1-forms, then, for a
section ' of E ,

(1.35) D' D i
X

vj � rej ' on U:

Note that �D.x; �/� D �D.x; �/, soD can be made symmetric by altering it at
most by a zero-order term. Given a little more structure, we have more. We say r
is a “Clifford connection” onE if r is a metric connection that is also compatible
with Clifford multiplication, in that

(1.36) rX .v � '/ D .rXv/ � ' C v � rX';

for a vector field X , a 1-form v, and a section ' ofE . Here, of course, rXv arises
from the Levi–Civita connection onM .

Proposition 1.1. If r is a Clifford connection on E , thenD is symmetric.

Proof. Let '; 2 C1
0 .M;E/. We want to show that

(1.37)
Z

M

h
hD'; i � h';D i

i
dV D 0:

We can suppose '; have compact support in a setU on which local orthonormal
frames ej ; vj as above are given. Define a vector field X on U by

hX; vi D h'; v �  i; v 2 ƒ1U:
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If we show that, pointwise in U ,

(1.38) i div X D hD'; i � h';D i;

then (1.37) will follow from the divergence theorem. Indeed, starting with

(1.39) div X D
X

hrejX; vj i;

and using the metric and derivation properties of r, we have

div X D
Xh

ej � hX; vj i � hX;rej vj i
i

D
Xh

ej h'; vj �  i � h'; .rej vj / �  i
i
:

Looking at the last quantity, we expand the first part into a sum of three terms,
one of which cancels the last part, and obtain

(1.40) div X D
Xh

hrej '; vj � i C h'; vj � rej i
i
;

which gives (1.38) and completes the proof.

IfE D E0 ˚E1 is a graded Hermitian C l.M/-module, if E0 and E1 are each
provided with metric connections, and if (1.36) holds, then the construction above
gives an operator of Dirac type, of the form (1.3).

The examples in (1.15) and (1.30) described above can be obtained from
Hermitian Clifford modules via Clifford connections. The Clifford module is
ƒ�M ! M , with natural inner product on each factorƒkM and C l.M/-module
structure given by (1.19). The connection is the natural connection on ƒ�M , ex-
tending that on T �M , so that the derivation identity

(1.41) rX .' ^  / D .rX'/ ^  C ' ^ .rX /

holds for a j -form ' and a k-form  . In this case it is routine to verify the com-
patibility condition (1.36) and to see that the construction (1.33) gives rise to the
operator d C d� on differential forms.

We remark that it is common to use Clifford algebras associated to negative-
definite forms rather than positive-definite ones. The two types of algebras are
simply related. If a linear map # W V ! End.E/ extends to an algebra homo-
morphism C l.V; g/ ! End.E/, then i# extends to an algebra homomorphism
C l.V;�g/ ! End.E/. If one uses a negative form, the condition (1.12) that E
be a Hermitian Clifford module should be changed to #.v/ D �#.v/�; v 2 V .
In such a case, we should drop the factor of i in (1.33) to associate the Dirac-type
operatorD to a C l.M/-moduleE . In fact, getting rid of this factor of i in (1.33)
and (1.35) is perhaps the principal reason some people use the negative-definite
quadratic form to construct Clifford algebras.
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Exercises

1. Let E be a Cl.M/-module with connection r. If ' is a section of E and f is a scalar
function, show that

D.f '/ D f D' C i.df / � ';
where the last term involves a Clifford multiplication.

2. If r is a Clifford connection on E and u is a 1-form, show that

D.u � '/ D �u �D' C 2irU ' C i.Du/ � ';
where U is the vector field corresponding to u via the metric tensor on M , and

D W C1.M;ƒ1/ �! C1.M;C l/

is given by
Du D i

X
vj � rej u;

with respect to local dual orthonormal frames ej ; vj , and r arising from the Levi–
Civita connection.

3. Show that D.df / D i�f .
Note: Compare with Exercise 6 of �2.

4. If D arises from a Clifford connection on E, show that

D2.f '/ D f D2' � 2rgrad f ' � .�f /':

2. Clifford algebras

In this section we discuss some further results about the structure of Clifford al-
gebras, which were defined in �1.

First we note that, by construction, C l.V; g/ has the following universal prop-
erty. Let A0 be any associative algebra over R, with unit, containing V as a linear
subset, generated by V , such that the anticommutation relation (1.8) holds in A0,
for all v;w 2 V ; that is, vw C wv D 2hv;wi � 1 in A0. Then there is a natural
surjective homomorphism

(2.1) ˛ W C l.V; g/ �! A0:

If fe1; : : : ; eng is a basis of V , any element of C l.V; g/ can be written as a
polynomial in the ej . Since ej ek D �ekej C 2hej ; eki � 1 and in particular e2j D
hej ; ej i � 1, we can, starting with terms of highest order, rearrange each monomial
in such a polynomial so the ej appear with j in ascending order, and no exponent
greater than 1 occurs on any ej . In other words, each element w 2 C l.V; g/ can
be written in the form

(2.2) w D
X

i�D0 or 1

ai1���in e
i1
1 � � � einn ;

with real coefficients ai1���in .
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Denote byA the set of formal expressions of the form (2.2), a real vector space
of dimension 2n; we have a natural inclusion V � A. We can define a “product”
A˝A ! A in which a product of monomials .ei11 � � � einn / � .ej11 � � � ejnn /, with each
i	 and each j� equal to either 0 or 1, is a linear combination of monomials of such

a form, by pushing each ej�� past the ei�	 for � > �, invoking the anticommutation
relations. It is routine to verify that this gives A the structure of an associative
algebra, generated by V . The universal property mentioned above implies that A
is isomorphic to C l.V; g/. Thus each w 2 C l.V; g/ has a unique representation
in the form (2.2), and dim C l.V; g/ D 2n if dim V D n.

Recall from �1 the algebra homomorphism M W C l.V; g/ ! End.ƒ�V /,
defined there provided g is positive-definite (which can be extended to include
general g). Then, we can define a linear map

(2.3) QM W C l.V; g/ �! ƒ�V I QM.w/ D M.w/.1/;

for w 2 C l.V; g/. Note that if v 2 V � C l.V; g/, then QM.v/ D v. Comparing
the anticommutation relations of C l.V; g/ with those of ƒ�V , we see that if w 2
C l.V; g/ is one of the monomials in (2.2), sayw D e

j1
1 � � � ejnn , all j	 either 0 or 1;

k D j1 C � � � C jn, then

(2.4) QM.e
j1
1 � � � ejnn /� e

j1
1 ^ � � � ^ ejnn 2 ƒk�1V:

It follows easily that (2.3) is an isomorphism of vector spaces. This observation
also shows that the representation of an element of C l.V; g/ in the form (2.2) is
unique. If g is positive-definite and ej is an orthonormal basis of V , the difference
in (2.4) vanishes.

In the case g D 0, the anticommutation relation (1.8) becomes vw D �wv,
for v;w 2 V , and we have the exterior algebra

C l.V; 0/ D ƒ�V:

Through the remainder of this section we will restrict attention to the case where
g is positive-definite. We denote hv; vi by jvj2. For V D Rn with g its standard
Euclidean inner product, we denote C l.V; g/ by C l.n/.

It is useful to consider the complexified Clifford algebra

Cl.n/ D C ˝ C l.n/;

as it has a relatively simple structure, specified as follows.

Proposition 2.1. There are isomorphisms of complex algebras

(2.5) Cl.1/ � C ˚ C; Cl.2/ � End.C2/;

and

(2.6) Cl.nC 2/ � Cl.n/˝ Cl.2/I
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hence, with � D 2k ,

(2.7) Cl.2k/ � End.C�/; Cl.2k C 1/ � End.C�/˚ End.C�/:

Proof. The isomorphisms (2.5) are simple exercises. To prove (2.6), imbed RnC2
into Cl.n/˝ Cl.2/ by picking an orthonormal basis fe1; : : : ; enC2g and taking

(2.8)
ej 7! i ej ˝ enC1enC2; for 1 � j � n;

ej 7! 1˝ ej ; for j D nC 1 or nC 2:

Then the universal property of Cl.nC 2/ leads to the isomorphism (2.6). Given
(2.5) and (2.6), (2.7) follows by induction.

While, parallel to (2.5), one has C l.1/ D R˚R and C l.2/ D End.R2/, other
algebras C l.n/ are more complicated than their complex analogues; in place of
(2.6) one has a form of periodicity with period 8. We refer to [LM] for more on
this.

It follows from Proposition 2.1 that C2
k

has the structure of an irreducible
C l.2k/-module, though making the identification (2.7) explicit involves some un-
tangling, in a way that depends strongly on a choice of basis. It is worthwhile to
note the following explicit, invariant construction, for V , a vector space of real
dimension 2k, with a positive inner product h ; i, endowed with one other piece
of structure, namely a complex structure J . Assume J is an isometry for h ; i.
Denote the complex vector space .V; J / by V , which has complex dimension k.
On V we have a positive Hermitian form

(2.9) .u; v/ D hu; vi C ihu; J vi:

Form the complex exterior algebra

(2.10) ƒ�
CV D

kM

jD0
ƒ
j
CV ;

with its natural Hermitian form. For v 2 V , one has the exterior product v^ W
ƒ
j
CV ! ƒ

jC1
C V ; denote its adjoint, the interior product, by jv W ƒjC1

C V !
ƒ
j
CV . Set

(2.11) i �.v/' D v ^ ' � jv'; v 2 V ; ' 2 ƒ�
CV :

Note that v ^ ' is C-linear in v and jv' is conjugate linear in v, so �.v/ is only
R-linear in v. As in (1.20), we obtain

(2.12) �.u/�.v/C �.v/�.u/ D 2hu; vi � I;
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so � W V ! End.ƒ�
CV/ extends to a homomorphism of algebras

(2.13) � W C l.V; g/ �! End.ƒ�
CV/;

hence to a homomorphism of C-algebras

(2.14) � W Cl.V; g/ �! End.ƒ�
CV/;

where Cl.V; g/ denotes C ˝ C l.V; g/.

Proposition 2.2. The homomorphism (2.14) is an isomorphism when V is a real
vector space of dimension 2k, with complex structure J; V the associated complex
vector space.

Proof. We already know that both Cl.V; g/ and End.ƒ�
CV/ are isomorphic to

End.C�/, � D 2k . We will make use of the algebraic fact that this is a complex
algebra with no proper two-sided ideals. Now the kernel of � in (2.14) would
have to be a two-sided ideal, so either � D 0 or � is an isomorphism. But for
v 2 V; �.v/ � 1 D v, so � ¤ 0; thus � is an isomorphism.

We next mention that a grading can be put on C l.V; g/. Namely, let C l0.V; g/
denote the set of sums of the form (2.2) with i1 C � � � C in even, and let C l1.V; g/
denote the set of sums of that form with i1 C � � � C in odd. It is easy to see that
this specification is independent of the choice of basis fej g. Also we clearly have

(2.15) u 2 C lj .V; g/; w 2 C lk.V; g/ H) uw 2 C ljCk.V; g/;

where j and k are each 0 or 1, and we compute j C k mod 2. If .V; g/ is Rn with
its standard Euclidean metric, we denote C lj .V; g/ by C lj .n/; j D 0 or 1.

We note that there is an isomorphism

(2.16) j W C l.2k � 1/ �! C l0.2k/

uniquely specified by the property that, for v 2 R2k�1; j.v/ D ve2k , where
fe1; : : : ; e2k�1g denotes the standard basis of R2k�1, with e2k added to form a
basis of R2k . This will be useful in the next section for constructing spinors on
odd-dimensional spaces.

We can construct a finer grading on C l.V; g/. Namely, set

(2.17) C l Œk�.V; g/ D set of sums of the form (2.2), with i1 C � � � C in D k:

Thus C l Œ0�.V; g/ is the set of scalars and C l Œ1�.V; g/ is V . If we insist that fej g
be an orthonormal basis of V , then C l Œk�.V; g/ is invariantly defined, for all k. In
fact, using the isomorphism (2.3), we have

(2.18) C l Œk�.V; g/ D QM�1�ƒkV
�
:
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Note that

C l0.V; g/ D
M

k even

C l Œk�.V; g/ and C l1.V; g/ D
M

k odd

C l Œk�.V; g/:

Let us also note that C l Œ2�.V; g/ has a natural Lie algebra structure. In fact, if
fej g is orthonormal,

(2.19)

�
eiej ; eke`

� D eiej eke` � eke`eiej

D 2.ıjkeie` � ı j̀ eiek C ıike`ej � ı`iekej /:

The construction (2.17) makes C l.V; g/ a graded vector space, but not a
graded algebra, since typically C l Œj �.V; g/ � C l Œk� .V; g/ is not contained in
C l ŒjCk�.V; g/, as (2.19) illustrates. We can set

(2.20) C l .k/.V; g/ D
M˚

C l Œj �.V; g/ W j � k; j D k mod 2


;

and then C l .j /.V; g/ �C l .k/.V; g/ � C l .jCk/.V; g/. As k ranges over the even or
the odd integers, the spaces (2.20) provide filtrations of C l0.V; g/ and C l1.V; g/.

Exercises

1. Let V have an oriented orthonormal basis fe1; � � � ; eng. Set

(2.21) � D e1 � � � en 2 Cl.V; g/:
Show that � is independent of the choice of such a basis.
Note: QM.�/ D e1 ^ � � � ^ en 2 ƒnV , with QM as in (2.3).

2. Show that �2 D .�1/n.n�1/=2.
3. Show that, for all u 2 V; �u D .�1/n�1u�.
4. With � as in (2.11)–(2.14), show that

�.�/� D .�1/n.n�1/=2�.�/ and �.�/��.�/ D I:

5. Show that
QM.�w/ D cnk 	 QM.w/;

for w 2 Cl Œk�.V; g/, where 	 W ƒkV ! ƒn�kV is the Hodge star operator. Find the
constants cnk .

6. Let D W C1.M; T �/ ! C1.M;C l/ be as in Exercise 2 of �1, namely,

Du D i
X

vj � rej u;

where fej g is a local orthonormal frame of vector fields, fvj g the dual frame. Show
that

QM.Dv/ D �i.d C d�/v:
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7. Show that End.Cm/ has no proper two-sided ideals. (Hint: Suppose M0 ¤ 0 belongs
to such an ideal I and v0 ¤ 0 belongs to the range of M0. Show that every v 2 Cm

belongs to the range of some M 2 I, and hence that every one-dimensional projection
belongs to I:)

3. Spinors

We define the spinor groups Pin.V; g/ and Spin.V; g/, for a vector space V with
a positive-definite quadratic form g; set jvj2 D g.v; v/ D hv; vi. We set

(3.1) Pin.V; g/ D fv1 � � �vk 2 C l.V; g/ W vj 2 V; jvj j D 1g;
with the induced multiplication. Since .v1 � � �vk/.vk � � �v1/ D 1, it follows that
Pin.V; g/ is a group. We can define an action of Pin.V; g/ on V as follows. If
u 2 V and x 2 V , then ux C xu D 2hx; ui � 1 implies

(3.2) uxu D �xuu C 2hx; uiu D �juj2x C 2hx; uiu:

If also y 2 V ,

(3.3) huxu; uyui D juj2hx; yi D hx; yi if juj D 1:

Thus if u D v1 � � �vk 2 Pin.V; g/ and if we define a conjugation on C l.V; g/ by

(3.4) u� D vk � � �v1; vj 2 V;
it follows that

(3.5) x 7! uxu�; x 2 V;

is an isometry on V for each u 2 Pin.V; g/. It will be more convenient to use

(3.6) u# D .�1/ku�; u D v1 � � �vk:

Then we have a group homomorphism

(3.7)  W Pin.V; g/ �! O.V; g/;

defined by

(3.8) .u/x D uxu#; x 2 V; u 2 Pin.V; g/:

Note that if v 2 V; jvj D 1, then, by (3.2),

(3.9) .v/x D x � 2hx; viv
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is the reflection across the hyperplane in V orthogonal to v. It is easy to show
that any orthogonal transformation T 2 O.V; g/ is a product of a finite number of
such reflections, so the group homomorphism (3.7) is surjective.

Note that each isometry (3.9) is orientation reversing. Thus, if we define

(3.10)
Spin.V; g/ D fv1 � � �vk 2 C l.V; g/ W vj 2 V; jvj j D 1; k eveng

D Pin.V; g/\ C l0.V; g/;

then

(3.11)  W Spin.V; g/ �! SO.V; g/

and in fact Spin.V; g/ is the inverse image of SO.V; g/ under  in (3.7). We now
show that  is a 2-fold covering map.

Proposition 3.1.  is a 2-fold covering map. In fact, ker  D f˙1g.

Proof. Note that ˙1 2 Spin.V; g/ � C l.V; g/ and ˙1 acts trivially on V , via
(3.8). Now, if u D v1 � � �vk 2 ker ; k must be even, since .u/ must preserve
orientation, so u# D u�. Since uxu� D x for all x 2 V , we have ux D xu, so
uxu D juj2x; x 2 V . If we pick an orthonormal basis fe1; : : : ; eng of V and write
u 2 ker  in the form (2.2), each i1 C � � � C in even, since ej uej D u for each j ,
we deduce that, for each j ,

u D
X

.�1/ij ai1���in ei1���in if u 2 ker :

Hence ij D 0 for all j , so u is a scalar; hence u D ˙1.

We next consider the connectivity properties of Spin.V; g/.

Proposition 3.2. Spin.V; g/ is the connected 2-fold cover of SO.V; g/, provided
g is positive-definite and dim V � 2.

Proof. It suffices to connect �1 2 Spin.V; g/ to the identity element 1 via a
continuous curve in Spin.V; g/. In fact, pick orthogonal e1; e2, and set

�.t/ D e1 � ��.cos t/e1 C .sin t/e2
�
; 0 � t � �:

If V D Rn with its standard Euclidean inner product g, denote Spin.V; g/ by
Spin.n/. It is a known topological fact that SO.n/ has fundamental group Z2, and
Spin.n/ is simply connected, for n � 3. Though we make no use of this result,
we mention that one route to it is via the “homotopy exact sequence” (see [BTu])
for Sn D SO.n C 1/=SO.n/. This leads to �1

�
SO.n C 1/

� � �1
�
SO.n/

�
for

n � 3. Meanwhile, one sees directly that SU.2/ is a double cover of SO.3/, and
it is homeomorphic to S3.
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We next produce representations of Pin.V; g/ and Spin.V; g/, arising from
the homomorphism (2.13). First assume V has real dimension 2k, with complex
structure J ; let V D .V; J / be the associated complex vector space, of complex
dimension k, and set

(3.12) S.V; g; J / D ƒ�
CV ;

with its induced Hermitian metric, arising from the metric (2.9) on V . The
inclusion Pin.V; g/ � C l.V; g/ � Cl.V; g/ followed by (2.14) gives the
representation

(3.13) � W Pin.V; g/ �! Aut
�
S.V; g; J /

�
:

Proposition 3.3. The representation � of Pin.V; g/ is irreducible and unitary.

Proof. Since the C-subalgebra of Cl.V; g/ generated by Pin.V; g/ is all of
Cl.V; g/, the irreducibility follows from the fact that � in (2.14) is an isomor-
phism. For unitarity, it follows from (2.11) that �.v/ is self-adjoint for v 2 V ;
by (2.12), �.v/2 D jvj2I , so v 2 V; jvj D 1 implies that �.v/ is unitary, and
unitarity of � on Pin.V; g/ follows.

The restriction of � to Spin.V; g/ is not irreducible. In fact, set

(3.14) SC.V; g; J / D ƒeven
C V ; S�.V; g; J / D ƒodd

C V :

Under �, the action of Spin.V; g/ preserves both SC and S�. In fact, we have
(2.14) restricting to

(3.15) � W Cl0.V; g/ �! EndC
�
SC.V; g; J /

�˚ EndC
�
S�.V; g; J /

�
;

this map being an isomorphism. On the other hand,

(3.16) z 2 Cl1.V; g/ H) �.z/ W S˙ �! S
:

From (3.15) we get representations

(3.17) D˙
1=2 W Spin.V; g/ �! Aut

�
S˙.V; g; J /

�
;

which are irreducible and unitary.
If V D R2k with its standard Euclidean metric, standard orthonormal basis

e1; : : : ; e2k , we impose the complex structure Jei D eiCk; JeiCk D �ei ; 1 �
i � k, and set

(3.18) S.2k/ D S.R2k; j j2; J /; S˙.2k/ D S˙.R2k; j j2; J /:
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Then (3.17) defines representations

(3.19) D˙
1=2 W Spin.2k/ �! Aut

�
S˙.2k/

�
:

We now consider the odd dimensional case. If V D R2k�1, we use the
isomorphism

(3.20) C l.2k � 1/ �! C l0.2k/

produced by the map

(3.21) v 7! ve2k ; v 2 R2k�1:

Then the inclusion Spin.2k � 1/ � C l.2k � 1/ composed with (3.20) gives an
inclusion

(3.22) Spin.2k � 1/ ,! Spin.2k/:

Composing with DC
1=2

from (3.19) gives a representation

(3.23) DC
1=2

W Spin.2k � 1/ �! Aut SC.2k/:

We also have a representation D�
1=2

of Spin.2k � 1/ on S�.2k/, but these two
representations are equivalent. They are intertwined by the map

(3.24) �.e2k/ W SC.2k/ ! S�.2k/:

We now study spinor bundles on an oriented Riemannian manifold M , with
metric tensor g. Over M lies the bundle of oriented orthonormal frames,

(3.25) P �! M;

a principal SO.n/-bundle, n D dim M . A spin structure on M is a “lift,”

(3.26) QP �! M;

a principal Spin.n/-bundle, such that QP is a double covering of P in such a way
that the action of Spin.n/ on the fibers of QP is compatible with the action of
SO.n/ on the fibers of P , via the covering homomorphism  W Spin.n/ ! SO.n/.
Endowed with such a spin structure,M is called a spin manifold. There are topo-
logical obstructions to the existence of a spin structure, which we will not discuss
here (see [LM]). It turns out that there is a naturally defined element of H2.M;Z2/
whose vanishing guarantees the existence of a lift, and when such lifts exist,
equivalence classes of such lifts are parameterized by elements of H1.M;Z2/.
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Given a spin structure as in (3.26), spinor bundles are constructed via the
representations of Spin.n/ described above. Two cases arise, depending on
whether n D dim M is even or odd. If n D 2k, we form the bundle of spinors

(3.27) S. QP / D QP �� S.2k/;

where � D DC
1=2

˚D�
1=2

is the sum of the representations in (3.19); this is a sum
of the two vector bundles

(3.28) S˙. QP / D QP �
D˙

1=2

S˙.2k/:

Recall that, as in �6 of Appendix C, on Connections and Curvature, the sections
of S. QP/ are in natural correspondence with the functions f on QP , taking values
in the vector space S.2k/, which satisfy the compatibility conditions

(3.29) f .p � g/ D �.g/�1f .p/; p 2 QP ; g 2 Spin.2k/;

where we write the Spin.n/-action on QP as a right action.
Recall that S.2k/ is a C l.2k/-module, via (2.13). This result extends to the

bundle level.

Proposition 3.4. The spinor bundle S. QP/ is a natural C l.M/-module.

Proof. Given a section u of C l.M/ and a section ' of S. QP /, we need to define
u � ' as a section of S. QP/. We regard u as a function on QP with values in C l.n/
and ' as a function on QP with values in S.n/. Then u � ' is a function on QP with
values in S.n/; we need to verify the compatibility condition (3.29). Indeed, for
p 2 QP ; g 2 Spin.2k/,

(3.30)

u � '.p � g�1/ D .g/u.p/ � �.g/'.p/
D gu.p/g#g'.p/

D gu.p/ � '.p/;

since gg# D 1 for g 2 Spin.n/. This completes the proof.

Whenever .M; g/ is an oriented Riemannian manifold, the Levi–Civita con-
nection provides a connection on the principal SO.n/-bundle of frames P . If M
has a spin structure, this choice of horizontal space for P lifts in a unique natural
fashion to provide a connection on QP . Thus the spinor bundle constructed above
has a natural connection, which we will call the Dirac–Levi–Civita connection.

Proposition 3.5. The Dirac–Levi–Civita connection r on S. QP/ is a Clifford
connection.
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Proof. Clearly, r is a metric connection, since the representation � of Spin.2k/
on S.2k/ is unitary. It remains to verify the compatibility condition (1.36),
namely,

(3.31) rX .v � '/ D .rXv/ � ' C v � rX';

for a vector field X , a 1-form v, and a section ' of S. QP/. To see this, we first
note that as stated in (3.30), the bundle C l.M/ can be obtained from QP ! M

as QP �� C l.2k/, where � is the representation of Spin.2k/ on C l.2k/ given by
�.g/w D gwg#. Furthermore, T �M can be regarded as a subbundle of C l.M/,
obtained from QP �� R2k with the same formula for �. The connection on T �M
obtained from that on QP is identical to the usual connection on T �M defined via
the Levi–Civita formula. Given this, (3.31) is a straightforward derivation identity.

Using the prescription (1.31)–(1.33), we can define the Dirac operator on a
Riemannian manifold of dimension 2k, with a spin structure:

(3.32) D W C1.M; S. QP// �! C1.M; S. QP//:

We see that Proposition 1.1 applies; D is symmetric. Note also the grading:

(3.33) D W C1.M; S˙. QP // �! C1.M; S
. QP//:

In other words, this Dirac operator is of the form (1.3).
On a Riemannian manifold of dimension 2k with a spin structure QP ! M , let

F ! M be another vector bundle. Then the tensor product E D S. QP/˝ F is a
C l.M/-module in a natural fashion. If F has a connection, then E gets a natural
product connection. Then the construction (1.31)–(1.33) yields an operator DF
of Dirac type on sections of E; in fact

(3.34) DF W C1.M;E˙/ �! C1.M;E
/; E˙ D S˙. QP/˝ F:

If F has a metric connection, thenE gets a Clifford connection. The operatorDF
is called a twisted Dirac operator. Sometimes it will be convenient to distinguish
notationally the two pieces of DF ; we write

(3.35)
DC
F W C1.M;EC/ �! C1.M;E�/;

D�
F W C1.M;E�/ �! C1.M;EC/:

When dim M D 2k � 1 is odd, we use the representation (3.23) to form the
bundle of spinors

SC. QP / D QP �
D

C

1=2

SC.2k/:

The inclusion C l.2k � 1/ ,! C l0.2k/ defined by (3.20)–(3.21) makes SC.2k/ a
C l.2k � 1/-module, and analogues of Propositions 3.4 and 3.5 hold. Hence there
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arises a Dirac operator,D W C1.M; SC. QP// ! C1.M; SC. QP //. Twisted Dirac
operators also arise; however, in place of (3.34), we have DF W C1.M;EC/ !
C1.M;EC/, with EC D SC. QP /˝ F .

Exercises

1. Verify that the map (3.15) is an isomorphism and that the representations (3.17) of
Spin.V; g/ are irreducible when dim V D 2k.

2. Let � be as in Exercises 1–4 of �2, with n D 2k. Show that

a) the center of Spin.V; g/ consists of f1;�1; �;��g,
b) �.�/ leaves SC and S� invariant,
c) �.�/ commutes with the action of Cl0.V; g/ under �, hence with the represen-

tations D˙
1=2

of Spin.V; g/,
d) �.�/ acts as a pair of scalars on SC and S�, respectively. These scalars are the

two square roots of .�1/k .

3. Calculate �.�/ � 1 directly, making use of the definition (2.11). Hence match the scalars
in exercise 2d) to SC and S�. (Hint: �.ekC1 � � � e2k/ � 1 D .�i/kekC1 ^ � � � ^
e2k in ƒkCV: Using ejCk D i ej in V , for 1 � j � k, we have

�.�/ � 1 D �.e1 � � � ek/.e1 ^ � � � ^ ek/;
and there are k interior products to compute.)

4. Show that Cl Œ2�.V; g/, with the Lie algebra structure (2.19), is naturally isomorphic
to the Lie algebra of Spin.V; g/. In fact, if .ajk/ is a real, antisymmetric matrix, in
the Lie algebra of SO.n/, which is the same as that of Spin.n/, show that there is the
correspondence

A D .ajk/ 7! 1

4

X
ajk ej ek D �.A/:

In particular, show that �.A1A2 �A2A1/ D �.A1/�.A2/ � �.A2/�.A1/.
5. IfX is a spin manifold andM � X is an oriented submanifold of codimension 1, show

that M has a spin structure. Deduce that an oriented hypersurface in Rn has a spin
structure.

4. Weitzenbock formulas

Let E ! M be a Hermitian vector bundle with a metric connection r. Suppose
E is also a C l.M/-module and that r is a Clifford connection. If we consider
the Dirac-type operatorD W C1.M;E/ ! C1.M;E/ and the covariant deriva-
tive r W C1.M;E/ ! C1.M; T � ˝ E/, then D2 and r�r are operators on
C1.M;E/ with the same principal symbol. It is of interest to examine their dif-
ference, clearly a differential operator of order � 1. In fact, the difference has
order 0. This can be seen in principle from the following considerations. From
Exercise 4 of �1, we have

(4.1) D2.f '/ D f D2' � 2rgrad f ' � .�f /'
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when ' 2 C1.M;E/; f a scalar function. Similarly, we compute r�r.f '/.
The derivation property of r implies

(4.2) r.f '/ D f r' C df ˝ ':

To apply r� to this, first a short calculation gives

(4.3) r�f .u ˝ '/ D f r�.u ˝ '/ � hdf; ui';

for u 2 C1.M; T �/; ' 2 C1.M;E/, and hence

(4.4) r�.f r'/ D f r�r' � rgrad f ':

This gives r� applied to the first term on the right side of (4.2). To apply r� to
the other term, we can use the identity (see Appendix C, (1.35))

(4.5) r�.u ˝ '/ D �rU ' � .div U /';

where U is the vector field corresponding to u via the metric on M . Hence

(4.6) r�.df ˝ '/ D �rgrad f ' � .�f /':

Then (4.6) and (4.4) applied to (4.2) gives

(4.7) r�r.f '/ D f r�r' � 2rgrad f ' � .�f /':

Comparing (4.1) and (4.7), we have

(4.8) .D2 � r�r/.f '/ D f .D2 � r�r/';

which implies D2 � r�r has order zero, hence is given by a bundle map on E .
We now derive the Weitzenbock formula for what this difference is.

Proposition 4.1. If E ! M is a C l.M/-module with Clifford connection and
associated Dirac-type operatorD, then, for ' 2 C1.M;E/,

(4.9) D2' D r�r' �
X

j>k

vkvjK.ek; ej /';

where fej g is a local orthonormal frame of vector fields, with dual frame field
fvj g, andK is the curvature tensor of .E;r/.
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Proof. Starting with D' D i
P
vjrej ', we obtain

(4.10)

D2' D �
X

j;k

vkrek
�
vjrej '

�

D �
X

j;k

vk

h
vjrekrej ' C �rekvj

�rej '
i
;

using the compatibility condition (1.36). We replace rekrej by the Hessian, us-
ing the identity

(4.11) r2
ek ;ej

' D rekrej ' � rrek ej 'I

cf. (2.4) of Appendix C. We obtain

(4.12)

D2' D �
X

j;k

vkvjr2
ek ;ej

'

�
X

j;k

vk

h
vjrrek ej ' C �rekvj

�rej '
i
:

Let us look at each of the two double sums on the right. Using v2j D 1 and the
anticommutator property vkvj D �vj vk for k ¤ j , we see that the first double
sum becomes

(4.13) �
X

j

r2
ej ;ej

' �
X

j>k

vkvjK.ek; ej /';

since the antisymmetric part of the Hessian is the curvature. This is equal to the
right side of (4.9), in light of the formula for r�r established in Proposition 2.1
of Appendix C. As for the remaining double sum in (4.12), for any p 2 M , we
can choose a local orthonormal frame field fej g such that rej ek D 0 at p, and
then this term vanishes at p. This proves (4.9).

We denote the differenceD2 � r�r by K, so

(4.14) .D2 � r�r/' D K'; K 2 C1.M;End E/:

The formula for K in (4.9) can also be written as

(4.15) K' D �1
2

X

j;k

vkvjK.ek; ej /':

Since a number of formulas that follow will involve multiple summation, we will
use the summation convention.



4. Weitzenbock formulas 303

This general formula for K simplifies further in some important special cases.
The first simple example of this will be useful for further calculations.

Proposition 4.2. Let E D ƒ�M , with C l.M/-module structure and connection
described in �1, so K 2 C1.M;End ƒ�/. In this case,

(4.16) u 2 ƒ1M H) Ku D Ric.u/:

Proof. The curvature of ƒ�M is a sum of curvatures of each factor ƒkM . In
particular, if fej ; vj g is a local dual pair of frame fields,

(4.17) K.ei ; ej /vk D �Rk`ij v`;

where Rk`ij are the components of the Riemann tensor, with respect to these
frame fields, and we use the summation convention. In light of (4.15), the desired
identity (4.16), will hold provided

(4.18)
1

2
vivj v`R

k
`ij D Ric.vk/;

so it remains to establish this identity. Since, if .i; j; `/ are distinct, vivj v` D
v`vivj D vj v`vi , and since by Bianchi’s first identity

Rk`ij CRk j`i CRk ij` D 0;

it follows that in summing the left side of (4.18), the sum over .i; j; `/ distinct
vanishes. By antisymmetry of Rk`ij , the terms with i D j vanish. Thus the only
contributions arise from i D ` ¤ j and i ¤ ` D j . Therefore, the left side of
(4.18) is equal to

(4.19)
1

2

��vjRk iij C viR
k

jij
� D viR

k
jij D Ric.vk/;

which completes the proof.

We next derive Lichnerowicz’s calculation of K when E D S. QP/, the spinor
bundle of a manifold M with spin structure. First we need an expression for the
curvature of S. QP/.
Lemma 4.3. The curvature tensor of the spinor bundle S. QP / is given by

(4.20) K.ei ; ej /' D 1

4
Rk`ij vkv`':

Proof. This follows from the relation between curvatures on vector bundles and
on principal bundles established in Appendix C, �6, together with the identifica-
tion of the Lie algebra of Spin.n/ with C l Œ2�.n/ given in Exercise 4 of �3.
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Proposition 4.4. For the spin bundle S. QP/; K 2 C1.M;End S. QP// is given by

(4.21) K' D 1

4
S';

where S is the scalar curvature of M .

Proof. Using (4.20), the general formula (4.15) yields

(4.22) K' D �1
8
Rk`ij vivj vkv`' D 1

8
vivj v`R

k
`ij vk';

the last identity holding by the anticommutation relations; note that only the sum
over k ¤ ` counts. Now, by (4.18), this becomes

(4.23)

K' D 1

4
vivkR

k
jij'

D 1

4
Rici i' (by symmetry)

D 1

4
S';

completing the proof.

We record the generalization of Proposition 4.4 to the case of twisted Dirac
operators. We mention that one often sees a different sign before the sum, due to
a different sign convention for Clifford algebras.

Proposition 4.5. Let E ! M have a metric connection r, with curvature RE .
For the twisted Dirac operator on sections of F D S. QP/ ˝ E , the section K of
End F has the form

(4.24) K' D 1

4
S' � 1

2

X

i;j

vivjR
E .ei ; ej /':

Proof. Here RE .ei ; ej / is shorthand for I ˝ RE .ei ; ej / acting on S. QP/ ˝ E .
This formula is a consequence of the general formula (4.15) and the argument
proving Proposition 4.4, since the curvature of S. QP/˝E isK˝I CI ˝RE ; K

being the curvature of S. QP /, given by (4.20).

These Weitzenbock formulas will be of use in the following sections. Here we
draw some interesting conclusions, due to Bochner and Lichnerowitz.

Proposition 4.6. If M is compact and connected, and the section K in (4.14)–
(4.15) has the property that K � 0 on M and K > 0 at some point, then ker
D D 0.
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Proof. This is immediate from

.D2'; '/ D .K'; '/C kr'k2
L2
:

Proposition 4.7. IfM is a compact Riemannian manifold with positive Ricci ten-
sor, then b1.M/ D 0, that is, the deRham cohomology group H1.M;R/ D 0.

Proof. Via Hodge theory, we want to show that if u 2 ƒ1.M/ and du D d�u D 0,
then u D 0. This hypothesis impliesDu D 0, whereD is the Dirac-type operator
dealt with in Proposition 4.2. Consequently we have, for a 1-form u on M ,

(4.25) kDuk2
L2

D �
Ric.u/; u

�C kruk2
L2
;

so the result follows.

Proposition 4.8. If M is a compact, connected Riemannian manifold with a spin
structure whose scalar curvature is � 0 onM and> 0 at some point, thenM has
no nonzero harmonic spinors, that is, ker D D 0 in C1.M; S. QP //.

Proof. In light of (4.21), this is a special case of Proposition 4.6.

Exercises

1. Let � be the Laplace operator on functions (0-forms) on a compact Riemannian mani-
foldM; �k the Hodge Laplacian on k-forms. If Spec.��/ consists of 0 D �0 < �1 �
�2 � � � � , show that �1 2 Spec.��1/.

2. If Ric � c0I on M , show that �1 � c0.
3. Recall the deformation tensor of a vector field u:

Def u D 1

2
Lug D 1

2
.ru C rut /; Def W C1.M; T / ! C1.M; S2/:

Show that
Def�v D � div v;

where .div v/j D vjk Ik . Establish the Weitzenbock formula

(4.26) 2 div Def u D �r�ru C grad div u C Ric.u/:

The operator div on the right is the usual divergence operator on vector fields. (This
formula will appear again in Chap. 17, in the study of the Navier–Stokes equation.)

4. SupposeM is a compact, connected Riemannian manifold, whose Ricci tensor satisfies

(4.27) Ric.x/ � 0 on M; Ric.x0/ < 0; for some x0 2 M:
Show that the operator Def is injective, so there are no nontrivial Killing fields on M ,
hence no nontrivial one-parameter groups of isometries. (Hint: From (4.26), we have

(4.28) 2kDef uk2
L2

D kruk2
L2

C kdiv uk2 � �
Ric.u/; u

�
L2
:/
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5. As shown in (3.39) of Chap. 2, the equation of a conformal Killing field on an
n-dimensional Riemannian manifold M is

(4.29) Def X � 1

n

�
div X

�
g D 0:

Note that the left side is the trace-free part of Def X 2 C1.M; S2T �/. Denote it by
DTFX . Show that

(4.30) D�
TF D � div

ˇ̌
S2
0
T �
; D�

TFDTFX D � div Def X C 1

n

�
grad div X

�
;

where S20T
� is the trace-free part of S2T �. Show that

(4.31) kDTFXk2
L2

D 1

2
krXk2

L2
C
�
1

2
� 1

n

	
kdiv Xk2

L2
� 1

2

�
Ric.X/; X

�
L2
:

Deduce that if M is compact and satisfies (4.27), then M has no nontrivial one-
parameter group of conformal diffeomorphisms.

6. Show that if M is a compact Riemannian manifold which is Ricci flat (i.e., Ric D 0),
then every conformal Killing field is a Killing field, and the dimension of the space of
Killing fields is given by

(4.32) dimR ker Def D dim H1.M;R/:

(Hint: Combine (4.25) and (4.28).)
7. Suppose dim M D 2 and M is compact and connected. Show that, for u 2
C1.M; S20T �/,

kD�
TF uk2

L2
D 1

2
kruk2

L2
C
Z

M

Kjuj2 dV;

where K is the Gauss curvature. Deduce that ifK � 0 on M , and K.x0/ > 0 for some
x0 2 M , then Ker D�

TF
D 0. Compare with Exercises 6–8 of �10.

8. If u and v are vector fields on a Riemannian manifold M , show that

(4.33) div ruv D ru.div v/C Tr
�
.ru/.rv/� � Ric.u; v/:

Compare with formula (3.17) in Chap. 17, on the Euler equation. Relate this identity to
the Weitzenbock formula for � on 1-forms (a special case of Proposition 4.2).

5. Index of Dirac operators

If D W C1.M;E0/ ! C1.M;E1/ is an elliptic, first-order differential operator
between sections of vector bundles E0 and E1 over a compact manifoldM , then,
as we have seen, D W H kC1.M;E0/ ! H k.M;E1/ is Fredholm, for any real k.
Furthermore, kerD is a finite-dimensional subspace of C1.M;E0/, independent
of k, and D� W H�k.M;E1/ ! H�k�1.M;E0/ has the same properties. A
quantity of substantial importance is the index of D:

(5.1) IndexD D dim ker D � dim ker D�:



5. Index of Dirac operators 307

In this section and the next we derive a formula for this index, due to Atiyah and
Singer. Later sections will consider a few applications of this formula.

One basic case for such index theorems is that of twisted Dirac operators.
Thus, let F ! M be a vector bundle with metric connection, over a compact
Riemannian manifold M with a spin structure. Assume dim M D n D 2k is
even. The twisted Dirac operator constructed in �3 in particular gives an elliptic
operator

(5.2) DF W C1.M; SC. QP /˝ F / �! C1.M; S�. QP /˝ F /:

The Atiyah–Singer formula for the index of this operator is given as follows.

Theorem 5.1. IfM is a compact Riemannian manifold of dimension n D 2k with
spin structure andDF the twisted Dirac operator (5.2), then

(5.3) Index DF D h OA.M/Ch.F /; ŒM 	i:

What is meant by the right side of (5.3) is the following. OA.M/ and Ch.F / are
certain characteristic classes; each is a sum of even-order differential forms on
M , computed from the curvatures of S. QP/ and F , respectively. We will derive
explicit formulas for what these are in the course of the proof of this theorem,
in the next section, so we will not give the formulas here. The pairing with M
indicated in (5.3) is the integration over M of the form of degree 2k D n arising
in the product OA.M/Ch.F /.

The choice of notation in OA.M/ and Ch.F / indicates an independence of such
particulars as the choice of Riemannian metric onM and of connection onF . This
is part of the nature of characteristic classes, at least after integration is performed;
for a discussion of this, see �7 of Appendix C. There is also a simple direct reason
why Index DF does not depend on such choices. Namely, any two Riemannian
metrics on M can be deformed to each other, and any two connections on F can
be deformed to each other. The invariance of the index of DF is thus a special
case of the following.

Proposition 5.2. If Ds ; 0 � s � 1, is a continuous family of elliptic differen-
tial operators Ds W C1.M;E0/ ! C1.M;E1/ of first order, then Index Ds is
independent of s.

Proof. We have a norm-continuous family of Fredholm operators Ds W
H 1.M;E0/ ! L2.M;E1/; the constancy of the index of any continuous family
of Fredholm operators is proved in Appendix A, Proposition 7.4.

The proof of Theorem 5.1 will be via the heat-equation method, involv-
ing a comparison of the spectra of D�D and DD�, self-adjoint operators on
L2.M;E0/ and L2.M;E1/, respectively. As we know, since D�D D L0 and
DD� D L1 are both elliptic and self-adjoint, they have discrete spectra, with
eigenspaces of finite dimension, contained in C1.M;Ej /, say

(5.4) Eigen.Lj ; �/ D fu 2 C1.M;Ej / W Lj u D �ug:
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We have the following result:

Proposition 5.3. The spectra of L0 and L1 are discrete subsets of Œ0;1/ which
coincide, except perhaps at 0. All nonnero eigenvalues have the same finite
multiplicity.

Proof. It is easy to see that for each � 2 Œ0;1/; D W Eigen.L0; �/ !
Eigen.L1; �/ andD� W Eigen.L1; �/ ! Eigen.L0; �/. For � ¤ 0; D and ��1D�
are inverses of each other on these spaces.

We know from the spectral theory of Chap. 8 that '.L0/ and '.L1/ are trace
class for any ' 2 S.R/. We hence have the following.

Proposition 5.4. For any ' 2 S.R/, with '.0/ D 1,

(5.5) Index D D Tr '.D�D/ � Tr '.DD�/:

In particular, for any t > 0,

(5.6) IndexD D Tr e�tD�D � Tr e�tDD�

:

Now, wheneverD is of Dirac type, soD�D D L0 andDD� D L1 have scalar
principal symbol, results of Chap. 7 show that

(5.7) e�tLj u.x/ D
Z

M

kj .t; x; y/ u.y/ dV.y/;

with

(5.8) kj .t; x; x/ � t�n=2
h
aj0.x/C aj1.x/t C � � � C aj`.x/t

` C � � �
i
;

as t & 0, with aj 2 C1.M;End Ej /, so

(5.9) Tr e�tLj � t�n=2
�
bj0 C bj1t C � � � C bj`t

` C � � �
�
;

with

(5.10) bj` D
Z

M

Tr aj`.x/ dV.x/:
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In light of (5.6), we have the following result:

Proposition 5.5. If D is of Dirac type on M; of dimension n D 2k, then

(5.11) Index D D b0k � b1k D
Z

M

Tr
�
a0k.x/ � a1k.x/

�
dV.x/;

where aj` are the coefficients in (5.8).

We remark that these calculations are valid for dim M D n odd. In that case,
there is no coefficient of t0 in (5.8) or (5.9), so the identity (5.6) implies Index
D D 0 for dimM odd. In fact, this holds for any elliptic differential operator, not
necessarily of Dirac type. On the other hand, if dim M is odd, there exist elliptic
pseudodifferential operators on M with nonzero index.

We will establish the Atiyah–Singer formula (5.3) in the next section by show-
ing that, for a twisted Dirac operator DF , the 2k-form part of the right side of
the formula (5.3), with OA.M/ and Ch.F / given by curvatures in an appropriate
fashion, is equal pointwise on M to the integrand in (5.11). Such an identity is
called a local index formula.

6. Proof of the local index formula

Let DF be a twisted Dirac operator on a compact spin manifold, as in (5.2). If
L0 D D�

FDF and L1 D DFD
�
F , we saw in �5 that, for all t > 0,

(6.1) IndexDF D
Z

M

h
Tr k0.t; x; x/ � Tr k1.t; x; x/

i
dV.x/;

where kj .t; x; y/ are the Schwartz kernels of the operators e�tLj . In the index for-
mula stated in (5.3), OA.M/ and Ch.F / are to be regarded as differential forms on
M , arising in a fashion we will specify later in this section, from curvature forms
given by the spin structure onM and a connection on F ; the product is the wedge
product of forms. The following is the local index formula, which refines (5.3).

Theorem 6.1. For the twisted Dirac operatorDF , we have the pointwise identity

(6.2) lim
t!0

�
Tr k0.t; x; x/ � Tr k1.t; x; x/

�
dV D ˚ OA.M/ ^ Ch.F /


n
;

where fˇgn denotes the component of degree n D dimM of a differential form ˇ,
and dV denotes the volume form of the oriented manifoldM .

We first obtain a formula for the difference in the traces of k0.t; x; x/ and of
k1.t; x; x/, which are elements of End..S˙/x ˝ Fx/. It is convenient to put these
together, and consider

(6.3) K D
�
k0 0

0 k1

	
2 End.S ˝ F /;
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where S D SC ˚ S�, and we have dropped x and t . Using the isomorphism
(2.14), � W Cl.2k/ ! End S , we can write

(6.4) End.S ˝ F / D Cl.2k/˝ End.F /:

We will suppose dimM D n D 2k. In other words, we can think of an element of
End.S ˝ F / as a combination of elements of the Clifford algebra, whose coeffi-
cients are linear transformations on F . Since (6.3) preserves SC ˝F and S� ˝F ,
we have

(6.5) K 2 Cl0.2k/˝ End.F /:

For K of the form (6.3), the difference Tr k0� Tr k1 is called the “supertrace”
of K , written

(6.6) Str K D Tr."K/; with " D
�
1 0

0 �1
	
:

The first key step in establishing (6.2) is the following identity, which arose in the
work of F. Berezin [Ber] and V. Patodi [Pt1]. Define the map

(6.7)  W Cl.2k/ �! C

to be the evaluation of the coefficient of the “volume element” � D e1 � � � e2k ,
introduced in Exercises 1–4 of �2. Similarly define

(6.8) F W Cl.2k/˝ End.F / �! End F; Q W Cl.2k/˝ End.F / �! C

to be

(6.9) F D  ˝ I; Q D Tr ı F ;

where the last trace is Tr : End F ! C.

Lemma 6.2. The supertrace is given by

(6.10) Str K D .�2i/k Q.K/;

using the identification (6.4).

Proof. If this is established for the case F D C, the general case follows easily.
We note that, with � D e1 � � � e2k ,

S˙ D fx 2 S W �.ik�/x D ˙xg:

Thus, for K 2 Cl.2k/,

(6.11) Str K D Tr.ik�K/:
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Thus (6.10) is equivalent to

(6.12) Tr w D 2k w0;

for w 2 Cl.2k/ � End S , where w0 is the scalar term in the expansion (2.2) for
w. This in turn follows from

(6.13) Tr 1 D 2k

and

(6.14) Tr ei11 � � � einn D 0 if i1 C � � � C in > 0; i	 D 0 or 1:

To verify these identities, note that 1 acts on S as the identity, so (6.13) holds
by the computation of dim S . As for (6.14), using S ˝ S 0 � Cl.2k/, we see
that (6.14) is a multiple of the trace of ei11 � � � einn acting on Cl.2k/ by Clifford
multiplication, which is clearly zero. The proof is complete.

Thus we want to analyze the C l Œ2k�.2k/˝ End F component of K.t; x; x/,
the value on the diagonal of K.t; x; y/, the Schwartz kernel of

e�tD2
F D

�
e�tL0 0

0 e�tL1

	
:

We recall that a construction ofK.t; x; y/ was made in Chap. 7, �13. It was shown
that, in local coordinates and with a local choice of trivializations of S. QP / and of
F , we could write, modulo a negligible error,

(6.15) e�tD2
F u.x/ D .2�/�n=2

Z
a.t; x; �/Ou.�/eix�� d�;

where the amplitude a.t; x; �/ has an asymptotic expansion

(6.16) a.t; x; �/ �
X

j�0
aj .t; x; �/:

The terms aj .t; x; �/ were defined recursively in the following manner. If, with
such local coordinates and trivializations,

(6.17) D2
F D L.x;Dx/;

then, by the Leibniz formula, write

(6.18)

L.a eix��/ D eix�� X

j˛j�2

i j˛j

˛Š
L.˛/.x; �/ D˛

xa.t; x; �/

D eix��
"
L2.x; �/a.t; x; �/ C

2X

`D1
B2�`.x; �;Dx/a.t; x; �/

#
;
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where B2�`.x; �;Dx/ is a differential operator (of order `) whose coefficients are
polynomials in �, homogeneous of degree 2 � ` in �: L2.x; �/ is the principal
symbol of L D D2

F .
Thus we want the amplitude a.t; x; �/ in (6.15) to satisfy formally

(6.19)
@a

@t
� �L2a �

2X

`D1
B2�`.x; �;Dx/a:

If a is taken to have the form (6.16), we produce the following transport equations
for aj :

(6.20)
@a0

@t
D �L2.x; �/a0.t; x; �/

and, for j � 1,

(6.21)
@aj

@t
D �L2.x; �/aj C�j .t; x; �/;

where

(6.22) �j .t; x; �/ D �
2X

`D1
B2�`.x; �;Dx/aj�`.t; x; �/:

By convention, we set a�1 D 0. So that (6.15) reduces to Fourier inversion at
t D 0, we set

(6.23) a0.0; x; �/ D 1; aj .0; x; �/ D 0; for j � 1:

Then we have

(6.24) a0.t; x; �/ D e�tL2.x;�/:

The solution to (6.21) is

(6.25) aj .t; x; �/ D
Z t

0

e.s�t/L2.x;�/ �j .s; x; �/ ds:

Now, as shown in Chap. 7, we have

(6.26) Tr e�tL �
X

j�0
Tr
“

aj .t; x; �/ d� dx;

with

(6.27)
Z
aj .t; x; �/ d� D t .�nCj /=2bj .x/:
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Furthermore, the integral (6.27) vanishes for j odd. Thus we have the expansion

(6.28) K.t; x; x/ � t�n=2
h
a0.x/C a1.x/t C � � � C a`.x/t

` C � � �
i
;

with aj .x/ D b2j .x/.
Our goal is to analyze the Cl Œ2k�˝ End F component of ak.x/, with nD 2k.

In fact, the way the local index formula (6.2) is stated, the claim is made that
a`.x/ has zero component in this space, for ` < k. The next lemma gives a more
precise result. Its proof will also put us in a better position to evaluate the trea-
sured Cl Œ2� ˝ End F component of ak.x/. Recall the filtration (2.20) of C l0.2k/;
complexification gives a similar filtration of Cl.2k/.

Lemma 6.3. In the expansion (6.28), we have

(6.29) aj .x/ 2 Cl .2j /.2k/˝ End F; 0 � j � k:

In order to prove this, we examine the expression forL D D2
F , in local coordi-

nates, with respect to convenient local trivializations of S. QP/ and F . Fix x0 2 M .
Use geodesic normal coordinates centered at x0; in these coordinates, x0 D 0. Let
fe˛g denote an orthonormal frame of tangent vectors, obtained by parallel trans-
lation along geodesics from x0 of an orthonormal basis of Tx0M ; let fv˛g denote
the dual frame. The frame fe˛g gives rise to a local trivialization of the spinor bun-
dle S. QP/. Finally, choose an orthonormal frame f'�g of F , obtained by parallel
translation along geodesics from x0 of an orthonormal basis of Fx0 . The connec-
tion coefficients for the Levi–Civita connection will be denoted as �k`j for the
coordinate frame, �˛ˇj for the frame fe˛g; both sets of connection coefficients
vanish at 0, their first derivatives at 0 being given in terms of the Riemann curva-
ture tensor. Similarly, denote by �j D �

��	j
�

the connection coefficients for F ,
with respect to the frame f'�g. Denote by ˆ˛ˇ the curvature of F , with respect
to the frame fe˛g.

With respect to these choices, we write down a local coordinate expression for
D2
F , using the Weitzenbock formula

D2
F D r�r C 1

4
S � 1

2
v˛vˇˆ˛ˇ ;

together with the identity r�r D �� ır2, proved in Proposition 2.1 of Appendix
C. We obtain

(6.30)
D2
F D �gj`

�
@j C 1

4
�ˇ j̨ v˛vˇ C �j

��
@` C 1

4
�ı�` v�vı C �`

�

C gj`� i j̀

�
@i C 1

4
�ˇ˛iv˛vˇ C �i

�
C 1

4
S � 1

2
ˆ˛ˇv˛vˇ :
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This has scalar second-order part. The coefficients of @j are products of elements
of C l .2/.2k/ with connection coefficients, which vanish at 0. Terms involving no
derivatives include products of elements ofC l .2/.2k/with curvatures, which may
not vanish, and products of elements of C l .4/.2k/ with coefficients that vanish to
second order at 0.

Hence we can say the following about the operators B2�`.x; �;Dx/, which
arise in (6.18) and which enter into the recursive formulas for aj .t; x; �/. First,
B0.x; �;Dx/, a differential operator of order 2 that is homogeneous of degree 0
in � (thus actually independent of �), can be written as

B0.x; �;Dx/ D
X

j˛j�2
B0˛.x; �/D

˛
x ;

where B00.x; �/ has coefficients in C l .2/.2k/, and also coefficients that are
O.jxj2/ in C l .4/.2k/I B0˛.x; �/ for j˛j D 1 has some coefficients that are
O.jxj/ in C l .2/.2k/. Each B0˛.x; �/ for j˛j D 2 is scalar. Note that B0.x; �;Dx/
acts on aj�2.t; x; �/ in the recursive formula (6.21)–(6.22) for aj .t; x; �/.

The operator B1.x; �;Dx/, a differential operator of order 1 that is homoge-
neous of degree 1 in �, can be written as

B1.x; �;Dx/ D
X

j˛j�1
B1˛.x; �/D

˛
x ;

and among the coefficients are terms that are O.jxj/ in C l .2/.2k/. The operator
B1.x; �;Dx/ acts on aj�1.t; x; �/ in (6.21)–(6.22).

We see that while the coefficients in C l Œ`�.2k/ in aj .t; x; �/ give rise to co-
efficients in C l Œ`C2�.2k/ in ajC1.t; x; �/ and in C l Œ`C4�.2k/ in ajC2.t; x; �/,
the degree of vanishing described above leads exactly to the sort of increase in
“Clifford order” stated in Lemma 6.3, which is consequently proved.

The proof of Lemma 6.3 gives more. Namely, the C l Œ2j �-components of
aj .x0/, for 0 � j � k, are unchanged if we replaceD2

F by the following:

(6.31) QL D �
nX

jD1

�
@

@xj
� 1

8
�j`x`

	2
� 1

2
ˆ˛ˇv˛vˇ ;

where�j` denotes the Riemann curvature tensor, acting on sections of S. QP/ as

(6.32) �j` D Rj`˛ˇ v˛vˇ :

In (6.31), summation over ` is understood. At this point, we can exploit a key ob-
servation of Getzler—that the Schwartz kernel QK.t; x; y/ of e�t QL can be evaluated
in closed form at y D 0—by exploiting the similarity of (6.31) with the harmonic
oscillator Hamiltonian, whose exponential is given by Mehler’s formula, provided
we modify QL in the following fashion.
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Namely, for the purpose of picking out the C l Œ2j �-components of aj .x0/, we
might as well let QL act on sections of C l.2k/˝F rather than S. QP/˝F , and then
we use the linear isomorphism C l.2k/ � ƒ�Rn, and let the products involving
v˛ and vˇ in (6.31) and (6.32) be wedge products, which, after all, for the purpose
of our calculation are the principal parts of the Clifford products.

We can then separate QL into two commuting parts. Let QL0 denote the sum over
j in (6.31), and let QK0.t; x; y/ be the Schwartz kernel of e�t QL0 . We can evaluate
QK0.t; x; 0/ using Mehler’s formula, established in �6 of Chap. 8 (see particularly

Exercises 6 and 7 at the end of that section), which implies that whenever .�j`/
is an antisymmetric matrix of imaginary numbers (hence a self-adjoint matrix),
then

(6.33) QK0.t; x; 0/ D .4�t/�n=2 det
� �t=4

sinh.�t=4/

�1=2
e�.f .�t=4/x;x/=4t ;

where f .s/ D 2s coth 2s. Now it is straightforward to verify that this formula is
also valid whenever � is a nilpotent element of any commutative ring (assumed
to be an algebra over C), as in the case (6.32), where � is an End.Tx0M/-valued
2-form. Evaluating (6.33) at x D 0 gives

(6.34) QK0.t; 0; 0/ D .4�t/�n=2 det
� �t=4

sinh.�t=4/

�1=2
:

When � is the curvature 2-form of M , with its Riemannian metric, this is to
be interpreted in the same way as the characteristic classes discussed in �7 of
Appendix C. The OA-genus of M is defined to be this determinant, at t D 1=2�i :

(6.35) OA.M/ D det
� �=8�i

sinh.�=8�i/

�1=2
:

The C l Œ2k�-component of the t0-coefficient in the expansion of e�t QL is
.�2i/�k times the 2k-form part of the product of (6.35) with Tr e�ˆ=2i , where
ˆ is the End F -valued curvature 2-form of the connection on F . This is also a
characteristic class; we have the Chern character:

(6.36) Ch.F / D Tr e�ˆ=2i :

This completes the proof of Theorem 6.1.

Exercises

1. Write out the first few terms in the expansion of the formula (6.35) for OA.M/, such as
forms of degree 0, 4, 8.

2. If M is a compact, oriented, four-dimensional manifold, show that
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(6.37) h OA.M/; ŒM	i D � 1

24

Z

M

p1.TM/;

where p1 is the first Pontrjagin class, defined in �7 of Appendix C.
3. If M D CP 2, show that h OA.M/; ŒM	i D �1=8. Deduce that CP 2 has no spin struc-

ture.
4. IfM is a spin manifold with positive scalar curvature, to which Proposition 4.8 applies,

show that h OA.M/; ŒM	i D 0. What can you deduce about the right side of (5.3) in such
a case? Consider particularly the case where dim M D 4.

5. Let Fj ! M be complex vector bundles. Show that

Ch.F1 ˚ F2/ D Ch.F1/C Ch.F2/;

Ch.F1 ˝ F2/ D Ch.F1/ ^ Ch.F2/:

6. If F ! M is a complex line bundle, relate Ch.F / to the first Chern class c1.F /,
defined in �7 of Appendix C.

7. The Chern–Gauss–Bonnet theorem

Here we deduce from the Atiyah–Singer formula (5.3) the generalized Gauss–
Bonnet formula expressing as an integrated curvature the Euler characteristic
�.M/ of a compact, oriented Riemannian manifold M , of dimension n D 2k.
As we know from Hodge theory, �.M/ is the index of

(7.1) d C d� W ƒevenM �! ƒoddM:

This is an operator of Dirac type, but it is not actually a twisted Dirac operator of
the form (3.34), even when M has a spin structure. Rather, a further twist in the
twisting procedure is required. Until near the end of this section, we assume that
M has a spin structure.

With V D R2k , we can identifyCƒ�V , both as a linear space and as a Clifford
module, with Cl.2k/. Recall the isomorphism (2.14):

(7.2) � W Cl.2k/ �! End S;

where S D S.2k/ D SC.2k/˚ S�.2k/. This can be rewritten as

Cl.2k/ � S ˝ S 0:

Now if Cl.2k/ acts on the left factor of this tensor product, then there is a twisted
Dirac operator

(7.3)

�
0 D�

S 0

DC
S 0 0

	
;
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produced from the grading S ˝ S 0 D .SC ˝ S 0/ ˚ .S� ˝ S 0/, but this is
not the operator (7.1). Rather, it is the signature operator. To produce (7.1), we
use the identities CƒevenV D Cl0.2k/ and CƒoddV D Cl1.2k/. Recall the
isomorphism (3.15):

(7.4) � W Cl0.2k/ �! End SC ˚ End S�:

We rewrite this as

(7.5) Cl0.2k/ � .SC ˝ S 0C/˚ .S� ˝ S 0�/:

Similarly, we have an isomorphism

(7.6) � W Cl1.2k/ �! Hom.SC; S�/˚ Hom.S�; SC/;

which we rewrite as

(7.7) Cl1.2k/ � .S� ˝ S 0C/˚ .SC ˝ S 0�/:

It follows from this that the operator (7.1) is a “twisted” Dirac operator of the
form

(7.8) D D
0

@
0 D�

S 0

C

˚DC
S 0

�

DC
S 0

C

˚D�
S 0

�

0

1

A :

In other words, the index �.M/ of (7.1) is a difference:

IndexDC
S 0

C

� IndexDC
S 0

�

;

since IndexD�
S 0

�

D � IndexDC
S 0

�

. Furthermore, this difference is respected in the
local index formula, an observation that will be useful later when we remove the
hypothesis that M have a spin structure.

The Atiyah–Singer formula (5.3) thus yields

(7.9) �.M/ D ˝ OA.M/ŒCh.S 0C/� Ch.S 0�/	; ŒM 	
˛
:

The major step from here to the Chern–Gauss–Bonnet theorem is to produce a
2k-form on M expressing Ch.S 0C/ � Ch.S 0�/ in purely differential geometric
terms, independent of a spin structure.

If �˙ are the representations of Spin.2k/ on S˙, d�˙ the derived representa-
tions of spin.2k/, and Q� the spin.2k/-valued curvature form on QP , then

(7.10) Ch.S˙/ D Tr e�d
˙
. Q�/=2i ;
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a sum of even-order forms formally related to the characters of �˙,

(7.11) �˙.g/ D Tr �˙.g/; g 2 Spin.2k/:

Note that dim SC D dim S� implies �C.e/ � ��.e/ D 0. It is a fact of great
significance that the difference �C.g/ � ��.g/ vanishes to order k at the iden-
tity element e 2 Spin.2k/. More precisely, we have the following. Take X 2
spin.2k/ � so.2k/, identified with a real, skew-symmetric matrix, X D .Xij /;

there is the exponential map Exp : spin.2k/ ! Spin.2k/. The key formula is
given as follows:

Lemma 7.1. For X 2 so.2k/,

(7.12) lim
t!0

t�k
�
�C.Exp tX/ � ��.Exp tX/

� D .�i/k Pf .X/:

Here, Pf : so.2k/ ! R is the Pfaffian, defined as follows. Associate to X 2
so.2k/ the 2-form

(7.13) � D �.X/ D 1

2

X
Xij ei ^ ej ;

e1; : : : ; e2k denoting an oriented orthonormal basis of R2k . Then

(7.14) kŠ .Pf X/e1 ^ � � � ^ e2k D � ^ � � � ^ � .k factors/:

It follows from this definition that if T W R2k ! R2k is linear, then T ��.X/ D
�.T tXT /, so

(7.15) Pf .T tXT / D .det T /Pf .X/:

Now any X 2 so.n/ can be written as X D T tAT , where T 2 SO.n/, and A is a
sum of 2 � 2, skew-symmetric blocks, of the form

A	 D
�
0 a	

�a	 0

	
; a	 2 R:

Thus �.A/ D a1e1 ^ e2 C � � � C ake2k�1 ^ e2k , so

(7.16) Pf .X/ D Pf .A/ D a1 � � �ak:

It follows that

(7.17) Pf .X/2 D det X:
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We also note that, if one uses Clifford multiplication rather than exterior
multiplication, on k factors of �.X/, then the result has as its highest-order term
kŠ.Pf X/e1 � � � e2k . In other words, in terms of the map  W C l.2k/ ! C of (7.7),

(7.18) kŠ.Pf X/ D .� � � � �/;

with k factors of �.
To prove Lemma 7.1, note that the representation � D �C ˚ �� of Spin.2k/

on S D SC ˚ S� is the restriction to Spin.2k/ of the representation � of C l.2k/
on S characterized by (2.11). Consequently, in view of Exercise 4 in �3,

(7.19) Tr �C.Exp tX/ � Tr ��.Exp tX/ D Str �
�
et
P
Xij eiej =4

�
;

where Str stands for the supertrace, as in (6.6). This can be evaluated by Berezin’s
formula, (6.10), as .�2i/k times the coefficient of � D e1 � � � e2k in et

P
Xij ei ej =4.

Now the lowest power of t in the power-series expansion of this quantity, which
has a multiple of � as coefficient, is the kth power; the corresponding term is

(7.20)
1

kŠ

tk

4k

�X
Xij eiej

�k D tk

2k

�
Pf X

�
� C � � � ;

by (7.18). Thus, by (6.10), the leading term in the expansion in powers of t of
(7.19) is .�i t/k.Pf X/, which proves (7.12).

We remark that the formula (7.12) plays a central role in the proof of the index
formula for (twisted) Dirac operators, in the papers of Bismut [Bi] and of Berline–
Vergne [BV].

In �8 of Appendix C, it is shown that the Pfaffian arises directly for the general-
ized Gauss–Bonnet formula for a hypersurfaceM � R2kC1 when one expresses
the degree of the Gauss mapM ! S2k as an integral of the Jacobian determinant
of the Gauss map and evaluates this Jacobian determinant using the Weingarten
formula and Gauss’ Theorema Egregium.

From (7.12) it follows that

(7.21) Ch.S 0C/ � Ch.S 0�/ D .2�/�k Pf .�/:

This is defined independently of any spin structure on M . Since locally any
manifold has spin structures, the local index formula of �6 provides us with the
following conclusion.

Theorem 7.2. If M is a compact, oriented Riemannian manifold of dimension
n D 2k, then the Euler characteristic �.M/ satisfies the identity

(7.22) �.M/ D .2�/�k
Z

M

Pf .�/:
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Proof. It remains only to note that in the formula

.2�/�kh OA.M/Pf .�/; ŒM 	i D �.M/;

since the factor Pf.�/ is a pure form of degree 2k D n, only the leading term 1 in
OA.M/ contributes to this product.

Exercises

1. Verify that when dim M D 2, the formula (7.22) coincides with the classical Gauss–
Bonnet formula:

(7.23)
Z

M

K dV D 2��.M/:

2. Work out “more explicitly” the formula (7.22) when dim M D 4. Show that

(7.24) �.M/ D 1

8�2

Z

M

�
jRj2 � 4jRicj2 C S2

�
dV;

where R is the Riemann curvature tensor, Ric the Ricci tensor, and S the scalar curva-
ture. For some applications, see [An].

3. Evaluate (7.19); show that

(7.25) Str �
�
et
P
Xij eiej =4

�
D .�i t/k det

� sinh tX=2

tX=2

�1=2
Pf X:

(Hint: Reduce to the case where X is a sum of 2 � 2 blocks.)
4. Apply Theorem 6.1 to give a formula for the index of the signature operator DC

H
, using

the representation (7.3) of DC
H

˚D�
H

as a twisted Dirac operator. Justify the formula
whenM has no spin structure. Show that, ifM is a compact, oriented 4-manifold, then

(7.26) Index DC
H

D �8h OA.M/; ŒM	i:
(Hint: Take a peek in [Roe].)

8. Spinc manifolds

Here we consider a structure that arises more frequently than a spin structure,
namely a spinc structure. Let M be an oriented Riemannian manifold of dimen-
sion n; P ! M the principal SO.n/-bundle of oriented orthonormal frames. A
spinc structure on M is a principal bundleQ ! M with structure group

(8.1) Spinc.n/ D Spin.n/ � S1=f.1; 1/; .�1;�1/g D G:
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Note that f�1; 1g � Spin.n/ is the pre-image of the identity element of SO.n/.
For this principal bundle Q, we require that there be a bundle map � W Q ! P ,
commuting with the natural Spin.n/ actions on Q and P .

There is a natural injection Spin.n/ ,! Spinc.n/, as a normal subgroup. Note
that taking the quotient R D Q= Spin.n/ produces a principal S1-bundle, over
which Q projects. We display the various principal bundles:

(8.2)

Q �����! R
??y

??y

P �����! M

There is a topological obstruction to the existence of a spinc structure on M ,
though it is weaker than the obstruction to the existence of a spin structure. We
refer to [LM] for these topological considerations; we will give some examples of
spinc-manifolds later in this section.

The standard representation of S1 on C produces a complex line bundle

(8.3) L �! M:

Suppose n D 2k. Recall the representation DC
1=2

˚ D�
1=2

of Spin.n/ on S.2k/

from (3.19). If we take the product with the standard representation of S1 on C,
this is trivial on the factor group appearing in (8.1), so we get a representation of
Spinc.n/ on S.2k/, which we continue to denoteDC

1=2
˚D�

1=2
. This representation

produces a vector bundle overM , which we continue to call a spinor bundle:

(8.4) S.Q/ D SC.Q/˚ S�.Q/I S˙.Q/ D Q �
D˙

1=2

S˙.2k/:

In case n is odd, we have instead the bundle of spinors constructed from the rep-
resentation (3.24) of Spin.n/, via the same sort of procedure.

As in �3, we will be able to define a Dirac operator on C1.M; S.Q// in terms
of a connection on Q, which we now construct. The Levi–Civita connection on
M defines an so.n/-valued form �0 on P , which pulls back to an so.n/-valued
form �0 on Q. Endow the bundle R D Q= Spin.n/ ! M with a connection �1,
so L ! M gets a metric connection. Then �1 pulls back to an iR-valued form �1
on Q, and

(8.5) � D �0 C �1

defines a spinc.n/-valued form onQ, which gives rise to a connection onQ. This
leads to a connection on the spinor bundle S.Q/ ! M , and the analogues of
Propositions 3.4 and 3.5 hold. Thus we produce the Dirac operator

(8.6) D D i m ı r W C1.M; S/ �! C1.M; S/:
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More generally, if E ! M is a vector bundle with a metric connection, one
gets a Clifford connection on S.Q/˝ E and hence a twisted Dirac operator

(8.7) DE W C1.M; S ˝ E/ �! C1.M; S ˝ E/:

If dim M is even,DE maps sections of S˙ ˝ E to sections of S
 ˝ E .
We consider some ways in which spinc structures arise. First, a spin structure

gives rise to a spinc structure. Indeed, if the frame bundle P ! M lifts to a
principal Spin.n/-bundle QP ! M , then Q can be taken to be the quotient of
the product bundle QP � S1 ! M by the natural Z2-action on the fibers. The
canonical flat connection on S1 � M ! M is used, to provide Q ! M with a
connection, and then the Dirac operator (8.6) defined by Q ! M coincides with
that defined by QP ! M .

Another family of examples of spinc structures of considerable importance
arises as follows. Suppose M is a manifold of dimension n D 2k with an almost
complex structure, J W TxM ! TxM; J

2 D �I . Endow M with a Riemannian
metric such that J is an isometry. TM , which is .TM; J / regarded as a complex
vector bundle of fiber dimension k, then acquires a natural Hermitian metric, as
in (2.9). The associated frame bundle F ! M is a principal U.k/ bundle. Note
that

(8.8) U.k/ � SU.k/ � S1=�;

where � D f.I; 1/; .�I;�1/g. Since SU.k/ is simply connected, the inclusion
U.k/ ,! SO.n/ yields a uniquely defined homomorphism

(8.9) SU.k/ �! Spin.n/;

and hence a homomorphism

(8.10) U.k/ � SU.k/ � S1=� �! Spinc.n/:

From the bundle F ! M , this gives rise to a principal Spinc.n/ bundleQ ! M .
In this case, the map U.k/ ! Spinc.n/ ! S1 is given by the determinant,

det : U.k/ ! S1. The principal S1-bundle R ! M is obtained by taking the
quotient of the principal U.k/-bundle F by the action of SU.k/. The associated
line bundle L ! M is seen to be

(8.11) L D ƒkCT :

Other geometrical structures give rise to spinc structures; we refer to [LM] for
more on this. We mention the following: namely, any oriented hypersurface in a
spinc manifold inherits a natural spinc structure. In this fashion the sphere bundle
S�M over a Riemannian manifold gets a spinc structure, as a hypersurface of
T �M , which can be given an almost complex structure.
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Though a spinc structure is more general than a spin structure, it is a very
significant fact that a spinc structure in turn gives rise to a spin structure, in the
following circumstance. Namely, suppose the principal S1-bundle R ! M lifts
to a double cover

(8.12) QR �! M;

corresponding to the natural two-to-one surjective homomorphism sq W S1 ! S1.
This is equivalent to the hypothesis that the line bundleL ! M possess a “square
root” � ! M :

(8.13) �˝ � D L:

In such a case, the quotient of Q � QR ! M by the natural action of S1 on each
factor gives a lift of Q to a principal Spin.n/ � S1-bundle

(8.14) QQ �! M:

Then the quotient

(8.15) QP D QQ=S1 �! M

defines a spin structure on M . The vector bundles S.Q/ and S. QP/ are related by

(8.16) S.Q/ D S. QP /˝ �:

Furthermore, the connection on S.Q/ defined above coincides with the product
connection on S. QP/ ˝ � arising from the natural connections on each factor.
Therefore, if DE and D0

E are respectively the twisted Dirac operator associated
with a vector bundle E ! M (given a metric connection) via the spinc and spin
structures described above, then

(8.17) DE D D0
�˝E :

This holds, we recall, provided L has a square root �.
One consequence of this is the following extension of the Weitzenbock formula

(4.24). Namely, ifDE is the twisted Dirac operator on S.Q/˝E described there,
then applying (4.24) to the right side of (8.17) gives

(8.18) D2
E D r�r C K;

with

(8.19) K' D 1

4
S' � 1

2

X

i;j

vivj!
�.ei ; ej /' � 1

2

X

i;j

vivjR
E .ei ; ej /';
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or equivalently

(8.20) K' D 1

4
S' � 1

4

X

i;j

vivj!
L.ei ; ej /' � 1

2

X

i;j

vivjR
E .ei ; ej /';

where, as before, fej g is a local orthonormal frame of vector fields on M , with
dual frame field fvj g. Here !� is the curvature form of the line bundle � and !L

that of L.
Now locally there is no topological obstruction to the existence of the lift

(8.12). Consequently, the identity (8.20) holds regardless of whether L possesses
a global square root. Therefore, the proof of the local index formula given in �6
extends to this case. Furthermore, we have the pointwise identity of forms:

(8.21) Ch.�˝ E/ D ec1.�/ Ch.E/; c1.�/ D 1

2
c1.L/;

where c1 is the first Chern class, defined in �7 of Appendix C. Therefore, we have
the following extension of Theorem 5.1:

Theorem 8.1. If M is a compact Riemannian manifold of dimension n D 2k

with spinc structure andDE W C1.M; SC ˝E/ ! C1.M; S� ˝E/ is a twisted
Dirac operator, then

(8.22) Index DE D
D
ec1.L/=2 Ch.E/ OA.M/; ŒM 	

E
;

where L is the line bundle (8.3), and c1.L/ is its first Chern class.

The index formula for twisted Dirac operators on spinc manifolds furnishes a
tool with which one can evaluate the index of general elliptic pseudodifferential
operators. Indeed, let P be any elliptic pseudodifferential operator (of orderm),

(8.23) P W C1.M;E0/ �! C1.M;E1/;

Ej ! M being vector bundles. Then, as seen in Chap. 7, we have the principal
symbol

(8.24) �P 2 C1.S�M;Hom. QE0; QE1//;
QEj ! S�M being the pull-backs of Ej ! M . The ellipticity of P is equivalent

to �P being an isomorphism at each point of S�M . Now, we can construct a new
vector bundle E over bBM , the double of the ball bundle B�M , as follows. We
let QEj also denote the pull-back of Ej to B�M , and, when the two copies of
B�M are glued together along S�M to form bBM , we also glue together QE0 and
QE1, over S�M , using the isomorphism (8.24). The construction of E ! bBM by

this process is known as the “clutching construction.” Now bBM can be given a
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Riemannian metric, and also a spinc structure, arising from the almost complex
structure onB�M . IfE is endowed with a connection, one obtains a twisted Dirac
operator DE on bBM . The following result, together with the formula for Index
DE given by Theorem 8.1, provides the general Atiyah–Singer index formula.

Theorem 8.2. If P is an elliptic pseudodifferential operator, giving rise to a
twisted Dirac operatorDE by the clutching construction described above, then

(8.25) Index P D Index DE :

The proof of this result will not be given here; it involves use of the Bott pe-
riodicity theorem. Related approaches, computing Index P from a knowledge of
the index of twisted signature operators, are discussed in [Pal] and [ABP]. A re-
finement of (8.25), involving an identity in K-homology is established in [BDT].

Exercises

1. Consider the following zero-order pseudodifferential operator on L2.S1/:

Q D Mf P CMg.I � P /;
where P is the projection

P

 1X

�1
cne

in�

!
D

1X

0

cne
in� :

We assume f and g are smooth, complex-valued functions; Mf u D f u. If f and
g are nowhere vanishing on S1; Q is elliptic. A formula for its index is produced in
Exercises 1–5 of Chap. 4, �3.

Construct the associated twisted Dirac operator DE , acting on sections of a vector
bundle over the manifold bBS1 � T2. Evaluate the index of DE using Theorem 8.1,
and verify the identity (8.25) in this case.

9. The Riemann–Roch theorem

In this section we will show how the index formula (8.22) implies the classi-
cal Riemann–Roch formula on compact Riemann surfaces, and we also discuss
some of the implications of that formula. For implications of generalizations of
the Riemann–Roch formula to higher-dimensional, compact, complex manifolds,
which also follows from (8.22), see [Har] and [Hir].

Let M be a compact two-dimensional manifold, with a complex structure, de-
fined by J W TxM ! TxM; J

2 D �I . As shown in Chap. 5, �10, this a priori
“almost complex” structure automatically gives rise to holomorphic charts on M
in this dimension. We can put a Riemannian metric and an orientation onM such
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that J is an isometry on each tangent space, counterclockwise rotation by 90ı.
Then TM gets the structure of a complex line bundle, which we denote TM ,
with a Hermitian metric. We have the dual line bundle T 0M . Note that the Her-
mitian metric on TM yields a Hermitian metric on T 0M and also produces a
conjugate linear bundle isomorphism of TM with T 0M . We also define the com-
plex line bundle TM to be the tangent bundle TM with complex structure given
by �J and T 0

M to be its dual.
A function u 2 C1.M/ is holomorphic if @u=@z D 0 in any local holomorphic

coordinate system and is antiholomorphic if @u=@z D 0. We denote the space of
holomorphic functions on an open set U � M by OU , and antiholomorphic
functions by OU . There are invariantly defined operators

(9.1) @ W C1.M/ �! C1.M; T 0/; @ W C1.M/ �! C1.M; T 0
/;

given as follows. If X is a real vector field, namely, a section of TM , set

(9.2) @Xu D 1

2

�
Xu � i.JX/u�; @Xu D 1

2

�
Xu C i.JX/u

�
:

Note that

(9.3) @JXu D i@Xu; @JXu D �i@Xu;

which justifies (9.1).
In addition to holomorphic functions, we also have the notion of a holomorphic

line bundle overM: Given a complex line bundleL ! M; let fUj g be a covering
of M by geodesically convex sets. A holomorphic structure on L is a choice of
nowhere-vanishing sections sj of L over Uj such that sj D �jksk on Ujk D
Uj \Uk , with �jk holomorphic complex-valued functions. Similarly, a choice of
nowhere-vanishing sections tj of L over Uj such that tj D jk tk on Ujk ; jk
antiholomorphic, gives L the structure of an antiholomorphic line bundle.

The bundle TM has a natural structure of a holomorphic line bundle; in a
local holomorphic coordinate system fUj g, let sj D @=@x. T 0 is a holomorphic
line bundle with sj D dx. To see this, note that if  W U ! V is a holomorphic
map relating two local coordinate charts on M;  D u C iv, then .D /.@=@x/
is equal to

@u

@x

@

@x
C @v

@x

@

@y
D @u

@x

@

@x
C @v

@x
J
@

@x
D
� @u

@x
C i

@v

@x

� @
@x

D @ 

@x

@

@x
:

Here, the first two quantities are regarded as local sections of TM , the last two
as local sections of TM . Similarly, T and T 0

have natural structures as antiholo-
morphic line bundles, using the same choices of local sections as above.

It is also common to identify TM and TM with complementary subbun-
dles of the complexified tangent bundle TCM D C ˝ TM , a complex vector
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bundle whose fibers are two-dimensional complex vector spaces. Namely, the
local section @=@x of TM is identified with .1=2/.@=@x � i@=@y/ D @=@z to
yield TM ,! TCM and it is identified with .1=2/.@=@x C i@=@y/ D @=@z to
yield TM ,! TCM . More generally, these two maps are given respectively by
X 7! .1=2/.X � iJX/ and X 7! .1=2/.X C iJX/. Identifying TM and TM
with their images in TCM , we have

TCM D TM ˚ TM:

Similarly, we have the complexified cotangent bundle T �
CM D C ˝ T �M , and

natural injections T 0M ,! T �
CM; T

0
M ,! T �

CM , so that

T �
CM D T 0M ˚ T 0

M:

In this case, dx is mapped respectively to .dx C idy/=2 D d z=2 and to .dx �
idy/=2 D d z=2.

We use the following common notation for these line bundles equipped with
these extra structures:

(9.4) T D ��1; T 0 D �; T D ��1; T 0 D �:

We can rewrite (9.1) as

@ W C1.M/ �! C1.M; �/; @ W C1.M/ �! C1.M; �/:

We note that ��1 and � are isomorphic as C1-line bundles; � is called the canon-
ical bundle.

More generally, ifL ! M is any holomorphic line bundle, we have a naturally
defined operator

(9.5) @ W C1.M;L/ �! C1.M;L˝ �/;

defined as follows. Pick any local (nowhere-vanishing) holomorphic section S
of L, for example, S D sj on Uj , used in the definition above of holomorphic
structure. Then an arbitrary section u is of the form u D vS; v complex-valued,
and we set

(9.6) @u D @v

@z
S ˝ d z:

It is easy to see that this is independent of the choice of holomorphic section
S or of local holomorphic coordinate system. Sometimes, to emphasize the de-
pendence of (9.5) on L, we denote this operator by @L. The operator (9.5) is
a first-order, elliptic differential operator, and the Riemann–Roch formula is a
formula for its index.
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The kernel of @L in (9.5) consists of holomorphic sections of L; namely,
sections u such that, with respect to the defining sections sj on Uj ; u D vj sj
with vj holomorphic. We denote this space of holomorphic sections by

(9.7) O.L/ D ker @L:

The significance of the Riemann–Roch formula lies largely in its use as a tool for
understanding as much as possible about the spaces (9.7).

The cokernel of @L in (9.5) can be interpreted as follows. The Hermitian metric
on T gives rise to a trivialization of � ˝ � and to a duality of L2.M;L˝ �/ with
L2.M;L�1 ˝ �/. With respect to this duality, the adjoint of @L is

(9.8) �@ W C1.M;L�1 ˝ �/ �! C1.M;L�1 ˝ � ˝ �/:

Consequently,

(9.9) Index @L D dim O.L/ � dim O.L�1 ˝ �/:

The Riemann–Roch theorem will produce a formula for (9.9) in terms of topolog-
ical information, specifically, in terms of c1.L/ and c1.�/.

Recall thatM has a natural spinc structure, arising from its complex structure.
We will produce a twisted Dirac operator onM whose index is the same as that of
@L. In fact, when the construction of the spinor bundle made in �8 is specialized
to the case at hand, we get

(9.10) SC D 1; S� D T � �;

where 1 denotes the trivial line bundle over M . Furthermore, the line bundle de-
noted as L in (8.11) is T � ��1. If L is a (holomorphic) line bundle over M ,
we give L a Hermitian metric and metric connection r. Then the twisted Dirac
operator

(9.11) DL W C1.M;L/ �! C1.M;L˝ �/

is given by

(9.12) hDLu; Xi D 1

2

�rXu C irJXu
�
;

for X a section of TM , identified with TM � �0, noting that

(9.13) hDLu; JXi D �hDLu; Xi:
It is easy to see that @L and DL are differential operators with the same prin-

cipal symbol. Disregarding the question of whether one can pick a connection on
L making these operators equal, we clearly have

(9.14) Index @L D IndexDL:
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Now applying the index formula (8.22) to the right side of (9.14) gives

(9.15) IndexDL D
D
e�c1.�/=2 Ch.L/ OA.M/; ŒM 	

E
:

Since OA.M/ is 1 plus a formal sum of forms of degree 4; 8; : : : , we obtain

(9.16) IndexDL D c1.L/ŒM 	 � 1

2
c1.�/ŒM 	:

Putting together (9.9), (9.14), and (9.16) gives the Riemann–Roch formula:

Theorem 9.1. IfL is a holomorphic line bundle over a compact Riemann surface
M , with canonical bundle �, then

(9.17) dim O.L/ � dim O.L�1 ˝ �/ D c1.L/ŒM 	 � 1

2
c1.�/ŒM 	:

According to the characterization of the Chern classes given in �7 of
Appendix C, if L has a connection with curvature 2-form !L, then

(9.18) c1.L/ŒM 	 D � 1

2�i

Z

M

!L:

In particular, c1.�/ŒM 	 is given by the Gauss–Bonnet formula:

(9.19) c1.�/ŒM 	 D ��.M/ D 2g � 2;

where �.M/ is the Euler characteristic and g is the genus of M .
We begin to draw some conclusions from the Riemann–Roch formula (9.17).

First, for the trivial line bundle 1 we clearly have

(9.20) dim O.1/ D 1;

assuming M is connected, since holomorphic functions on M must be constant.
If we apply (9.17) to L D �, using ��1˝� D 1 and the formula (9.19), we obtain

(9.21) dim O.�/ D g:

The space O.�/ is called the space of holomorphic 1-forms, or “Abelian differen-
tials.” We claim there is a decomposition

(9.22) H1.M/ D O.�/˚ O.�/;

of the space H1.M/ of (complex) harmonic 1-forms on M into a direct sum of
O.�/ and the space O.�/ of antiholomorphic sections of �. In fact, the Hodge
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star operator 	 W ƒ1M ! ƒ1M , extended to be C-linear on C ˝ƒ1M , acts on
H1.M/, with 		 D �1, and O.�/ and O.�/ are easily seen to be the i and �i
eigenspaces of 	 in H1.M/. Furthermore, there is a conjugate linear isomorphism

(9.23) C W O.�/ �! O.�/

given in local holomorphic coordinates by

C
�
u.z/ d z

� D u.z/ d z:

Now (9.22) and (9.23) imply

(9.24) dim O.�/ D 1

2
dim H1.M/ D 1

2
dim H1.M;C/;

where H1.M;C/ is a deRham cohomology group, and the last identity is by
Hodge theory. Granted that dim H1.M;C/ D 2g, this gives an alternative deriva-
tion of (9.21), not using the Riemann–Roch theorem.

The Hodge theory used to get the last identity in (9.24) is contained in
Proposition 8.3 of Chap. 5. Actually, in �8 of Chap. 5, H1 denoted the space of
real harmonic 1-forms, which was shown to be isomorphic to the real deRham
cohomology group H1.M;R/, which in turn was denoted H1.M/ there.

Just for fun, we note the following. Suppose that instead of (9.17) one had in
hand the weaker result

(9.25) dim O.L/ � dim O.L�1 ˝ �/ D Ac1.L/ŒM 	C Bc1.�/ŒM 	;

with constantsA andB that had not been calculated. Then using the results (9.19)
and (9.21), one can determine A and B . Indeed, substituting L D 1 into (9.25)
gives 1 � g D B.2g � 2/, while substituting L D � in (9.25) gives g � 1 D
.AC B/.2g � 2/. As long as g ¤ 1, this forces A D 1; B D �1=2. The g D 1

case would also follow if one knew that (9.25) held with constants independent
of M .

Before continuing to develop implications of the Riemann–Roch formula, we
note that, in addition to O.L/, it is also of interest to study M.L/, the space of
meromorphic sections of a holomorphic line bundle. The following is a funda-
mental existence result.

Proposition 9.2. If L ! M is a holomorphic line bundle, there exist nontrivial
elements of M.L/.

Proof. The operator (9.5) extends to

(9.26) @ W H sC1.M;L/ �! H s.M;L˝ �/;
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which is Fredholm. There are elements v1; : : : ; vK 2 C1.M;L�1˝�/ such that,
for all s 2 R, if f 2 H s.M;L ˝ �/ and hf; vj i D 0 for j D 1; : : : ; K , then
there exists u 2 H sC1.M;L/ such that @u D f . Now, for s < �1, there is a finite
linear combination of “delta functions,” inH s.M;L˝�/, orthogonal to these vj .
Denote such an f by f D P

aj ıpj . Then let u 2 H sC1.M;L/ satisfy @u D f .

In particular, @u D 0 on the complement of a finite set of points. Near each p 2
supp f; u looks like the Cauchy kernel, so u is a nontrivial meromorphic section
of L.

Such an existence result need not hold for O.L/; in Corollary 9.4 we will see
a condition that guarantees O.L/ D 0. Such a result should not be regarded in
a negative light; indeed knowing that O.L/ D 0 for some line bundles can give
important information on O.L1/ for certain other line bundles, as we will see.

Any nontrivial u 2 M.L/ will have a finite number of zeros and poles. If p is
a zero of u, let �u.p/ be the order of the zero; if p is a pole of u, let ��u.p/ be the
order of the pole. We define the “divisor” of u 2 M.L/ to be the formal finite sum

(9.27) #.u/ D
X

p

�u.p/ � p

over the set of zeros and poles of u. It is a simple exercise in complex analysis
that if u is a nontrivial meromorphic function on M (i.e., an element of M.1/),
then

P
p �u.p/ D 0. The following is a significant generalization of that.

Proposition 9.3. If L ! M is a holomorphic line bundle and u 2 M.L/ is
nontrivial, then

(9.28) c1.L/ŒM 	 D
X

p

�u.p/:

Proof. The left side of (9.28) is given by (9.18), where !L is the curvature 2-form
associated to any connection on L. We will use the formula

(9.29) � 1

2�i

Z

M

!L D Index X;

for any X 2 C1.M;L/ with nondegenerate zeros, proved in Appendix C,
Proposition 5.4, as a variant of the Gauss–Bonnet theorem. The section X will be
constructed from u 2 M.L/ as follows. Except on the union of small neighbor-
hoods of the poles of u, we take X D u. Near the poles of u, write u D vS; S a
nonvanishing holomorphic section of L defined on a neighborhood of such poles,
v meromorphic. Pick R > 0 sufficiently large, and replace u by .R2=v/S , where
jvj � R. Smooth out X near the loci jvj D R. Then the formula (9.29) for X is
equivalent to the desired formula, (9.28).
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The following is an immediate consequence.

Corollary 9.4. IfL ! M is a holomorphic line bundle with c1.L/ŒM 	 < 0, then
every nontrivial u 2 M.L/ has poles; hence O.L/ D 0.

Note that if c1.L/ŒM 	 D 0 and O.L/ ¤ 0, by (9.28) we have that any u 2
O.L/ not identically zero is nowhere vanishing. Thus we have

(9.30) c1.L/ŒM 	 D 0; O.L/ ¤ 0 H) L is trivial holomorphic line bundle:

To relate Corollary 10.4 to the Riemann–Roch formula (9.17), we note that
since dim O.L�1 ˝ �/ � 0, (9.17) yields Riemann’s inequality:

(9.31) dim O.L/ � c1.L/ŒM 	 � g C 1:

In view of the identities

(9.32)
c1.L1 ˝ L2/ŒM 	 D c1.L1/ŒM 	C c1.L2/ŒM 	;

c1.L
�1/ŒM 	 D �c1.L/ŒM 	;

we see that

(9.33) c1.L/ŒM 	 > 2g � 2 H) O.L�1 ˝ �/ D 0:

Thus we have the following sharpening of Riemann’s inequality:

Proposition 9.5. If M has genus g and c1.L/ŒM 	 > 2g � 2, then

(9.34) dim O.L/ D c1.L/ŒM 	 � g C 1:

Generalizing (9.27), we say a divisor on M is a finite formal sum

(9.35) # D
X

p

�.p/ � p;

�.p/ taking values in Z. One defines �# and the sum of two divisors in the
obvious fashion. To any divisor # we can associate a holomorphic line bundle,
denotedE# ; one calls E# a divisor bundle. To constructE# , it is most convenient
to use the method of transition functions. Cover M with holomorphic coordinate
sets Uj , pick  j 2 MUj , having a pole of order exactly j�.p/j at p, if �.p/ < 0,
a zero of order exactly �.p/ if �.p/ > 0 (provided p 2 Uj ), and no other poles
or zeros. The transition functions

(9.36) 'jk D  �1
k  j
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define a holomorphic line bundle E# . The collection f j ; Uj g defines a
meromorphic section

(9.37)  2 M.E#/

and

(9.38) �#. / D #:

Thus Proposition 9.3 implies

(9.39) c1.E#/ D �
X

p

�.p/ D h#i;

where the last identity defines h#i.
Divisor bundles help one study meromorphic sections of one line bundle in

terms of holomorphic sections of another. A basic question in Riemann surface
theory is when can one construct a meromorphic function on M (more generally,
a meromorphic section of L) with prescribed poles and zeros. A closely related
question is the following. Given a divisor # on M , describe the space

(9.40) M.L; #/ D fu 2 M.L/ W #.u/ � #g;

where #1 � # means #1�# � 0, that is, all integers�.p/ in #1�# D P
�.p/�p

are � 0. When L D 1, we simply write M.#/ for the space (9.40). A straightfor-
ward consequence of the construction of E# is the following:

Proposition 9.6. There is a natural isomorphism

(9.41) M.L; #/ � O.L˝E#/:

Proof. The isomorphism takes u 2 M.L; #/ to u , where  is described by
(9.36)–(9.37).

We can hence draw some conclusions about the dimension of M.L; #/. From
the identity (9.34) we have

(9.42) c1.L/ŒM 	Ch#i > 2g�2 H) dim M.L; #/ D c1.L/ŒM 	Ch#i�gC1;

and, in particular,

(9.43) h#i > 2g � 2 H) dim M.#/ D h#i � g C 1:

Also one has general inequalities, as a consequence of (9.31).
Now Corollary 9.4 and Proposition 9.5 specify precisely dim O.L/ provided

either c1.L/ŒM 	 < 0 or c1.L/ŒM 	 > 2g� 2, but (9.31) gives weaker information
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if 0 � c1.L/ŒM 	 � 2g�2; in fact, for c1.L/ŒM 	 � g�1, it gives no information
at all. In this range the lower bound (9.31) can be complemented by an upper
bound. For example, (9.30) implies

(9.44) c1.L/ŒM 	 D 0 H) dim O.L/ D 0 or 1:

We will show later that both possibilities can occur. We now establish the follow-
ing generalization of (9.44).

Proposition 9.7. Let k D 0; 1; : : : ; g � 1. Then, for a holomorphic line bundle
L ! M ,

(9.45) c1.L/ŒM 	 D g � 1 � k H) 0 � dim O.L/ � g � k

and

(9.46) c1.L/ŒM 	 D g � 1C k H) k � dim O.L/ � g:

Proof. First we establish (9.46). The lower estimate follows from (9.31). For
the upper estimate, pick any divisor # � 0 with h#i D k. Then dim O.L/ �
dim M.L; #/ D dim O.L˝ E#/, which is equal to g since c1.L˝ E#/ŒM 	 D
2g� 1 and Proposition 9.5 applies. The upper estimate in (9.45) follows by inter-
changing L and L�1 ˝ � in the Riemann–Roch identity.

To illustrate (9.46), we note the following complement to (9.44):

(9.47) c1.L/ŒM 	 D 2g � 2 H) dim O.L/ D g � 1 or g:

On the other hand, the closer c1.L/ŒM 	 gets to g � 1, the greater the uncertainty
in dim O.L/, except of course when g D 0; then Corollary 9.4 and Proposition
9.5 cover all possibilities. It turns out that, for “typical” L, the minimum value of
dim O.L/ in (9.45)–(9.46) is achieved; see [Gu].

We now use some of the results derived above to obtain strong results on the
structure of compact Riemann surfaces of genus g D 0 and 1.

Proposition 9.8. If M is a compact Riemann surface of genus g D 0, then M is
holomorphically diffeomorphic to the Riemann sphere S2.

Proof. Pick p 2 M ; with # D �p, so h#i D 1, (9.43) implies dim M.#/ D 2.
Of course, the constants form a one-dimensional subspace of M.#/; thus we
know that there is a nonconstant u 2 M.#/I u cannot be holomorphic, so it must
have a simple pole at p. The proof thus follows from the next result.

Proposition 9.9. If there exists a meromorphic function u on a compact Riemann
surfaceM , regular except at a single point, where it has a simple pole, thenM is
holomorphically diffeomorphic to S2.
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Proof. By the simple argument mentioned above (9.28), u must have precisely
one zero, a simple zero. By the same reasoning, for any � 2 C; u � � must
have precisely one simple zero, so u W M ! C [ f1g D S2 is a holomorphic
diffeomorphism.

Proposition 9.10. IfM is a compact Riemann surface of genus g D 1, then there
exists a lattice � � C such that M is holomorphically diffeomorphic to C=� .

Proof. By (9.21), or alternatively by (9.24), dim O.�/ D 1 in this case. Pick a
nontrivial section �. By (9.28),

P
��.p/ D 2g � 2 D 0. Since � has no poles, it

also has no zeros, that is, � is holomorphically trivial if g D 1. (Compare with
(9.30).)

We use a topological fact. Namely, since dim H1.M;C/ D 2 if g D 1, by
deRham’s theorem there exist closed curves �1; �2 in M such that, for any closed
curve � in M , there are integersm1; m2 such that

Z

�

v D m1

Z

�1

v Cm2

Z

�2

v;

for any closed 1-form v on M . Granted this, it follows that if we pick p0 2 M ,
the map

(9.48) M 3 z 7!
Z z

p0

�

defines a holomorphic map

(9.49) ˆ W M �! C=� 0;

where � 0 is the lattice in C generated by �j D R
�j
�; j D 0; 1. Since � is

nowhere vanishing, the map (9.49) is a covering map. It follows that there is a
holomorphic covering map‰ W C ! M , and the covering transformations form a
group of translations of C (a subgroup of � 0, call it �). This gives the holomorphic
diffeomorphismM � C=� . We remark that, with a little extra argument, one can
verify that (9.49) is already a diffeomorphism.

Propositions 9.8 and 9.10 are special cases of the uniformization theorem for
compact Riemann surfaces. The g � 2 case will be established in Chap. 14 as a
consequence of solving a certain nonlinear PDE. Also in that chapter, an alterna-
tive proof of Proposition 9.10 will be presented; in that case the PDE becomes
linear. Also in Chap. 14 we present a linear PDE proof that treats the case g D 0.
We note that in the treatment of the g D 1 case given above, the Riemann–Roch
theorem is not essential; the analysis giving (9.22)–(9.24) suffices.

We return to the study of dim O.L/, for L D E# . We illustrate how the first
possibility can occur in (9.44). In fact, pick distinct points p; q 2 M , and consider
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# D p � q. Clearly, c1.Ep�q/ŒM 	 D 0. Now O.Ep�q/ � M.p � q/, and it
follows from Proposition 9.9 that if there is a nontrivial member of M.p � q/,
then M must be the sphere S2. We thus have

(9.50) O.Ep�q/ D 0 if p ¤ q 2 M; of genus g � 1:

On the other hand, if p; q; r 2 M are distinct, then c1.E�p�qCr /ŒM 	 D 1, and
(9.34) applies for g D 1; hence

(9.51) g D 1 H) dim M.�p � q C r/ D 1:

By the discussion above, a nontrivial u 2 M.�p � q C r/ cannot have just a
simple pole; it must have poles at p and q. This proves the next result:

Proposition 9.11. If p; q, and r are distinct points in M , of genus 1, there is
a meromorphic function on M with simple poles at p and q, and a zero at r ,
unique up to a multiplicative constant. Similarly, if p D q ¤ r 2 M , one has a
meromorphic u with a double pole at p, and a zero at r .

Given that M D C=� , these meromorphic functions are the elliptic functions
of Weierstrass, and they can be constructed explicitly. The uniqueness statement
can also be established on elementary grounds. Note that, with p; q, and r as
in Proposition 9.11, the corresponding elliptic function u vanishes at one other
uniquely determined point s (or perhaps has a double zero at r , so s D r). In
other words, if we set # D �p � q C r C s, for M of genus 1, the line bundle
E# is trivial for a unique s 2 M , given p; q; r 2 M; r different from p or q.
Actually, this last qualification can be dispensed with; r D p forces s D q. It
is a basic general question in Riemann surface theory to specify conditions on
a divisor # (in addition to h#i D 0) necessary and sufficient for E# to be a
trivial holomorphic line bundle over M . The question of whether E# is trivial
is equivalent to the question of whether there exists a nontrivial meromorphic
function on M , with poles at p of order exactly j�.p/j, where �.p/ < 0, in the
representation (9.35) for # , and zeros of order exactly �.p/, where �.p/ > 0. This
question is answered by a theorem of Abel; see [Gu] for a discussion. The answer
is essentially equivalent to a classification of holomorphic line bundles overM .

Exercises

1. Show that the conjugate linear map C in (9.23) is indeed well defined, independently
of a choice of local holomorphic coordinates.

2. Show that if M is a compact Riemann surface, then the complex line bundle � has
a square root, i.e., a line bundle � such that � � � ˝ �. Show that � can even be
taken to be a holomorphic square root. Thus M actually has a spin structure. (Note
also Exercise 5 of �3.)

3. Deduce the index formula (9.15), which leads to the Riemann–Roch formula, directly
from Theorem 5.1, for twisted Dirac operators on spin manifolds.
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4. Is it possible to choose a connection on L such that the operators @L andDL in (9.14)
are actually equal?

5. Sections of the line bundle � ˝ � are called quadratic differentials. Compute the di-
mension of O.� ˝ �/. Given a divisor # � 0, compute dim M.� ˝ �; #/.

6. Extend Theorem 9.1 to the case where L ! M is a holomorphic vector bundle.
7. Formulate a version of the Riemann–Roch theorem for a compact, complex manifold
M of higher dimension, and prove it, using Theorem 8.1.

8. Show that (9.41)–(9.42) provide an alternative proof of the existence result, Proposi-
tion 9.2.

9. Deduce from Proposition 9.2 that every holomorphic line bundle L over a Riemann
surface is isomorphic to a divisor bundle E# .

A nonconstant meromorphic function f W M ! C [ f1g can be regarded as a
holomorphic map f W M ! S2, which is onto. It is called a branched covering of
S2 by the Riemann surface M . A branch point of M is a point p 2 M such that
df .p/ D 0. The order o.p/ is the order to which df .p/ vanishes at p.

10. If f W M ! S2 is a holomorphic map with branch points pj , show that

(9.52)
X

j

o.pj / D 2 deg.f /C 2g � 2:

(Hint: Reduce to the case where all poles of f are simple, so (counting multiplicity)

# poles of f 0 D 2 � # poles of f;

while the left side of (9.52) is equal to # zeros of f 0. Think of f 0 as a meromorphic
section of �:)

11. Give another derivation of (9.52) by triangulating S2 so that the points qj D f .pj /

are among the vertices, pulling this triangulation back toM , and comparing the num-
bers of vertices, edges, and faces.
The formula (9.52) is called Hurwitz’ formula.

12. LetX be a “real” vector field on a compact Riemann surfaceM . AssumeM is given a
Riemannian metric compatible with its complex structure, so that J W TxM ! TxM

is an isometry. Picture X as a section of the complex line bundle T D ��1. Show
that X generates a group of conformal diffeomorphisms of M if and only if it is a
holomorphic section of ��1. If g is the genus of M , show that

g � 2 H) O.��1/ D 0;

g D 1 H) dimC O.��1/ D 1;

g D 0 H) dimC O.��1/ D 3:

Deduce the dimension of Lie groups of conformal diffeomorphisms in these cases.
Compare the conclusion in case g � 2 with that of Exercise 5 of �4, given (see
Chap. 14, �2) that one could choose a Riemannian metric of curvature �1. Compare
the g D 1 case with Exercise 6 of �4.

13. Considering M.�; p/ D fu 2 O.�/ W u.p/ D 0g � O.� ˝ Ep/, show that

g � 1 H) dimM.�; p/ D g � 1:



338 10. Dirac Operators and Index Theory

Deduce that, for each p 2 M , there exists u 2 O.�/ such that u.p/ ¤ 0, provided
g � 1. Hint. Use (9.17) to get dimO.� ˝ Ep/ � dimO.E�1

p / D g � 2. Then show

that dimO.E�1
p / D dimM.�p/ D 1 if g � 1. (Cf. Proposition 9.9)

14. Consider @� W H s.M; �/ ! H s�1.M; � ˝ �/ � H s�1.M/. Show that the range of
@� has codimension 1. Hint. As in (9.8), the adjoint is �@ W H1�s.M/ ! H�s.M; �/.

15. Let uj be meromorphic 1-forms on neighborhoods Oj of pj .1 � k � K/, with
poles at pj . Use Exercise 14 to show there exists u 2 M.�/ such that u � uj jOj is

pole free for each j , if and only if
PK
jD1 Respj uj D 0.

16. LetE ! M be a holomorphic vector bundle over a compact Riemann surface, of rank
k. That is, each fiber Ep has complex dimension k. Modify the proof of Theorem 9.1
to show that

dimO.E/� dimO.E 0 ˝ �/ D c1.E/ŒM	 � k

2
c1.�/ŒM	:

Here E 0 is the dual bundle of E. (Hint. Obtain an analogue of (9.15) and use
Ch.E/ D Tr e�ˆ=2i , as in (6.36), where ˆ is the End.E/-valued curvature form
of a connection on E, to get

e�c1.�/=2Ch.E/ D c1.e/� k

2
c1.�/:/

10. Direct attack in 2-D

Here we produce a direct analysis of the index formula for a first-order, elliptic
operator

(10.1) D W C1.M;E0/ �! C1.M;E1/

of Dirac type when dim M D 2. In view of (5.11), if kj .t; x; y/ are the integral
kernels of e�tD�D and e�tDD�

; j D 0; 1, then

(10.2) kj .t; x; x/ � aj0.x/t
�1 C aj1.x/C aj2.x/t C � � � ;

as t & 0, and

(10.3) IndexD D
Z

M

�
a01.x/ � a11.x/

�
dV.x/:

As shown in Chap. 7, �14, we can produce explicit formulas for aj1.x/ via calcu-
lations using the Weyl calculus.

Thus, pick local frame fields forE0 andE1 so that, in a local coordinate chart,
D D A.X;D/, with

(10.4) A.x; �/ D
X

Aj .x/�j C C.x/;
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a K �K matrix-valued symbol. Assume that

(10.5)
D�D D g.X;D/C `0.X;D/C B0.x/;

DD� D g.X;D/C `1.X;D/C B1.x/;

where g.x; �/ defines a metric tensor, while `j .x; �/ andBj .x/ areK�K matrix-
valued, and

(10.6) `	.x; �/ D
X

j

`
.	/
j .x/�j :

By (14.86) of Chap. 7, we have the following:

Proposition 10.1. If D is an operator of Dirac type satisfying the hypotheses
above and dim M D 2, then Index D is equal to

(10.7)
1

4�

Z

M

8
<

:Tr
X

j

�
`
.0/
j .x/2 � `

.1/
j .x/2

�C Tr
�
B1.x/ � B0.x/

�
9
=

; dV:

Of course, the individual terms in the integrand in (10.7) are not generally
globally well defined on M ; only the total is. We want to express these terms
directly in terms of the symbol of D. Assuming the adjoint is computed using
L2.U; dx/, we have D�D D L0.X;D/ andDD� D L1.X;D/, with

(10.8)
L0.x; �/ D A.x; �/�A.x; �/C i

2
fA�; Ag;

L1.x; �/ D A.x; �/A.x; �/� C i

2
fA;A�g:

Hence

(10.9)
`0.x; �/ D A1.x; �/

�C.x/C C.x/�A1.x; �/C i

2
fA�

1; A1g;

`1.x; �/ D A1.x; �/C.x/
� C C.x/A1.x; �/

� C i

2
fA1; A�

1g;

where A1.x; �/ D P
Aj .x/�j , and

(10.10)
B0.x/ D C.x/�C.x/C i

2
fC �; A1g C i

2
fA�

1; C g;

B1.x/ D C.x/C.x/� C i

2
fC;A�

1g C i

2
fA1; C �g:
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Suppose that, for a given point x0 2 M , we arrange C.x0/ D 0. Then

(10.11)

`0.x0; �/ D i

2
fA�

1; A1g D i

2

X

j

�@A�
1

@�j

@A1

@xj
� @A�

1

@xj

@A1

@�j

�
;

`1.x0; �/ D i

2
fA1; A�

1g D i

2

X

j

�@A1
@�j

@A�
1

@xj
� @A1

@xj

@A�
1

@�j

�
;

and

(10.12)

B0.x0/ D i

2
fC �; A1g C i

2
fA�

1; C g

D i

2

X

j

�
�@C

�

@xj

@A1

@�j
C @A�

1

@�j

@C

@xj

�
;

B1.x0/ D i

2
fC;A�

1g C i

2
fA1; C �g

D i

2

X

j

�
� @C

@xj

@A�
1

@�j
C @A1

@�j

@C �

@xj

�
:

Note that if A1.x; �/ is scalar, then `0.x0; �/ D �`1.x0; �/ (granted that
C.x0/ D 0). Hence their contributions to the integrand in (10.7) cancel. Also,
if A1.x; �/ is scalar, then B1.x0/ D �B0.x0/. Thus, at x0, the integrand in (10.7)
is equal to

(10.13) 2 Tr B1.x0/ D � Tr
X

j

�
Aj

@C

@xj
� Aj

@C �

@xj

	

in this case. This situation arises for elliptic differential operators on sections of
complex line bundles. In such a case, C.x/ is also scalar, and we can rewrite
(10.13) as

(10.14) �2 Im
X

j

Aj
@C

@xj
:

Let’s take a look at the operator DL W C1.M;L/ ! C1.M;L ˝ �/, where
M is a Riemann surface, L ! M is a complex line bundle, with a Hermitian
metric and a metric connection r, and, for a vector field X ,

(10.15) hDLu; Xi D rXu C irJXu:

This is the same as (9.11)–(9.12), up to a factor of 2. Here J is the complex
structure on TM . We can assume M has a Riemannian metric with respect to
which J is rotation by 90ı. Pick x0 2 M . Use a geodesic normal coordinate
system centered at x0, so the metric tensor gjk satisfies

(10.16) rgjk.x0/ D 0:
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Let X.x0/ D @=@x1, and define X by parallel transport radially from x0 (along
geodesics). Then

(10.17) X.x/ D a11.x/
@

@x1
C a21.x/

@

@x2
;

with

(10.18) a11.x0/ D 1; a21.x0/ D 0; raj1 .x0/ D 0:

Furthermore,

(10.19) JX.x/ D a12.x/
@

@x1
C a22.x/

@

@x2
;

with

(10.20) a12.x0/ D 0; a22.x0/ D 1; raj2 .x0/ D 0:

Next, let ' be a local section ofL such that '.x0/ has norm 1, and '.x/ is obtained
from '.x0/ by radial parallel translation. Thus

(10.21) u D v' H) r@j u D .@j v C i�j v/';

where the connection coefficients satisfy

(10.22) �j .x0/ D 0:

In such a coordinate system, and with respect to such choices, the operator DL
takes the form

(10.23) DL.v'/ D 1

i

Xh
Aj

@v

@xj
� Aj �j v

i
' ˝ #;

where

(10.24) Aj D i
�
a
j
1 C ia

j
2

�

and where # 2 C1.U; �/ satisfies

hX;#i D 1; hJX; #i D i:

ThenD�
L W C1.M;L˝ �/ ! C1.M;L/ is given by

(10.25) D�
L.w ' ˝ #/ D 1

i

X
g�1=2

h
Aj

@

@xj
C .@jAj C Aj �j /

i�
g1=2w

�
':
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Now we want to take adjoints using L2.U; dx/ rather than L2.U;
p
gdx/, so we

conjugate by g1=4, and replace DL by

(10.26) QDL D 1

i

Xh
g1=4Aj

@

@xj

�
g�1=4v

� � Aj �j v
i
:

Thus we are in the situation of considering an operator of the form (10.4), with
Aj given by (10.24) and

(10.27) C.x/ D
X

i

2

@Aj

@xj
�Aj �j � 1

4
g�1 @g

@xj
Aj

�
:

Thus C.x0/ D 0, by (10.18)–(10.22), while

(10.28) @kC.x0/ D
X

j


�Aj .@k�j /C i

2
@k@jAj � 1

4
Aj .@k@jg/

�
:

Now @k�j .x0/ is given by the curvature of r on L:

(10.29)
@�j

@xk
.x0/ D 1

2
Fjk.x0/:

Meanwhile, as shown in �3 of Appendix C, @k@jAj can be expressed in terms of
the Riemannian curvature:

(10.30) @j @ka
`
m.x0/ D �1

6
R j̀mk � 1

6
R`kmj ;

and of course so can @k@jg.x0/. Consequently, at x0, the formula (10.14) for the
integrand in (10.7) becomes

(10.31) �2
i
F12 C 1

2
S.x0/:

Note that S=2 D K , the Gauss curvature. Thus the formula (10.7) becomes

(10.32)

IndexDL D 1

4�

Z

M

�
�2
i
F12 CK

�
dV

D � 1

2�i

Z

M

!L C 1

4�

Z

M

K dV;

where !L is the curvature form of L. We have the identities

(10.33) � 1

2�i

Z

M

!L D c1.L/ŒM 	;
1

4�

Z

M

K dV D 1

2
�.M/;

the latter being the Gauss–Bonnet theorem.
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Now, if L ! M is a holomorphic line bundle, then .1=2/DL has the same
principal symbol, hence the same index, as

(10.34) @L W C1.M;L/ �! C1.M;L˝ �/:

Hence we obtain the Riemann–Roch formula:

(10.35) Index @L D c1.L/ŒM 	C 1

2
�.M/;

in agreement with (9.17).
We finish with a further comment on the Gauss–Bonnet formula; �.M/ is the

index of

(10.36) d C ı W ƒ0M ˚ƒ2M �! ƒ1M

if dim M D 2. If M is oriented, both ƒ1M and .ƒ0 ˚ ƒ2/M get structures of
complex line bundles via the Hodge 	 operator; use

(10.37) J D 	 on ƒ1; J D �	 W ƒ0 ! ƒ2; J D 	 W ƒ2 ! ƒ0:

It follows easily that .d C ı/J D J.d C ı/, so we get a C-linear differential
operator

(10.38) # W ƒeM �! ƒoM;

whereƒe D ƒ0 ˚ƒ2; ƒo D ƒ1, regarded as complex line bundles, so

Index # D 1

2
Index.d C ı/:

Ker # is a one-dimensional complex vector space:

Ker # D span.1/ D span.	1/:

The cokernel of d C ı in (10.36) consists of the space H1 of (real) harmonic
1-forms onM . This is invariant under 	, so it becomes a complex vector space:

(10.39) dimC H1 D 1

2
dimR H1 D g:

Thus

(10.40) Index # D 1

2
.2 � 2g/ D 1 � g:
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When one applies an analysis parallel to that above, leading to (10.32), one gets

(10.41) Index # D 1

4�

Z

M

K dV:

Putting together (10.40) and (10.41), we again obtain the Gauss–Bonnet formula,
for a compact, oriented surface.

Exercises

1. Use (10.36)–(10.39) to give another proof of (9.24), that is,

dim O.�/ D 1

2
dim H1.M;C/ D g:

In Exercises 2–4, suppose Ej ! M are complex line bundles over M , a compact
manifold of dimension 2, and suppose

D W C1.M;E0/ �! C1.M;E1/

is a first-order, elliptic differential operator.
2. Show that the symbol of D induces an R-linear isomorphism

(10.42) �D.x/ W T �
x �! L.E0x; E1x/:

Hence M has a complex structure, making this C-linear. This gives M an orientation;
reversing the orientation makes (10.42) conjugate linear.

3. If M is oriented so that (10.42) is conjugate linear, show that D has a principal symbol
homotopic to that of DL, given by (10.15), with L D E0; L˝ � � E1. Deduce that

(10.43) Index D D 1

2
c1.E0/ŒM	C 1

2
c1.E1/ŒM	:

4. What happens to the formula for Index D�?

In Exercises 5–8, S20T
� denotes the bundle of symmetric second-order tensors with

trace zero on a Riemannian manifold M , and S1;10 denotes the bundle of symmetric
tensors of type .1; 1/ with trace 0. The metric tensor provides an isomorphism of these
two bundles.

5. If M is a compact, oriented 2-fold, with associated complex structure J W TxM !
TxM , show that a complex structure is defined on S1;10x � Hom Tx by

(10.44) J.A/ D 1

2
ŒJ;A	 D JA:

Thus S1;10 and S20T
� become complex line bundles.

6. Recall the first-order operator considered in (4.29)–(4.31):

(10.45) DTF W C1.M; T / �! C1.M; S20T �/; DTFX D Def X � 1

2
.div X/g;
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in case n D dim M D 2. If T and S20T
� are regarded as complex line bundles, show

that DTF is C-linear.
7. Recall that ker DTF consists of vector fields that generate conformal diffeomorphisms

of M , hence of holomorphic sections of T D ��1. Show that there is an isomorphism
S20T

� � ��1 ˝ � transforming (10.45) to

(10.46) @ W C1.M; ��1/ �! C1.M; ��1 ˝ �/:

Note that Index @ D �.3g � 3/ in this case, if g is the genus of M .
8. In view of (4.30), the orthogonal complement of the range of DTF is the finite dimen-

sional space

(10.47) V D fu 2 C1.M; S20T �/ W div u D 0g:

Comparing (10.45) and (10.46), show that V � O.� ˝ �/. If M has genus g � 2; @ in
(10.46) is injective (by Exercise 12, �9). Deduce that

(10.48) dimR V D 6g � 6; if g � 2:

Compare Exercise 5 of �9. For g D 0, compare Exercise 7 of �4.
For connections with the dimension of Teichmuller space, see [Tro].

11. Index of operators of harmonic oscillator type

In this section we study elliptic operators of harmonic oscillator type, introduced
in �15 of Chap. 7. We recall that a symbol p.x; �/ belongs to Sm1 .Rn/ if it is
smooth in .x; �/ 2 Rn � Rn and satisfies estimates

(11.1) jDˇ
xD

˛
� p.x; �/j � C˛ˇ .1C jxj C j�j/m�j˛j�jˇ j :

The associated operator P D p.X;D/ 2 OPSm1 .Rn/ is defined using the Weyl
calculus. The operator is elliptic provided that, for jxj2 C j�j2 large enough,

(11.2) jp.x; �/�1j � C.1C jxj C j�j/�m:

In such a case, P has a parametrix Q 2 OPS�m
1 .Rn/, such that PQ � I and

QP � I belong to OPS�1
1 .Rn/. The class Sm.Rn/ of classical symbols is de-

fined to consist of elements p.x; �/ 2 Sm1 .Rn/ such that

(11.3) p.x; �/ �
X

j�0
pj .x; �/;

where pj .x; �/ 2 Sm�2j
1 .Rn/ is homogeneous of degree m � 2j in .x; �/ for

jxj2 C j�j2 � 1. If such a symbol satisfies the ellipticity condition (11.2), then
P D p.X;D/ has parametrix Q 2 OPS�m.Rn/. A paradigm example of such
an operator is the harmonic oscillator
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(11.4) H D ��C jxj2;

which is elliptic in OPS2.Rn/, with symbol jxj2 C j�j2. It is a positive definite
operator, and, as shown in Chap. 7,

(11.5) H s 2 OPS2s.Rn/; 8 s 2 R:

There are Sobolev-type spaces Hs.Rn/; s 2 R, such that, for s D k 2 ZC,

(11.6) Hk.Rn/ D fu 2 L2.Rn/ W x˛Dˇ
x u 2 L2.Rn/; 8 j˛j C jˇj � kg:

As shown in Chap. 7, if P 2 OPSm.Rn/, then, for all s 2 R,

(11.7) P W Hs.Rn/ �! Hs�m.Rn/;

and if P is elliptic, this map is Fredholm. We want to study its index. For simplic-
ity, we stick to operators with symbols of classical type.

If P D p.X;D/ is an elliptic operator (k � k matrix valued), with symbol
expansion of the form, we call p0.x; �/ the principal symbol. Recall we assume
p0.x; �/ is homogeneous of orderm for jxj2Cj�j2 � 1. We then have the symbol
map

(11.8)
�P W S2n�1 �! G`.k;C/;

�P .x; �/ D p0.x; �/; jxj2 C j�j2 D 1:

Note that P 2 OPSm.Rn/ and PH� 2 OPSmC2�.Rn/ have the same symbol
map, and they have the same index, one on Hs.Rn/ ! Hs�m.Rn/ and the other
on Hs.Rn/ ! Hs�m�2�.Rn/. Basic Fredholm theory gives the following.

Proposition 11.1. Given elliptic k � k systems Pj 2 OPSmj .Rn/, if �P1 and
�P2 are homotopic maps from S2n�1 to G`.k;C/, then IndexP1 D IndexP2.

Let us take n D 1 and k D 1 and look for specific index formulas. In this case,
given elliptic scalar P 2 OPSm.R/, we have

(11.9) �P W S1 �! G`.1;C/ D C n 0:

Such a map is specified up to homotopy by the winding number

(11.10) ind �P D 1

2�i

Z

S1

� 0
P .�/

�P .�/
d�;

where � D x C i�. If P1 and P2 are two such elliptic operators, we have

(11.11) IndexP1P2 D IndexP1 C IndexP2;



11. Index of operators of harmonic oscillator type 347

and

(11.12) ind �P1P2 D ind�P1 C ind �P2 :

Let us consider the operator

(11.13) D1 D @

@x1
C x1;

acting on functions of x1 2 R. Its symbol is x1 C i�1, so

(11.14) ind �D1 D 1:

Note that D�
1 D �@1 C x1, and

(11.15) D�
Š D1 D �@21 C x21 � 1; D1D

�
1 D �@21 C x21 C 1:

We have

(11.16)
KerD1 D Spanfe�x2

1
=2g; and

D1D
�
1 � 2I H) KerD�

1 D 0;

hence

(11.17) IndexD1 D 1:

Putting together (11.9)–(11.17) and Proposition 11.1, we have the following.

Proposition 11.2. If P 2 OPSm.R/ is a scalar elliptic operator, then

(11.18) IndexP D ind �P :

We next keep n D 1 and let P 2 OPSm.R/ be an elliptic k � k system, so

(11.19) �P W S1 �! G`.k;C/:

We want to classify these maps, up to homotopy. To do this, we bring in the
following topological fact about

(11.20) S`.k;C/ D fA 2 G`.k;C/ W detA D 1g;

namely

(11.21) S`.k;C/ is simply connected.



348 10. Dirac Operators and Index Theory

Using this fact, we prove the following.

Proposition 11.3. Given a symbol map (11.19), define Q�P W S1 ! G`.k;C/ by

(11.22) Q�P .x; �/ D
�

det�P .x; �/ 0

0 I

	
;

where I denotes the .k � 1/ � .k � 1/ identity matrix. Then �P and Q�P are
homotopic.

Proof. Given (11.19) and (11.22), we set

(11.23) �1 D Q�P ��1
P W S1 �! S`.k;C/:

Using (11.21), we can deform �1 to �0  I , through �� W S1 ! S`.k;C/; 0 �
 � 1. A homotopy from �P to Q�P is then given by ��P .x; �/ D �� .x; �/�P .x; �/;

0 �  � 1.

We have a scalar operator eP 2 OPSkm.R/, defined uniquely mod
OPSkm�2.R/ by the condition

(11.24) �eP D det �P :

Then

(11.25) IndexP D Index

�eP
I

	
;

which by Proposition 11.2 is given by ind det�P . We have proved the following.

Proposition 11.4. If P 2 OPSm.R/ is an elliptic k � k system,

(11.26) IndexP D ind det�P :

Returning to (11.21), we note that it is equivalent to the result

(11.27) SU.k/ is simply connected.

To see this, we use the polar decomposition

(11.28) A 2 G`.k;C/ H) A D U.A/….A/;

where
….A/ D .A�A/1=2 is positive definite;

U.A/ D A.A�A/�1=2 2 U.k/:
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With this, we can define a 1-parameter family of maps

(11.29) #� W G`.k;C/ �! G`.k;C/;  2 Œ0; 1	;

by

(11.30) #� .A/ D U.A/….A/� :

We have

(11.31) #0.A/ D U.A/; #1.A/ D A:

This makes U.k/ a deformation retract ofG`.k;C/. As a consequence, each con-
tinuous map � W S2n�1 ! G`.k;C/ is homotopic to the map #0 ı � W S2n�1 !
U.k/. Note that

(11.32) det….A/ D j detAj; detU.A/ D detA

j detAj ;

so

(11.33) #0 W S`.k;C/ �! SU.k/;

and #� makes SU.k/ a deformation retract of S`.k;C/. This establishes the
equivalence of (11.21) and (11.27). In case k D 2, we have

(11.34) SU.2/ D
��
a �b
b a

	
W a; b 2 C; jaj2 C jbj2 D 1

�
� S3;

which is clearly simply connected. For k > 2, (11.27) is a special case of (11.56)
below.

Let us now take n � 2 and consider a k � k elliptic system P 2 OPSm.Rn/,
giving a symbol map (11.8). Making use of the deformation retract (11.29)–
(11.31), we see that �P is homotopic to a symbol map

(11.35) �P # W S2n�1 �! U.k/;

for an operator P # 2 OPSm.Rn/, uniquely defined mod OPSm�2.Rn/, and
IndexP D IndexP #. For k D 1, we have the following topological result.

Lemma 11.5. If n � 2, every continuous map � W S2n�1 ! U.1/ D S1 is
homotopic to a constant map.

Proof. Indeed, since S2n�1 is simply connected for n � 2, � lifts to a continuous
map Q� W S2n�1 ! R, which is clearly homotopic to a constant map.



350 10. Dirac Operators and Index Theory

In light of this, if we have (11.35) and set (as in (11.22))

(11.36) Q�.x; �/ D
�

det�P #.x; �/ 0

0 I

	
; Q� W S2n�1 ! U.k/;

then, for n � 2, Q� is homotopic to a constant. Hence �P # and

(11.37) �b W S2n�1 ! SU.k/; �b.x; �/ D Q�.x; �/�1�P #.x; �/;

are homotopic. Given � 2 R, this is the symbol map of an operator bP 2
OPS�.Rn/, uniquely determined up to a lower order operator. We have the fol-
lowing result.

Proposition 11.6. For n � 2, if P 2 OPSm.Rn/ is an elliptic k�k system, there
exists for each � 2 R an elliptic k � k system bP 2 OPS�.Rn/ whose symbol
map

(11.38) �bP W S2n�1 �! SU.k/

is homotopic to �P , as maps S2n�1 ! G`.k;C/. Hence

(11.39) IndexP D IndexbP :

Let us now specialize to n D 2. By Lemma 11.5, every scalar elliptic P 2
OPSm.R2/must have index 0. We construct an elliptic 2�2 system with nonzero
index as follows. With D1 as in (11.13), set

(11.40)

D2 D
�
@1 C x1 @2 � x2
@2 C x2 �@1 C x1

	

D
�
D1 �L�

2

L2 D�
1

	
;

where

(11.41) L2 D @2 C x2; L�
2 D �@2 C x2:

Note that

(11.42) �D2 D
�
x1 C i�1 �x2 C i�2
x2 C i�2 x1 � i�2

	
; so �D2 W S3 ! SU.2/ � S3

is essentially the identity map. A computation gives

(11.43) D�
2D2 D

�
D�
1D1 C L�

2L2
D1D

�
1 CL2L

�
2

	
;
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and

(11.44) D2D
�
2 D

�
D1D

�
1 C L�

2L2
D�
1D1 C L2L

�
2

	
:

We recall the formulas forD�
1D1 andD1D�

1 in (11.15). Similarly,

(11.45) L�
2L2 D �@22 C x22 � 1; L2L

�
2 D �@22 C x22 C 1:

Hence KerL2 D Spanfe�x2
2
=2g and L2L�

2 � 2I , and we have for the four diago-
nal elements of (11.43)–(11.44) that

(11.46)

dim Ker.D�
1D1 C L�

2L2/ D 1;

D1D
�
1 C L2L

�
2 � 4I;

D1D
�
1 C L�

2L2 � 2I;

D�
1D1 C L2L

�
2 � 2I:

Hence

(11.47) dim KerD2 D 1; dim KerD�
2 D 0;

so

(11.48) IndexD2 D 1:

Now consider an arbitrary 2�2 elliptic systemP 2 OPSm.R2/. As in (11.38),
we have an adjusted operator bP , with the same index as P , and

(11.49) �bP W S3 �! SU.2/ � S3:

The homotopy class of this map is an element of �3.S3/. Results on this homo-
topy group, which we will discuss in more detail below, imply the following.

Proposition 11.7. Let P 2 OPSm.R2/ be a 2 � 2 elliptic system. For �bP as in
(11.49), there is a unique integer ` such that either

(11.50)

` > 0 and �bP is homotopic to �D`
2
;

` D 0 and �bP is homotopic to a constant map;

` < 0 and �bP is homotopic to �.D�

2
/j`j :

We denote this ` by

(11.51) ` D ind �bP :
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Then

(11.52) IndexP D IndexbP D ind �bP :

To see that (11.52) follows from (11.50), note that in the first case IndexP D
IndexD`

2 D ` and in the third case IndexP D Index.D�
2 /

j`j D �j`j D `.
We now discuss some homotopy theory behind (11.50). It is convenient to

place this in a more general setting. IfM is a smooth, connected manifold and j 2
N , �j .M/ denotes the set of homotopy classes of continuous maps ' W Sj ! M

(which is equivalent to the set of homotopy classes of smooth maps). This can be
given a group structure as follows. Fix p0 2 Sj ; q0 2 M . Given maps '; W
Sj ! M , one can produce maps homotopic to these that take p0 to q0, so assume
' and  have this property. Now take Sj and collapse its “equator,” which is
homeomorphic to Sj�1, to a point. You obtain two copies of Sj , joined at a point,
which we identify with p0. Then map the top sphere to M by  and the bottom
sphere toM by ', and compose with the collapse map, to get a map � W Sj ! M ,
whose homotopy class Œ�	 D Œ'	 � Œ 	.

In case G is a connected Lie group, there is another way to define a product
on �j .G/. Namely, if '; W Sj ! G, consider the map ' �  W Sj ! G given
by .' �  /.x/ D '.x/ .x/, using the product on G. If ' and Q' are homotopic
(write ' � Q') and also  � Q , we have ' �  � Q' � Q , so this gives a product
on �j .G/. It is a basic fact that this product on �j .G/ agrees with the previously
defined one; cf. [Spa], Chap. 1.

What makes (11.50) work is the j D 3 case of the following fundamental
result of H. Hopf.

Proposition 11.8. For each j 2 N ,

(11.53) �j .S
j / � Z;

and (the homotopy class of) the identity map Id W Sj ! Sj is a generator.

In fact, if '; W Sj ! Sj are smooth, they have degrees, defined in Chap. 1,
�19, and the Hopf theorem says they are homotopic if and only if they have the
same degree. Cf. [Spa], p. 398.

Under the identification (11.34) of SU.2/ with .a; b/ 2 S3, �D2 W S3 ! S3

is the identity map, and �D`
2

2 �3.S
3/ is an `-fold product, hence corresponds

to ` 2 Z under this isomorphism, while �D�

2
D �1 2 �3.S

3/, and �.D�

2
/j`j D

�j`j 2 �3.S3/.
Let us next consider a k�k elliptic system P 2 OPSm.R2/, giving rise to P #

as in (11.35) and bP as in (11.38), all having the same index. The following result
is useful.

Proposition 11.9. For each k 2 N , the natural inclusion SU.k/ ,! U.k/

induces an isomorphism



11. Index of operators of harmonic oscillator type 353

(11.54) �j .SU.k//
	�! �j .U..k//; if j > 1:

Furthermore, the inclusions U.k/ ,! U.kC `/ and SU.k/ ,! SU.kC `/, given
by

(11.55) A 7!
�
A

I

	
;

where I denotes the ` � ` identity matrix, induce isomorphisms

(11.56)

�j .U.k//
	�! �j .U.kC`//; �j .SU.k//

	�! �j .SU.kC`//; if j � 2k�1:

We mention that a proof of (11.54) requires just a few arguments beyond the
proof of Proposition 11.6. The proof of (11.56), with ` D 1, which then proceeds
inductively, follows by applying the “homotopy exact sequence” to

(11.57) U.k C 1/=U.k/ � S2kC1; SU.k C 1/=SU.k/ � S2kC1:

See (11.82) below. According to Proposition 11.9, when j D 3, (11.56) holds for
k � 2. Taking (11.53) into account, we have

(11.58) �3.SU.k// � �3.U.k// � Z; 8 k � 2:

We can now augment Proposition 11.7 as follows.

Proposition 11.10. Let P 2 OPSm.R2/ be a k � k elliptic system, k > 2. For
�bP W S3 ! SU.k/ as in (11.49), there is a unique integer ` such that, with I
denoting the .` � 2/ � .` � 2/ identity matrix, either

(11.59)

` > 0 and �bP is homotopic to

 
�D`

2

I

!
;

` D 0 and �bP is homotopic to a constant map;

` < 0 and �bP is homotopic to

 
�.D�

2
/j`j

I

!
:

We denote this ` by

(11.60) ` D ind �bP :

Then

(11.61) IndexP D IndexbP D ind �bP :
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We now turn to higher dimensions. Our next task is to construct, for each j an
elliptic system Dj 2 OPS1.Rj / (actually a system of differential operators) of
index 1. The construction is inductive. Assume we have such an elliptic system
Dn�1, with the properties

(11.62) dim KerDn�1 D 1;

and

(11.63) Dn�1D�
n�1 � 2I:

By (11.15)–(11.16) we have this for n � 1 D 1, and by (11.43)–(11.47) we have
this for n � 1 D 2. We then set

(11.64) Dn D
�
Dn�1 @n � xn
@n C xn D�

n�1

	
D
�
Dn�1 �L�

n

Ln D�
n�1

	
;

where

(11.65) Ln D @n C xn; L�
n D �@n C xn:

Parallel to (11.43)–(11.44), a computation gives

(11.66) D�
nDn D

�
D�
n�1Dn�1 C L�

nLn
Dn�1D�

n�1 C LnL
�
n

	
;

and

(11.67) DnD
�
n D

�
Dn�1D�

n�1 C L�
nLn

D�
n�1Dn�1 C LnL

�
n

	
:

Parallel to (11.45), we have

(11.68) L�
nLn D �@2n C x2n � 1; LnL

�
n D �@2n C x2n C 1:

We see that Ln annihlates e�x2n=2 and LnL�
n � 2I . Hence, parallel to (11.46), we

have

(11.69)

dim Ker.D�
n�1Dn�1 CL�

nLn/ D 1;

Dn�1D�
n�1 CLnL

�
n � 4I;

Dn�1D�
n�1 CL�

nLn � 2I;

D�
n�1Dn�1 CLnL

�
n � 2I:

Consequently, we have

(11.70) dim KerDn D 1;
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and

(11.71) DnD
�
n � 2I;

hence

(11.72) IndexDn D 1:

This completes the inductive construction. Note that the matrix doubles in size at
each iteration, so Dn is a 2n�1 � 2n�1 matrix of differential operators.

We can extend Proposition 11.10, using the following fundamental result of
R. Bott. Cf. [Mil], �23.

Proposition 11.11. For n 2 N ,

(11.73) �2n�1.U.k// � �2n�1.SU.k// � Z; if k � n:

Note that (11.58) is the case n D 2 of this result. Given this proposition, the
calculation (11.72) implies the following.

Proposition 11.12. For n 2 N , the map

(11.74) �Dn W S2n�1 �! U.2n�1/

defines a generator of �2n�1.U.2n�1//.

Note: The calculation (11.66) implies �D�

nDn
.x; �/ D �Dn.x; �/

��Dn.x; �/ D I ,
for jxj2 C j�j2 D 1.

From here, we have the following extension of Proposition 11.10.

Proposition 11.13. Let P 2 OPSm.Rn/ be a k � k elliptic system, with associ-
ated symbol map �bP W S2n�1 ! SU.k/. If k D 2n�1, there is a unique integer `
such that either

(11.75)

` > 0 and �bP is homotopic to �D`n ;

` D 0 and �bP is homotopic to a constant map,

` < 0 and �bP is homotopic to �.D�

n /
j`j :

we denote this ` by

(11.76) ` D ind �bP :
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Then

(11.77) IndexP D IndexbP D ind �bP :

If k < 2n�1, then IndexP D IndexbP D IndexeP , where

(11.78) �eP D
 
�bP

I

!
;

I being the .2n�1�k/� .2n�1�k/ identity matrix, and the considerations above
apply to give IndexeP , hence IndexP .

If k > 2n�1, then there is a unique integer ` such that either

(11.79)

` > 0 and �bP is homotopic to

 
�D`n

I

!
;

` D 0 and �bP is homotopic to a constant map,

` < 0 and �bP is homotopic to

�
�.D�

n /
j`j

I

	
;

I being the .k � 2n�1/ � .k � 2n�1/ identity matrix, and analogues of (11.76)–
(11.77) hold.

Remark: An integral formula for IndexP is given in [Fed]; see also [Ho].

Also of use in index theory is the following complement to Proposition 11.11.

Proposition 11.14. Given k � 1,

(11.80) j … f1; 3; : : : ; 2k � 1g H) �j .U.k// is finite.

Thanks to Shrawan Kumar for mentioning this and for explaining the proof,
which we now sketch. One ingredient is the result that

(11.81) �j .S
2k�1/ is finite for all j ¤ 2k � 1:

See [Spa], p. 515. The proof of (11.80) goes by induction on k. The case k D 1

is clear. The case k D 2 follows from (11.54), which reduces (11.80) with k D 2

to the assertion that �j .SU.2// D �j .S
3/ is finite for j ¤ 3. To do the inductive

step, we assume that

(11.82) j ¤ f1; 3; : : : ; 2k � 3g H) �j .U.k � 1// is finite,
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and aim to deduce (11.80). Another ingredient for this is the homotopy exact
sequence for U.k/=U.k � 1/ D S2k�1, which includes the segment

(11.83) �jC1.S2k�1/ ! �j .U.k � 1// ! �j .U.k// ! �j .S
2k�1/;

cf. [Mil], p. 128. We tensor with Q, denoting �j .X/˝ Q by �Q
j .X/.

(11.84) �
Q
jC1.S

2k�1/ ! �
Q
j .U.k � 1// ! �

Q
j .U.k// ! �

Q
j .S

2k�1/:

By (11.81),

(11.85) �Q
j .S

2k�1/ D 0 if j ¤ 2k � 1:

Thus

(11.86) j … f2k � 2; 2k � 1g H) �
Q
j .U.k// � �

Q
j .U.k � 1//:

With this, (11.82) leads to

(11.87) �Q
j .U.k// D 0 if j … f1; 3; : : : ; 2k � 3g and j … f2k � 2; 2k � 1g:

On the other hand, setting j D 2k � 2 in (11.84) gives

(11.88) Q ! �
Q
2k�2.U.k � 1// ! �

Q
2k�2.U.k// ! 0;

so

(11.89) �Q
2k�2.U.k � 1// D 0 H) �Q

2k�2.U.k// D 0;

giving (11.80).

See the exercises for an application of Proposition 11.14.

Remark: S. Kumar has also shown the author how further arguments yield,
for k � 2,

(11.90)
�2kC1.U.k// D 0 if k is odd;

Z=.2/ if k is even.

In case k D 2, one has

(11.91) �5.U.2// D �5.SU.2// D �5.S
3/ D Z=.2/:

See [Spa], p. 520.
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Exercises

1. Give a Clifford algebra description of the operator Dn in (11.64).
2. Show that if k � n, there exists for each ` 2 Z a k � k elliptic system

P 2 OPSm.Rn/ such that IndexP D `:

3. Suppose you know that

�2n�1.U.k// is a finite group.

(By (11.73) this would require k < n.) Show that if P 2 OPSm.Rn/ is a k�k elliptic
system,

IndexP D 0:

(Hint. IndexP j D j IndexP .)
4. Using Exercise 3 and Proposition 11.14, show that ifP 2 OPSm.Rn/ is a k�k elliptic

system,
k < n H) IndexP D 0:
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11

Brownian Motion and Potential Theory

Introduction

Diffusion can be understood on several levels. The study of diffusion on a
macroscopic level, of a substance such as heat, involves the notion of the flux
of the quantity. If u.t; x/ measures the intensity of the quantity that is diffusing,
the flux J across the boundary of a region O in x-space satisfies the identity

(0.1)
@

@t

Z

O

u.t; x/ dV.x/ D �
Z

@O

� � J dS.x/;

as long as the substance is being neither created nor destroyed. By the divergence
theorem, this implies

(0.2)
@u

@t
D � div J:

The mechanism of diffusion creates a flux in the direction from greater concen-
tration to lesser concentration. In the simplest model, the quantitative relation
specified is that the flux is proportional to the x-gradient of u:

(0.3) J D �D grad u;

with D > 0. Applying (0.2), we obtain for u the PDE

(0.4)
@u

@t
D D �u;

in case D is constant. In such a case we can make D D 1, by rescaling, and this
PDE is the one usually called “the heat equation.”

Many real diffusions result from jitterings of microscopic or submicroscopic
particles, in a fashion that appears random. This motivates a probabilistic attack
on diffusion, including creating probabilistic tools to analyze the heat equation.
This is the topic of the present chapter.

M.E. Taylor, Partial Differential Equations II: Qualitative Studies of Linear Equations,
Applied Mathematical Sciences 116, DOI 10.1007/978-1-4419-7052-7 5,
c� Springer Science+Business Media, LLC 1996, 2011
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In �1 we give a construction of Wiener measure on the space of paths in Rn,
governed by the hypothesis that a particle located at x 2 Rn at time t1 will have
the probability P.t; x; U / of being in an open set U � Rn at time t1 C t , where

(0.5) P.t; x; U / D
Z

U

p.t; x; y/ dy;

and p.t; x; y/ is the fundamental solution to the heat equation. We prove that,
with respect to Wiener measure, almost every path is continuous, and we estab-
lish a modulus of continuity. Our choice of et� rather than et�=2 to define such
probabilities differs from the most popular convention and leads to minor differ-
ences in various formulas. Of course, translation between the two conventions is
quite easy.

In �2 we establish the Feynman–Kac formula, for the solution to

(0.6)
@u

@t
D �u C V.x/u;

in terms of an integral over path space. A limiting argument made in �3 gives us
formulas for the solution to (0.4) on a bounded domain�, with Dirichlet boundary
conditions. This also leads to formulas for solutions to

(0.7) �u D f on�; u D 0 on @�;

and

(0.8) �u D 0 on �; u D g on @�:

A different, and more natural, formula for the solution to (0.8) is derived in �5,
after the development in �4 of a tool known as the “strong Markov property.” In
�6 we present a study of the Newtonian capacity of a compact set K � Rn, in
the case n � 3, which is related to the probability that a Brownian path starting
outsideK will hitK . We give Wiener’s criterion for a point y in @� to be regular
for the Dirichlet problem (0.8), in terms of the capacity of Kr D fz 2 @� W
jz � yj � rg, as r ! 0, which has a natural probabilistic proof.

In �7 we introduce the notion of the stochastic integral, such as

(0.9)
Z t

0

f
�
s; !.s/

�
d!.s/;

which is not straightforward since almost all Brownian paths fail to have locally
bounded variation. We show how the solution to

(0.10)
@u

@t
D �u CXu
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can be given in terms of an integral over path space, whose integrand involves a
stochastic integral, in case X is a first-order differential operator. The derivation
of this formula, like the derivation of the Feynman–Kac formula in �2, uses a tool
from functional analysis known as the Trotter product formula, which we establish
in Appendix A at the end of this chapter.

In �8 we consider a more general sort of stochastic integral, needed to solve
stochastic differential equations:

(0.11) dX D b.t;X/ dt C �.t;X/ d!;

which we study in �9. Via Ito’s formulas, stochastic differential equations can be
used to treat diffusion equations of the form

(0.12)
@u

@t
D
X

Ajk.x/ @j @ku C
X

bj .x/ @j u C V.x/u;

in terms of path space integrals. We look at this in �10. Results there, specialized
to (0.10), yield a formula with a different appearance than that derived in �7. The
identity of these two formulas leads to a formula of Cameron-Martin-Girsanov,
representing the “Jacobian determinant” of a certain nonlinear transformation of
path space.

An important topic that we do not treat here is Malliavin’s stochastic calculus
of variations, introduced in [Mal], which has had numerous interesting applica-
tions to PDE. We refer the reader to [Stk2] and [B] for material on this, and further
references.

1. Brownian motion and Wiener measure

One way to state the probabilistic connection with the heat equation

(1.1)
@u

@t
D �u

is in terms of the heat kernel, p.t; x; y/, satisfying

(1.2) et�f .x/ D
Z
p.t; x; y/f .y/ dV.y/:

If� in (1.1) is the Friedrichs extension of the Laplacian on any Riemannian man-
ifold M , the maximum principle implies

(1.3) p.t; x; y/ � 0:
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In many cases, including all compactM andM D Rn, we also have

(1.4)
Z
p.t; x; y/ dV.y/ D 1:

Consequently, for each x 2 M; p.t; x; y/ dV.y/ defines a probability distribu-
tion, which we can interpret as giving the probability that a particle starting at the
point x at time 0 will be in a given region in M at time t .

Restricting our attention to the caseM D Rn, we proceed to construct a proba-
bility measure, known as “Wiener measure,” on the set of paths ! W Œ0;1/ ! Rn,
undergoing a random motion, sometimes called Brownian motion, described as
follows. Given t1 < t2 and that !.t1/ D x1, the probability density for the loca-
tion of !.t2/ is

(1.5) et�ıx1.x/ D p.t; x � x1/ D .4�t/�n=2e�jx�x1j2=4t ; t D t2 � t1:

The motion of a random path for t1 � t � t2 is supposed to be independent of its
past history. Thus, given 0 < t1 < t2 < � � � < tk , and given Borel sets Ej � Rn,
the probability that a path, starting at x D 0 at t D 0, lies in Ej at time tj for
each j 2 Œ1; k	 is

(1.6)
Z

E1

� � �
Z

Ek

p.tk � tk�1; xk � xk�1/ � � �p.t1; x1/ dxk � � �dx1:

It is not obvious that there is a countably additive measure characterized by these
properties, and Wiener’s result was a great achievement. The construction we give
here is a slight modification of one in Appendix A of [Nel2].

Anticipating that Wiener measure is supported on the set of continuous paths,
we will take a path to be characterized by its locations at all positive rational t .
Thus, we consider the set of “paths”

(1.7) P D
Y

t2QC

PRn:

Here, PRn is the one-point compactification of Rn (i.e., PRn D Rn [ f1g). Thus
P is a compact, metrizable space. We construct Wiener measure W as a positive
Borel measure on P.

By the Riesz theorem, it suffices to construct a positive linear functional
E W C.P/ ! R, on the space C.P/ of real-valued, continuous functions on
P, satisfying E.1/ D 1. We first define E on the subspace C#, consisting of con-
tinuous functions that depend on only finitely many of the factors in (1.7); that is,
functions on P of the form

(1.8) '.!/ D F
�
!.t1/; : : : ; !.tk/

�
; t1 < � � � < tk ;
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where F is continuous on
Qk
1

PRn, and tj 2 QC. To be consistent with (1.6), we
take

(1.9)

E.'/ D
Z

� � �
Z
p.t1; x1/p.t2 � t1; x2 � x1/

� � �p.tk � tk�1; xk � xk�1/
F.x1; : : : ; xk/ dxk � � �dx1:

If '.!/ in (1.8) actually depends only on !.t	/ for some proper subset ft	g of
ft1; : : : ; tkg, there arises a formula for E.'/ with a different appearance from
(1.9). The fact that these two expressions are equal follows from the semigroup
property of et�. From this it follows that E W C# ! R is well defined. It is also a
positive linear functional, satisfying E.1/ D 1.

Now, by the Stone-Weierstrass theorem, C# is dense in C.P/. Since
E W C# ! R is a positive linear functional and E.1/ D 1, it follows that E
has a unique continuous extension to C.P/, possessing these properties. Thus
there is a unique probability measure W on P such that

(1.10) E.'/ D
Z

P

'.!/ dW.!/:

This is the Wiener measure.

Proposition 1.1. The set P0 of paths from QC to Rn, which are uniformly con-
tinuous on bounded subsets of QC (and which thus extend uniquely to continuous
paths from Œ0;1/ to Rn), is a Borel subset of P with Wiener measure 1.

For a set S , let oscS .!/ denote sups;t2S j!.s/ � !.t/j. Set

(1.11) E.a; b; "/ D ˚
! 2 P W oscŒa;b�.!/ > 2"


I

here Œa; b	 denotes fs 2 QC W a � s � bg. Its complement is

(1.12) Ec.a; b; "/ D
\

t;s2Œa;b�

˚
! 2 P W j!.s/ � !.t/j � 2"



;

which is closed in P. Below we will demonstrate the following estimate on the
Wiener measure of E.a; b; "/:

(1.13) W
�
E.a; b; "/

� � 2�
� "
2
; jb � aj�;

where

(1.14) �."; ı/ D sup
t�ı

Z

jxj>"
p.t; x/ dx;
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with p.t; x/ D et�ı.x/, as in (1.5). In fact, the sup is assumed at t D ı, so

(1.15) �."; ı/ D
Z

jyj>"=pı

p.1; y/ dy D  n
� "p

ı

�
;

where

(1.16)  n.r/ D .4�/�n=2
Z

jyj>r
e�jyj2=4 dy � ˛nr

n�1e�r2=4;

as r ! 1.
The relevance of the analysis of E.a; b; "/ is that if we set

(1.17) F.k; "; ı/ D ˚
! 2 P W 9 J � Œ0; k	 \ QC; `.J / � ı; oscJ .!/ > 4"



;

where `.J / is the length of the interval J , then

(1.18) F.k; "; ı/ D
[˚

E.a; b; 2"/ W Œa; b	 � Œ0; k	; jb � aj � ı



is an open set, and, via (1.13), we have

(1.19) W
�
F.k; "; ı/

� � 2k
�."; ı/

ı
:

Furthermore, with F c.k; "; ı/ D P n F.k; "; ı/,

(1.20)

P0 D ˚
! W 8k < 1;8" > 0; 9ı > 0 such that ! 2 F c.k; "; ı/


D
\

k

\

"D1=	

[

ıD1=�
F c.k; "; ı/

is a Borel set (in fact, an F
ı set), and we can conclude that W.P0/ D 1 from
(1.19), given the observation that, for any " > 0,

(1.21)
�."; ı/

ı
�! 0; as ı ! 0;

which follows immediately from (1.15) and (1.16). Thus, to complete the proof
of Proposition 1.1, it remains to establish the estimate (1.13).

Lemma 1.2. Given "; ı > 0, take � numbers tj 2 QC; 0 � t1 < � � � < t	 , such
that t	 � t1 � ı. Let

(1.22) A D ˚
! 2 P W j!.t1/� !.tj /j > "; for some j D 1; : : : ; �



:
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Then

(1.23) W.A/ � 2�
� "
2
; ı
�
:

Proof. Let

(1.24)

B D ˚
! W j!.t1/� !.t	/j > "

2



;

Cj D ˚
! W j!.tj /� !.t	/j > "

2



;

Dj D f! W j!.t1/ � !.tj /j > " and

j!.t1/� !.tk/j � ";8 k � j � 1g:

Then A � B [
	S
jD1

�
Cj \Dj

�
, so

(1.25) W.A/ � W.B/C
	X

jD1
W
�
Cj \Dj

�
:

Clearly,W.B/ � �."=2; ı/. Furthermore, via (1.8)–(1.9), if we set

D
�
!.t1/; : : : ; !.tj /

� D 1; if ! 2 Dj ; 0 otherwise;

C
�
!.tj /; !.t	/

� D 1; if ! 2 Cj ; 0 otherwise;

we have C.xj ; x	/ D C1.xj � x	/ and

(1.26)

W.Cj \Dj /
D
Z

� � �
Z
D.x1; : : : ; xj /C.xj ; x	/p.t1; x1/p.t2 � t1; x2 � x1/ � � �

p.tj � tj�1; xj � xj�1/p.t	 � tj ; x	 � xj / dx	dxj � � �dx1
� �

� "
2
; ı
� Z � � �

Z
D.x1; : : : ; xj /p.t1; x1/ � � �p.tj � tj�1; xj � xj�1/

� dxj � � �dx1
� �

� "
2
; ı
�
W.Dj /;

so

(1.27)
X

j

W
�
Cj \Dj

� � �.
"

2
; ı/;

since the Dj are mutually disjoint. This proves (1.23).
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Let us note an intuitive approach to (1.26). Since Dj describes properties of
!.t/ for t 2 Œt1; tj 	 and Cj describes a property of !.t	/ � !.tj /, these sets
describe independent events, so W.Cj \ Dj / D W.Cj /W.Dj /; meanwhile
W.Cj / � �."=2; ı/.

We continue the demonstration of (1.13). Now, given such tj as in the state-
ment of Lemma 1.2, if we set

(1.28) E D ˚
! W j!.tj /� !.tk/j > 2"; for some j; k 2 Œ1; �	
;

it follows that

(1.29) W.E/ � 2�
� "
2
; ı
�
;

since E is a subset of A, given by (1.22). Now, E.a; b; "/, given by (1.11), is
a countable increasing union of sets of the form (1.28), obtained, say, by let-
ting ft1; : : : ; t	g consist of all t 2 Œa; b	 that are rational with denominator � K ,
and taking K % C1. Thus we have (1.13), and the proof of Proposition 1.1 is
complete.

We make the natural identification of paths ! 2 P0 with continuous paths
! W Œ0;1/ ! Rn. Note that a function ' on P0 of the form (1.8), with tj 2 RC,
not necessarily rational, is a pointwise limit on P0 of functions in C#, as long as
F is continuous on

Qk
1

PRn, and consequently such ' is measurable. Furthermore,
(1.9) continues to hold, by the dominated convergence theorem.

An alternative approach to the construction of W would be to replace (1.7)
by eP D Q˚ PRn W t 2 RC
. With the product topology, this is compact but not
metrizable. The set of continuous paths is a Borel subset of eP, but not a Baire set,
so some extra measure-theoretic considerations arise if one takes this route.

Looking more closely at the estimate (1.19) of the measure of the setF.k; "; ı/,
defined by (1.17), we note that you can take " D K

p
ı log 1=ı, in which case

(1.30) �."; ı/ D  n

�
K

r
log

1

ı

�
� Cn

�
log

1

ı

�n=2�1
ıK

2=4:

Then we obtain the following refinement of Proposition 1.1.

Proposition 1.3. For almost all ! 2 P, we have the modulus of continuity
8
p
ı log 1=ı, that is, given 0 � s; t � k < 1,

(1.31) lim sup
js�t jDı!0

�ˇ̌
!.s/ � !.t/

ˇ̌ � 8

r
ı log

1

ı

	
� 0:

In fact, (1.30) gives W.Sk/ D 1, where Sk is the set of paths satisfying (1.31),
with 8 replaced by 8 C 1=k, and then

T
k Sk is precisely the set of paths

satisfying (1.31).



1. Brownian motion and Wiener measure 369

This result is not quite sharp; P. Levy showed that, for almost all ! 2 P, with
�.ı/ D 2

p
ı log 1=ı, 0 � s; t � k < 1,

(1.32) lim sup
js�t j!0

j!.s/ � !.t/j
�.js � t j/ D 1:

See [McK] for a proof. We also refer to [McK] for a proof of the result, due to
Wiener, that almost all paths ! are nowhere differentiable.

By comparison with (1.31), note that if we define functions Xt on P, taking
values in Rn, by

(1.33) Xt .!/ D !.t/;

then a simple application of (1.8)–(1.10) yields

(1.34) kXtk2L2.P/ D
Z

jxj2p.t; x/ dx D 2nt;

and more generally

(1.35) kXt � XskL2.P/ D p
2n js � t j1=2:

Note that (1.35) depends on n, while (1.32) does not.
Via a simple translation of coordinates, we have a similar construction for the

set of Brownian paths ! starting at a general point x 2 R`, yielding the positive
functionalEx W C.P/ ! R, and Wiener measure Wx , such that

(1.36) Ex.'/ D
Z

P

'.!/ dWx.!/:

When '.!/ is given by (1.8),Ex.'/ has the form (1.9), with the functionp.t1; x1/
replaced by p.t1; x1 � x/. To put it another way, Ex.'/ has the form (1.9) with
F.x1; : : : ; xk/ replaced by F.x1 C x; : : : ; xk C x/.

We will often use such notation as

Ex
�
f .!.t/

�

instead of
R
P f

�
Xt .!/

�
dWx.!/ or Ex

�
f .Xt .!//

�
.

The following simple observation is useful.

Proposition 1.4. If ' 2 C.P/, then Ex.'/ is continuous in x.

Proof. Continuity for ' 2 C#, the set of functions of the form (1.8), is clear from
(1.9) and its extension to x ¤ 0 discussed above. Since C# is dense in C.P/, the
result follows easily.
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Exercises

1. Given a > 0, define a transformation Da W P0 ! P0 by

.Da!/.t/ D a!.a�2t/:
Show thatDa preserves the Wiener measureW . This transformation is called Brownian
scaling.

2. Let eP0 D f! 2 P0 W lims!1 s�1!.s/ D 0g. Show that W.eP0/ D 1.
Define a transformation � W eP0 ! P0 by

.�!/.t/ D t!.t�1/;
for t > 0. Show that � preserves the Wiener measure W .

3. Given a > 0, define a transformation Ra W P0 ! P0 by

.Ra!/.t/ D !.t/; for 0 � t � a;

2!.a/ � !.t/; for t � a:

Show that Ra preserves the Wiener measure W .
4. Show that Lp.P0; dW0/ is separable, for 1 � p < 1. (Hint: P is a compact metric

space. Show that C.P/ is separable.)
5. If 0 � a1 < b1 � a2 < b2, show that Xb1 � Xa1 is orthogonal to Xb2 � Xa2 in
L2.P; dWx ;Rn/, where Xt .!/ D !.t/, as in (1.33).

6. Verify the following identities (when n D 1):

Ex

�
e�.!.t/�!.s//

�
D ejt�sj�2 ;(1.37)

Ex

��
!.t/� !.s/

�2k� D .2k/Š

kŠ
jt � sjk ;(1.38)

E
�
!.s/!.t/

� D 2 min.s; t/:(1.39)

7. Show that e�j!.t/j2 2 L2.P0; dW0/ if and only if � < 1=8t .

2. The Feynman–Kac formula

To illustrate the application of Wiener measure to PDE, we now derive a formula,
known as the Feynman–Kac formula, for the solution operator et.��V / to

(2.1)
@u

@t
D �u � V u; u.0/ D f;

given f in an appropriate Banach space, such as Lp.Rn/; 1 � p < 1, or
f 2 Co.Rn/, the space of continuous functions on Rn vanishing at infinity. To
start, we will assume V is bounded and continuous on Rn. Following [Nel2], we
will use the Trotter product formula

(2.2) et.��V /f D lim
k!1

�
e.t=k/�e�.t=k/V

�k
f:
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For any k;
�
e.t=k/�e�.t=k/V

�k
f is expressed as a k-fold integral:

(2.3)

�
e.t=k/�e�.t=k/V

�k
f .x/

D
Z

� � �
Z
f .xk/e

�.t=k/V.xk/ p
� t
k
; xk � xk�1

�
e.t=k/V.xk�1/ � � �

� e�.t=k/V.x1/ p
� t
k
; x � x1

�
dx1 � � �dxk :

Comparison with (1.36) gives

(2.4)
�
e.t=k/�e�.t=k/V �kf .x/ D Ex.'k/;

where

(2.5) 'k.!/ D f
�
!.t/

�
e�Sk .!/; Sk.!/ D t

k

kX

jD1
V
�
!
�jt
k

��
:

We are ready to prove the Feynman–Kac formula.

Proposition 2.1. If V is bounded and continuous on Rn, and f 2 C.Rn/ van-
ishes at infinity, then, for all x 2 Rn,

(2.6) et.��V /f .x/ D Ex

�
f
�
!.t/

�
e� R t

0 V.!.�// d�
�
:

Proof. We know that et.��V /f is equal to the limit of (2.4) as k ! 1, in the
sup norm. Meanwhile, since almost all ! 2 P are continuous paths, Sk.!/ !R t
0
V.!.//d boundedly and a.e. on P. Hence, for each x 2 Rn, the right side

of (2.4) converges to the right side of (2.6). This finishes the proof.

Note that if V is real-valued and in L1.Rn/, then et.��V / is defined on
L1.Rn/, by duality from its action on L1.Rn/, and

(2.7) f	 2 C1
0 .R

n/; f	 % 1 H) et.��V /f	 % et.��V /1:

Thus, if V is real-valued, bounded, and continuous, then, for all x 2 Rn,

(2.8) et.��V /1.x/ D Ex

�
e� R t

0 V.!.�//d�
�
:

We can extend these identities to some larger classes of V . First we consider
the nature of the right side of (2.6) for more general V .
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Lemma 2.2. Fix t 2 Œ0;1/. If V 2 L1.Rn/, then

(2.9) IV .!/ D
Z t

0

V.!.// d

is well defined in L1.P/. If V	 is a bounded sequence in L1.Rn/ and V	 ! V

in measure, then IV� ! IV boundedly and in measure on P. This is true for each
measure Wx; x 2 Rn.

Proof. Here, L1 is the set of equivalence classes (mod a.e. equality) of bounded
measurable functions, that is, elements of L1.Rn/. Suppose W 2 L1.Rn/ is a
pre-image of V . Then

R t
0
W.!.// d D �W .!/ is defined and measurable, and

k�W kL1.P/ � kW kL1.Rn/t . If W # is also a pre-image of V , then W D W #

almost everywhere on Rn. Look at U , defined on P � RC by

U.!; s/ D W.!.s// �W #.!.s//:

This is measurable. Let K � Rn be the set where W.x/ ¤ W #.x/; this has
measure 0. Now, for fixed s, the set of ! 2 P such that !.s/ 2 K has Wiener
measure 0. By Fubini’s theorem it follows that U D 0 a.e. on P � RC, and
hence, for almost all ! 2 P; U.!; �/ D 0 a.e. on RC. Thus

R t
0 W

#.!.// d DR t
0
W.!.// d for a.e. ! 2 P, so IV is well defined in L1.P/ for each V 2

L1.Rn/. Clearly, kIV kL1 � kV kL1 t .
If V	 ! V boundedly and in measure, in view of the previous argument we can

assume without loss of generality that, upon passing to a subsequence, V	.x/ !
V.x/ for all x. Consider

U	.!; s/ D V.!.s// � V	.!.s//;

which is bounded in L1.P�RC/. This converges to 0 for each .!; s/ 2 P�RC,
so by Fubini’s theorem again,

R t
0 U	.!; s/ ds ! 0 for a.e. !. This completes the

proof.

A similar argument yields the following.

Lemma 2.3. If V 2 L1loc.R
n/ is bounded from below, then

(2.10) eV .!/ D e� R t
0 V.!.�// d�

is well defined in L1.P/. If V	 2 L1loc.R
n/ are uniformly bounded below and

V	 ! V in L1loc, then eV� ! eV boundedly and in measure on P.

Thus, if V 2 L1loc.R
n/; V � �K > �1, take bounded, continuous V	 such

that V	 � �K and V	 ! V in L1loc. We have ket.��V� /k � eKt for all �, where
k � k can be the operator norm on Lp.Rn/ or on Co.Rn/. Now, if we replace V
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by V	 in (2.6), then Lemma 2.3 implies that, for any f 2 C1
0 .R

n/, the right side
converges, for each x, namely,

(2.11) Ex

�
f
�
!.t/

�
e� R t

0 V� .!.�// d�
�

�! P.t/f .x/; as � ! 1:

Clearly jP.t/f .x/j� eKtEx.jf j/� eKtkf kL1 . Consequently, for each x2Rn,
if f 2 C1

0 .R
n/,

(2.12) et.��V�/f .x/ �! P.t/f .x/ D Ex

�
f
�
!.t/

�
e� R t

0 V.!.�// d�
�
:

It follows that P.t/ W C1
0 .R

n/ ! L1.Rn/. Since

(2.13)
ˇ̌
et.��V� /f .x/

ˇ̌ � eKtet�jf j.x/;
we also haveP.t/ W C1

0 .R
n/ ! L1.Rn/. Furthermore, we can pass to the limit in

the PDE @u	=@t D �u	 �V	u	 for u	 D et.��V� /f , to obtain for u.t/ D P.t/f

the PDE

(2.14)
@u

@t
D �u � V u; u.0/ D f:

If � � V , with domain D D D.�/ \ D.V /, is self-adjoint, or has self-adjoint
closure A, the uniqueness result of Proposition 9.11 in Appendix A, Functional
Analysis, guarantees that P.t/f D etAf . For examples of such self-adjointness
results on � � V , see Chap. 8, �2, and the exercises following that section. Thus
the identity (2.6) extends to such V , for example, to V 2 L1.Rn/; so does the
identity (2.8).

We can derive a similar formula for the solution operator S.t; 0/ to

(2.15)
@u

@t
D �u � V.t; x/u; u.0/ D f;

using the time-dependent Trotter product formula, Proposition A.5, and its conse-
quence, Proposition A.6. Thus, we obtain

(2.16) S.t; 0/f .x/ D Ex

�
f
�
!.t/

�
e� R t

0 V.�;!.�// d�
�

when V.t/ 2 C �Œ0;1/; BC.Rn/
�
; BC.Rn/ denoting the space of bounded con-

tinuous functions on Rn. By arguments such as those used above, we can extend
this identity to larger classes of functions V.t/.

Exercises

1. Given " > 0; � 2 R, compute the integral operator giving

(2.17) et.@
2
x�"x2��x/f .x/:
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(Hint: Use "x2 C �x D ".x C �=2"/2 � �2=4" to reduce this to the problem of
computing the integral operator giving

(2.18) et.@
2
x�"x2/g.x/:

For this, see the material on the harmonic oscillator in �6 of Chap. 8, in particular,
Mehler’s formula.)

2. Obtain a formula for

(2.19) Ex

�
e�" R t0 !.s/2 ds��

R t
0 !.s/ ds

�
D et.@

2
x�"x2��x/1.x/;

in the case of one-dimensional Brownian motion. (Hint: Use the formula

(2.20)
et.@

2
x�"x2/1.x/ D a.t/e�b.t/x2 ;

a.t/ D �
cosh 2

p
"t
��1=2

; b.t/ D 1

2

p
" tanh 2

p
"t;

which follows from the formula for (2.18). Alternatively, verify (2.20) directly, exam-
ining the system of ODE

a0.t/ D �2a.t/b.t/; b0.t/ D " � 4b.t/2:/

3. Pass to the limit " & 0 in (2.19), to evaluate

(2.21) Ex

�
e�� R t0 !.s/ds

�
:

Note that the monotone convergence theorem applies.

Exercises 4 and 5 will investigate

(2.22)  ."/ D W0

�n
! 2 P W

Z a

0
!.s/2 ds < "

o	
D P

�Z a

0
!.s/2 ds < "

	
:

4. Using Exercise 2, show that, for all � > 0,

(2.23)

Z 1

0
 0.s/e��s ds D E0

�
e�� R a0 !.s/2 ds

�

D �
cosh 2a

p
�
��1=2 D p

2e�ap
�
�
1C e�4ap

�
��1=2

:

Other derivations of (2.23) can be found in [CM] and [Lev].
5. The subordination identity, given as (5.22) in Chap. 3, implies

Z 1

0
'a.s/e

��s ds D p
2e�ap

� if 'a.s/ D ap
2�
s�3=2e�a2=4s :

Deduce that

 0.s/ D 'a.s/� 1

2
'5a.s/C 3

8
'9a.s/� � � � ;

hence that

(2.24)

d

d"
P

�Z a

0
!.s/2 ds < "

	

D ap
2�
"�3=2he�a2=4" � 1

2
� 5e�25a2=4" C 3

8
� 9e�81a2=4" � � � �

i
:
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Show that the terms in this alternating series have progressively decreasing magnitude
provided "=a2 � 1=2. (Hint: Use the power series

.1C y/�1=2 D 1 � 1

2
y C 3

8
y2 � � � �

with y D e�4ap
�:)

6. Suppose now that !.t/ is Brownian motion in Rn. Show that

E0

�
e�� R a0 j!.s/j2 ds� D �

cosh 2a
p
�
��n=2

:

Deduce that in the case n D 2,

d

d"
P
�Z a

0
j!.s/j2 ds < "

�
D 2ap

�
"�3=2he�a2=" � 3e�9a2=" C 5e�25a2=" � � � �

i
:

Show that the terms in this alternating series have progressively decreasing magnitude
provided " � 2a2.

3. The Dirichlet problem and diffusion on domains
with boundary

We can use results of �2 to provide connections between Brownian motion and
the Dirichlet boundary problem for the Laplace operator. We begin by extending
Lemma 2.3 to situations where V	 % V , with V.x/ possibly equal to C1 on a
big set. We have the following analogue of Lemma 2.3.

Lemma 3.1. Let V	 2 L1loc.R
n/; �K � V	 % V , with possibly V.x/ D C1 on

a set of positive measure. Then eV .!/, given by (2.10), is well defined in L1.P/,
provided we set e�1 D 0, and eV� ! eV boundedly and in measure on �, for
each t .

Proof. This follows from the monotone convergence theorem.

Thus we again have convergence with bounds in (2.11)–(2.13). We will look at
a special class of such sequences. Let � � Rn be open, with smooth boundary
(in fact, Lipschitz boundary will more than suffice), and set E D Rn n �. Let
V	 � 0 be continuous and bounded on Rn and satisfy

(3.1) V	 D 0 on �; V	 � � on E	; V	 %;

where E	 is the set of points of distance � 1=� from �. Given f 2 L2.Rn/;
g 2 L2.�/, set P�f D f j� 2 L2.�/, and define E�g 2 L2.Rn/ to be g.x/
for x 2 �; 0 for x 2 E D Rn n�.

Proposition 3.2. Under the hypotheses above, if f 2 L2.Rn/, then

(3.2) et.��V�/f �! E�e
t��

�
P�f

�
;

as � ! 1, where �� is the Laplace operator with Dirichlet boundary
condition on �.
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Proof. We will first show that, for any � > 0,

(3.3)
�
� ��C V	

��1
f ! E�

�
� ���

��1
P�f:

Indeed, denote the left side of (3.3) by u	 , so .� � �C V	/u	 D f . Taking the
inner product with u	 , we have

(3.4) �ku	k2L2Ckru	k2L2C
Z
V	 ju	j2 dx D .f; u	/ � �

2
ku	k2L2C 1

2�
kf k2

L2
;

so

(3.5)
�

2
ku	k2L2 C kru	k2L2 C

Z
V	ju	 j2 dx � 1

2�
kf k2

L2
:

Thus, for fixed � > 0; fu	 W � 2 ZCg is bounded in H 1.Rn/, whileR
E�

ju	j2 dx � C=�. Thus fu	g has a weak limit point u 2 H 1.Rn/, and
u D 0 on [E	 . The regularity hypothesized for @� implies u 2 H 1

0 .�/. Clearly,
.� � �/u D f on �, so (3.3) follows, with weak convergence in H 1.Rn/. But
note that, parallel to (3.4),

�kuk2
L2

C kruk2
L2

D .f; u/ D lim
	!1 .f; u	/;

so

(3.6) �kuk2
L2

C kruk2
L2

� lim sup
	!1

�ku	k2L2 C kru	k2L2 :

Hence, in fact, we have H 1-norm convergence in (3.3), and a fortiori L2-norm
convergence.

Now consider the set F of real-valued ' 2 Co.Œ0;1// such that, for all f 2
L2.Rn/,

(3.7) '.��C V	/f �! E�'.���/P�f; in L2.Rn/-norm;

where '.H/ is defined via the spectral theorem for a self-adjoint operator H .
(Material on this functional calculus can be found in �1 of Chap. 8.) The analysis
above shows that, for each � > 0; r�.s/ D .�C s/�1 belongs to F . Since P�E�
is the identity on L2.�/, it is clear that F is an algebra; it is also easily seen to be
a closed subset of Co.Œ0;1//. Since it contains r� for � > 0, it separates points,
so by the Stone-Weierstrass theorem all real-valued ' 2 Co.Œ0;1// belong to F .
This proves (3.2).
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The version of (2.12) we have this time is the following.

Proposition 3.3. Let � � Rn be open, with smooth boundary, or more generally
with the property that

fu 2 H 1.Rn/ W supp u � �g D H 1
0 .�/:

Let F 2 C1
0 .R

n/; f D F j�. Then, for all x 2 �; t � 0,

(3.8) et�f .x/ D Ex

�
f
�
!.t/

�
e� R t

0 `�.!.�// d�
�
:

On the left, et� is the solution operator to the heat equation on RC � � with
Dirichlet boundary condition on @�, and in the expression on the right

(3.9) `�.x/ D 0 on �; C 1 on Rn n� D ı
E:

Note that, for ! continuous,

(3.10)
e� R t

0 `�.!.�// d� D  �.!; t/ D 1 if !.Œ0; t 	/ � �;

0 otherwise:

The second identity defines  �.!; t/. Of course, for ! continuous,!.Œ0; t 	/ � �

if and only if !.Œ0; t 	 \ Q/ � �.
We now extend Proposition 3.3 to the case where � � Rn is open, with no

regularity hypothesis on @�. Choose a sequence�j of open regions with smooth
boundary, such that �j �� �jC1 �� � � � ; Sj �j D �. Let �j denote the
Laplace operator on�j , with Dirichlet boundary condition, and let� denote that
of �, also with Dirichlet boundary condition.

Lemma 3.4. Given f 2 L2.�/; t � 0,

(3.11) et�f D lim
j!1 Ej e

t�jPjf;

where Pjf D f j�j and, for g 2 L2.�j /; Ejg.x/ D g.x/ for x 2 �j ; 0 for
x 2 � n�j .

Proof. Methods of Chap. 5, �5, show that, for � > 0,

(3.12) Ej .� ��j /�1Pjf ! .� ��/�1f

in L2-norm, and then (3.11) follows from this, by reasoning used in the proof of
Proposition 3.2.
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Suppose f 2 C1
0 .�L/. Then, for j � L; Ej e

t�j f ! et�f in L2-norm, as
we have just seen. Furthermore, local regularity implies

(3.13) Ej e
t�j f �! et�f locally uniformly on �:

Thus, given such f , and any x 2 � (hence x 2 �j for j large),

(3.14) et�f .x/ D lim
j!1 Ex

�
f
�
!.t/

�
 �j .!; t/

�
:

Now, as j ! 1,

(3.15)  �j .!; t/ %  �.!; t/;

where we define

(3.16)
 �.!; t/ D 1 if !.Œ0; t 	/ � �;

0 otherwise:

This yields the following:

Proposition 3.5. For any open� � Rn, given f 2 C1
0 .�/; x 2 �,

(3.17) et�f .x/ D Ex
�
f
�
!.t/

�
 �.!; t/

�
:

In particular, if � has smooth boundary, one can use either  �.!; t/ or  �.!; t/
in the formula for et�f .x/. However, if @� is not smooth, it is  �.!; t/ that one
must use.

It is useful to extend this result to more general f . Suppose fj 2 C1
0 .�/, f 2

L2.�/, and fj .x/ & f .x/ for each x 2 �. Then, for any t > 0; et�fj ! et�f

in L2.�/ \ C1.�/, while, for each x 2 �; Ex
�
fj .!.t// �.!; t/

�
converges

& to the right side of (3.17), by the monotone convergence theorem. Hence (3.17)
holds for all such f ; denote this class byL.�/. Clearly, the characteristic function
�K 2 L.�/ for each compactK � �.

By the same reasoning, the class of functions in L2.�/ for which (3.17)
holds is closed under forming monotone limits, either fj % f or fj & f ,
of sequences bounded in L2.�/. An argument used in Lemma 2.2 shows that
modifying f 2 L2.�/ on a set of measure zero does not change the right side of
(3.17). If S � � is measurable, then

�S .x/ D lim
j!1�Kj .x/; a.e.;

for an increasing sequence of compact sets Kj � S , so (3.17) holds for f D �S .
Thus it holds for finite linear combinations of such characteristic functions, and
an easy limiting argument gives the following:
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Proposition 3.6. The identity (3.17) holds for all f 2 L2.�/ when t > 0; x 2�.

Suppose now that � is bounded. Then, for f 2 Lp.�/; 1 � p � 1,

(3.18) ���1f D
Z 1

0

et�f dt;

the integral being absolutely convergent in Lp-norm. If f 2 C1
0 .�/, we hence

have, for each x 2 �,

(3.19) ���1f .x/ D Ex

�Z 1

0

f
�
!.t/

�
 �.!; t/ dt

	
:

Furthermore, by an argument such as used to prove Proposition 3.6, this identity
holds for almost every x 2 �, given f 2 L2.�/, and for every x if fj 2 C1

0 .�/

and fj .x/ % f .x/ for all x. In particular, for � bounded,

(3.20) ���11.x/ D Ex
�
#�.!/

�
; x 2 �;

where, if ! is a continuous path starting inside �, we define

(3.21)
#�.!/ D

Z 1

0

 �.!; t/dt D sup ft W !.Œ0; t 	/ � �g
D min ft W !.t/ 2 @�g:

In other words, #�.!/ is the first time !.t/ hits @�; it is called the “first exit
time.” Since ��11 2 C1.�/, it is clear that the first exit time for a path starting
at any x 2 � is finite for Wx-almost every ! when� is bounded. (If ! starts at a
point in @� or in Rn n�, set #�.!/ D 0:) Note that we can write

(3.22) ���1f .x/ D Ex

 Z #�.!/

0

f
�
!.t/

�
dt

!
:

If @� is smooth enough for Proposition 3.3 to hold, we have the formula (3.19),
with  �.!; t/ replaced by �.!; t/, valid for all x 2 �. In particular, for smooth
bounded�,

(3.23) ���11.x/ D Ex
�
#�.!/

�
; x 2 �;

where we define

(3.24) #�.!/ D inf
˚
t W !.t/ 2 Rn n�
 D max

˚
t W !�Œ0; t 	� � �



:

(If !.0/ 2 Rn n �, set #�.!/ D 0:) Comparing this with (3.20), noting that
#�.!/ � #�.!/, we have the next result.
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Proposition 3.7. If � is bounded and @� is smooth enough for Proposition 3.3
to hold, then

(3.25) x 2 � H) #�.!/ D #�.!/; for Wx- almost every !;

and

(3.26) x 2 @� H) #�.!/ D 0; for Wx- almost every !:

The probabilistic interpretation of this result is that, for any x 2 �, once a
Brownian path ! starting at x hits @�, it penetrates into the interior of Rn n �
within an arbitrarily short time, for Wx-almost all !. From here one can show
that, given x 2 @�, Wx-a.e. path ! spends a positive amount of time in both �
and Rn n �, on any time interval Œ0; s0	, for any s0 > 0, however small. This is
one manifestation of how wiggly Brownian paths are.

Note that taking f D 1 in (3.17) gives, for all x 2 �, any open set in Rn,

(3.27) et�1.x/ D Wx
�f! W #�.!/ > tg

�
; x 2 �;

the right side being the probability that a path starting in � at x has first exit
time > t . Meanwhile, if @� is regular enough for Proposition 3.3 to hold, then

(3.28) et�1.x/ D Wx
�f! W #�.!/ > tg

�
:

Comparing these identities extends Proposition 3.7 to unbounded�.
The following is an interesting consequence of (3.28).

Proposition 3.8. For one-dimensional Brownian motion, starting at the origin,
given t > 0; � > 0,

(3.29) W
�f! W sup

0�s�t
!.s/ � �g� D 2W

�f! W !.t/ � �g�:

Proof. The right side is
R1
�
p.t; x/ dx, with p.t; x/ D etd

2=dx2ı.x/ D
.4�t/�1=2e�x2=4t , the n D 1 case of (1.5). The left side of (3.29) is the same
as W

�f! W #.�1;�/.!/ < tg�, which by (3.28) is equal to 1 � etL1.0/ if
L D d 2=dx2 on .�1; �/, with Dirichlet boundary condition at x D �. By the
method of images we have, for x < �,

etL1.x/ D
Z
p.t; y/H.� � x C y/ dy;

where H.s/ D 1 for s > 0; �1 for s < 0. From this, the identity (3.29) readily
follows.
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We next derive an expression for the Poisson integral formula, for the solution
PI f D u to

(3.30) �u D 0 on �; uj@� D f:

This can be expressed in terms of the integral kernel G.x; y/ of ��1 if @� is
smooth. In fact, an application of Green’s formula gives

(3.31) PI f .x/ D
Z

@�

f .y/
@

@�y
G.x; y/ dS.y/;

where �y is the outward normal to @� at y. A closely related result is the fol-
lowing. Let f be defined and continuous on a neighborhood of @�. Given small
ı > 0, set

(3.32) Sı D fx 2 � W dist.x; @�/ < ıg;

and define uı by

(3.33)
�uı D ı�2fı on �; uı D 0 on @�;

fı D f on Sı ; 0 on� n Sı :

Lemma 3.9. If @� is smooth, then, locally uniformly on �,

(3.34) lim
ı!0

uı D �1
2

PIf:

Proof. If � is the outward normal, we have

(3.35)

uı.x/ D ı�2
Z

@�

Z ı

0

G.x; y � s�/f .y/ ds dS.y/C o.1/

D �ı�2
Z

@�

f .y/
@

@�y
G.x; y/

�Z ı

0

s ds
�
dS.y/C o.1/

D �1
2

Z

@�

f .y/
@

@�y
G.x; y/ dS.y/C o.1/;

so the result follows from (3.31).

Comparing this with (3.22), we conclude that when @� is smooth,

(3.36) PI f .x/ D lim
ı&0

2

ı2
Ex

 Z #�.!/

0

f
�
!.t/

�
�Sı .!; t/ dt

!
;
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where Sı is as in (3.32), and, for S � �,

(3.37)
�S .!; t/ D 1 if !.t/ 2 S;

0 otherwise:

We will discuss further formulas for PI f in �5.

Exercises

1. Looking at the definitions, check that  
�
.!; t/ and #

�
.!/ are measurable when

� � Rn is open with smooth boundary and that  �.!; t/ and #�.!/ are measur-
able, for general open � � Rn.

2. Show that if x 2 O, then

(3.38) f! 2 P0 W #O.!/ < t0g D
[

s2Œ0;t0/\Q

f! 2 P0 W !.s/ 2 Rn n Og:

3. For any finite set S D fs1; : : : ; sKg � QC; N 2 ZC, set

FN;S .!/ D ˆN;S
�
!.s1/ : : : !.sK/

�
;

ˆN;S.x1; : : : ; xK / D min
�
N;minfs	 W x	 2 Rn n Og

�
:

Show that, for any continuous path !,

(3.39) #O.!/ D sup
N

inf
S
FN;S.!/:

Note that the collection of such sets S is countable.
4. If PO;N D f! 2 P0 W #O.!/ � N g and O is bounded, show that

(3.40) Wx
�
P0 n PO;N

� � CN�1:

(Hint: Use (3.23).)
5. If ! 2 PO;N , show that

(3.41) #O.!/ D lim
	!1 #	;N .!/;

where
#	;N .!/ D min

�
N; inf

˚
s 2 2�	ZC W !.s/ … O


�
:

Write #	;N .!/ D ˆ	;N
�
!.s1/; : : : ; !.sL/

�
, where ˆ	;N has a form similar to ˆN;S

in Exercise 3.
6. For one-dimensional Brownian motion, establish the following, known as

Kolmogorov’s inequality:

(3.42) W
�f! W sup

0�s�t
j!.s/j � "g� � 2t

"2
; " > 0:

(Hint: Write the left side of (3.42) as W
�f! W #.�";"/.!/ < tg�, and relate this to the

heat equation on � D Œ�"; "	, with Dirichlet boundary condition, in a fashion parallel
to the proof of Proposition 3.8.)
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Note that this estimate is nontrivial only for t < "2=2. By Brownian scaling, it suffices
to consider the case " D 1. Compare the estimate

W

 (
! W sup

0�s�t
j!.s/j � "

)!
� 4

Z 1

"
p.t; x/ dx;

which follows from (3.29).
7. Given � � Rn open, with complement K, and � with Dirichlet boundary condition

on @�, show that, for x 2 �,

(3.43) Wx
�f! W #�.!/ D 1g� D HK .x/;

where

(3.44) HK .t; x/ D et�1.x/ & HK .x/; as t % 1:

8. Suppose that K D Rn n � is compact, and suppose there exists eHK.x/ 2 C.�/,
harmonic on �, such that eHK D 0 on @K and eHK .x/ ! 1, as jxj ! 1. Show that

HK .t; x/ � eHK.x/; for all t < 1:

(Hint: Show that �HK .t; x/ � 0 and that HK .t; x/ ! 1 as jxj ! 1, and use the
maximum principle.)
Deduce that if such eHK .x/ exists, then Wx

�f! W #�.!/ D 1g� > 0.
9. In the context of Exercise 8, show that if such eHK exists, then in fact

(3.45) HK .x/ D eHK .x/; for all x 2 �:
(Hint: Show that HK must be harmonic in � and that lim supjxj!1 HK .x/ � 1:)
By explicit construction, produce such a function on Rn nB when B is a ball of radius
a > 0, provided n � 3.

10. Using Exercises 7–9, show that when n � 3,

(3.46) Wx
�f! W j!.t/j ! 1 as t ! 1g� D 1:

(Hint: Given R > 0, the probability that j!.t/j � R for some t is 1. If R >> a, and
j!.t0/j � R, show that the probability that j!.t0 C s/j � a for some s > 0 is small,
using (3.43) for K D Ba D fx W jxj � ag:) To restate (3.46), one says that Brownian
motion in Rn is “non-recurrent,” for n � 3.

11. If n � 2 and K D Ba , show that HK .t; x/ D 0 in (3.44), and hence the probability
defined in (3.46) is zero. Deduce that if n � 2 and U � Rn is a nonempty open set,
almost every Brownian path ! visits U at an infinite sequence of times t	 ! 1.
One says that Brownian motion in Rn is “recurrent,” for n � 2.

12. Relate the formula (3.34) for PI f to representations of PI f by double-layer poten-
tials, discussed in �11 of Chap. 7. Where is the second layer coming from?

13. If � is a bounded domain with smooth boundary, show that (3.36) remains true with
Sı replaced by

eSı D fx 2 Rn n� W dist.x; @�/ < ıg
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and with #�.!/ replaced by #�ı .!/, where �ı D � [eSı . (Hint: Start by showing
thateuı .x/ ! �.1=2/PI f .x/, for x 2 �, where, in place of (3.33),

�euı D ı�2fı on �ı ; euı D 0 on @�ı ;

with fı D f oneSı ; 0 on �.

4. Martingales, stopping times, and the strong
Markov property

Given t 2 Œ0;1/, let Bt be the �-field of subsets of P0 generated by sets of the
form

(4.1) f! 2 P0 W !.s/ 2 Eg;

where s 2 Œ0; t 	 and E is a Borel subset of Rn. One easily sees that each element
of Bt is a Borel set in P. As t increases, Bt is an increasing family of �-fields,
each consisting of sets which are Wx-measurable, for all x 2 Rn. Set B1 D
�
�S

t<1 Bt

�
.

Given f 2 L1.P0;B1; dWx/, we can define the conditional expectation

(4.2) Ex
�
f
ˇ̌
Bt

�
;

a function measurable with respect to Bt , as follows. Denote by Wx;t the restric-
tion of the Wiener measureWx to the �-field Bt . Then

(4.3) �.S/ D
Z

S

f .!/ dWx.!/ D Ex.f�S /

defines a countably additive set function on Bt , which is absolutely contin-
uous with respect to Wx;t , so by the Radon-Nikodym theorem there exists a
Bt -measurable function ˆt , uniquely defined Wx;t -almost everywhere, such that
(4.3) is equal to

R
S ˆt .!/ dWx;t .!/, for all S 2 Bt . This function is Ex.f jBt /.

Clearly,

(4.4) f 2 L1.P0;B1; dWx/ H) Ex
�
f
ˇ̌
Bt

� 2 L1.P0;Bt ; dWx;t /:

This construction of conditional expectation generalizes in the obvious way to
any situation where f is measurable with respect to some �-field F, and is L1

with respect to a given probability measure on F, and one wants to define the
conditional expectation E.f jF0/ with respect to some sub-�-field F0 of F.
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Note that we can regard L1.P0;Bt ; dWx;t / naturally as a closed linear sub-
space of L1.P0;B1; dWx/. Then the map f 7! Ex.f jBt / is a projection.
Similarly, we have

f 2 L2.P0;B1; dWx/ H) Ex
�
f
ˇ̌
Bt

� 2 L2.P0;Bt ; dWx;t/;

and in this case Ex.f jBt / is simply the orthogonal projection of f onto
L2.P0;Bt ; dWx;t /, regarded as a linear subspace of L2.P0;B1; dWx/. The
reader might think of this in light of von Neumann’s proof of the Radon-Nikodym
theorem, which is sketched in the exercises for �2 of Appendix A.

The following is a statement that Brownian motion possesses the Markov
property.

Proposition 4.1. Given s; t > 0; f 2 C. PRn/,

(4.5) Ex
�
f .!.t C s//

ˇ̌
Bs

� D E!.s/
�
f .!.t//

�
; forWx-almost all !:

Proof. The right side of (4.5) is Bs-measurable, so the identity is equivalent to
the statement that

(4.6)
Z

S

f .!.t C s// dWx.!/ D
Z

S

�Z
f .e!.t// dW!.s/.e!/

�
dWx.!/;

for all S 2 Bs . It suffices to verify (4.6) for all S of the form

S D f! 2 P0 W !.t1/ 2 E1; : : : ; !.tK / 2 EKg;
given tj 2 Œ0; s	; Ej Borel sets in Rn. For such S , (4.6) follows directly from the
characterization of the Wiener integral given in �1, that is, from (1.6)–(1.9) in the
case x D 0, together with the identity

(4.7)
Z
f .e!.t// dWy.e!/ D E

�
f .y C !.t//

�

used to define (1.36).

We can easily extend (4.5) to

(4.8) Ex
�
F.!.s C t1/; : : : ; !.s C tk//

ˇ̌
Bs

� D E!.s/
�
F.!.t1/; : : : ; !.tk//

�
;

for Wx-almost all !, given t1; : : : ; tk > 0, and F continuous on
Qk
1

PRn, as in
(1.8). Also, standard limiting arguments allow us to enlarge the class of functions
F for which this works. We then get the following more definitive statement of
the Markov property.

Proposition 4.2. For s > 0, define the map

(4.9) �s W P0 �! P0; .�s!/.t/ D !.t C s/:
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Then, given ' bounded and B1-measurable, we have

(4.10) Ex
�
' ı �s

ˇ̌
Bs

� D E!.s/.'/; for Wx-almost all !:

The following is a useful restatement of Proposition 4.2.

Corollary 4.3. For s > 0, define the map

(4.11) #s W P0 ! P0; .#s!/.t/ D !.t C s/� !.s/:

Then, given ' 2 L1.P0; dW0/, we have

(4.12) Ex
�
' ı #s

ˇ̌
Bs

� D E0.'/:

In particular,

(4.13) Ex
�
f
�
#s!.t/

�ˇ̌
Bs

� D E0
�
f .!.t//

�
:

Note that (4.12) implies #s is measure preserving, in the sense that

(4.14) Wx
�
#�1
s .S/

� D W0.S/;

for W0-measurable sets S . The map #s is not one-to-one, of course, but it is onto
the set of paths in P0 satisfying !.0/ D 0.

The Markov property also implies certain independence properties. A function
' 2 L1.P0; dWx/ is said to be independent of the �-algebra Bt provided that,
for all continuous F ,

(4.15)
Z

S

F
�
'.!/

�
dWx.!/ D Wx.S/Ex.F ı '/; 8 S 2 Bt :

An equivalent condition is

(4.16) Ex
�
F.'/ 

� D Ex
�
F.'/

�
Ex. /; 8  2 L1.P0;Bt ; dWx/;

given F.'/ 2 L1.P0; dWx/, and another equivalent condition is

(4.17) Ex
�
F.'/jBt

� D Ex
�
F.'/

�
:

In turn, this identity holds whenever the left side is constant. From Corollary 4.3
we deduce:

Corollary 4.4. For s � 0; #s!.t/ D !.t C s/ � !.s/ is independent of Bs .

Proof. By (4.13),

(4.18) Ex
�
F.!.t C s/ � !.s//

ˇ̌
Bs

� D E0
�
F.!.t//

�
;

which is constant.
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The Markov property gives rise to martingales. By definition (valid in gen-
eral for an increasing family Bt of �-fields), a martingale is a family Ft 2
L1.P0;Bt ; dWx;t / such that

(4.19) Ex
�
Ft
ˇ̌
Bs

� D Fs when s < t:

If Ex.Ft jBs/ � Fs for s < t; fFt g is called a submartingale over Bt . The
following is a very useful class of martingales.

Proposition 4.5. Let h.t; x/ be smooth in t � 0; x 2 Rn, and satisfy jh.t; x/j �
C"e

"jxj2 for all " > 0, and the backward heat equation

(4.20)
@h

@t
D ��h:

Then ht .!/ D h.t; !.t// is a martingale over Bt .

Proof. The hypothesis on h.t; x/ implies that, for t; s > 0,

(4.21) h.s; x/ D
Z
p.t; y/h.t C s; x � y/ dy;

where p.t; x/ D et�ı.x/ is given by (1.5). Now

(4.22)
Ex
�
htCs

ˇ̌
Bs

� D Ex
�
h.t C s; !.t C s//

ˇ̌
Bs

�

D E!.s/
�
h.t C s; !.t//

�
;

forWx-almost all !, by (4.5). This is equal to

(4.23)
Z
p.t; y � !.s// h.t C s; y/ dy;

by the characterization (1.9) of expectation, adjusted as in (1.36), and by (4.21)
this is equal to h.s; !.s// D hs.!/.

Corollary 4.6. For one-dimensional Brownian motion, the following are martin-
gales over Bt :

(4.24) xt .!/ D !.t/; qt .!/ D !.t/2 � 2t; zt .!/ D ea!.t/�a2t ;

given a > 0.

One important property of martingales is the following martingale maximal
inequality.

Proposition 4.7. If Ft is a martingale over Bt , then, given any countable set
ftj g � RC, the “maximal function”

(4.25) F �.!/ D sup
j

Ftj .!/
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satisfies, for all � > 0,

(4.26) Wx
�f! W F �.!/ > �g� � 1

�

��FtkL1.P0;dWx/:

Of course, the assumption that Ft is a martingale implies that kFtkL1 is inde-
pendent of t .

Proof. It suffices to demonstrate this for an arbitrary finite subset ftj g of RC.
Thus we can work with fj .!/ D Ftj .!/;Bj D Btj ; 1 � j � N , and take
t1 < t2 < � � � < tN , and the martingale hypothesis is that Ex.fk

ˇ̌
Bj / D fj when

j < k. There is no loss in assuming fN .!/ � 0, so all fj .!/ � 0. Now consider

(4.27) S� D f! W f �.!/ > �g D f! W some fj .!/ > �g:

There is a pairwise-disjoint decomposition

(4.28) S� D
N[

jD1
S�j ; S�j D f! W fj .!/ > � but f`.!/ � � for ` < j g:

Note that S�j is Bj -measurable. Consequently, we have

(4.29)

Z

S	

fN .!/ dWx.!/

D
NX

jD1

Z

S	j

fN .!/ dWx.!/ D
NX

jD1

Z

S	j

fj .!/ dWx.!/

�
NX

jD1
� Wx

�
S�j

� D � Wx.S�/:

This yields (4.26), in this special case, and the proposition is hence proved.

Applying the martingale maximal inequality to zt .!/ D ea!.t/�a2t , we obtain
the following.

Corollary 4.8. For one-dimensional Brownian motion, given t > 0,

(4.30) W0
�f! 2 P0 W sup

0�s�t
!.s/ � as > �g� � e�a�:

Proof. The set whose measure is estimated in (4.30) is

f! 2 P0 W sup
0�s�t

ea!.s/�a2s > ea�g:
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Since paths in P0 are continuous, one can take the sup over Œ0; t 	 \ Q, which is
countable, so (4.26) applies. Note that E0.zt / D 1.

We turn to a discussion of the strong Markov property of Brownian motion.
For this, we need the notion of a stopping time. A function  on P0 with values
in Œ0;C1	 is called a stopping time provided that, for each t � 0; f! 2 P0 W
.!/ < tg belongs to the �-field Bt . It follows from (3.39) that #O is a stopping
time. So is #O.

Given a stopping time  , define B�C to be the �-algebra of sets S 2 B1 such
that S \ f! W .!/ < tg belongs to Bt for each t � 0. Note that  is measurable
with respect to B�C. The hypothesis that  is a stopping time means precisely that
the whole set P0 satisfies the criteria for membership in B�C. We note that any
t 2 Œ0;1/, regarded as a constant function on P0, is a stopping time and that, in
this case, BtC D T

s>t Bs .
The following analogue of Propositions 4.1 and 4.2 is one statement of the

strong Markov property.

Proposition 4.9. If  is a stopping time such that .!/ < 1 forWx-almost all !,
and if t > 0, then

(4.31) Ex

�
f
�
!. C t/

�ˇ̌
B�C

�
D E!.�/

�
f .!.t//

�
;

for Wx-almost all !. More generally, with

.��!/.t/ D !.t C /;

and ' bounded and B1-measurable, we have

(4.32) Ex
�
' ı ��

ˇ̌
B�C

� D E!.�/.'/;

for Wx-almost all !.

As in (4.6), the content of (4.31) is that

(4.33)
Z

S

f
�
!. C t/

�
dWx.!/ D

Z

S

�Z
f
�
!#.t/

�
dW!.�/.!

#/
�
dWx.!/;

given S 2 B�C. In other words, given that S \ f! W .!/ < t 0g 2 Bt 0 , for each
t 0 � 0. There is no loss in taking x D 0, and we can rewrite (4.33) as

(4.34)
Z

S

f
�
!. C t/

�
dW.!/ D

Z

S

Z
f
�
!#.t/C !./

�
dW.!#/ dW.!/:

It is useful to approximate  by discretization:

(4.35) 	.!/ D 2�	k; if 2�	.k � 1/ � .!/ < 2�	k:
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Thus

(4.36) f! W 	.!/ < tg D f! W .!/ < 2�	kg 2 Bt ;

so each 	 is a stopping time. Note that

(4.37)
A	k D f! W 	.!/ D 2�	kg

D f! W .!/ < 2�	kg n f! W .!/ < 2�	.k � 1/g
belongs to B2��k .

If  is replaced by 	 , the left side of (4.34) becomes

(4.38)
X

	;k

Z

S\A�k
f
�
!.t C 2�	k/

�
dW.!/;

and the right side of (4.34) becomes

(4.39)
X

	;k

Z

S\A�k

Z
f
�
!#.t/C !.2�	k/

�
dW.!#/ dW.!/:

Note that if S 2 B�C, then S \ A	k 2 B2��k . Thus, the fact that each term in
the sum (4.38) is equal to the corresponding term in (4.39) follows from (4.6).
Consequently, we have

(4.40)
Z

S

f
�
!.	 C t/

�
dW.!/ D

Z

S

Z
f
�
!#.t/C !.	/

�
dW.!#/ dW.!/;

for all �, if S 2 B�C. The desired identity (4.34) follows by taking � ! 1,
if f 2 C. PRn/. Passing from this to (4.32) is then done as in the proof of
Proposition 4.2.

In particular, the extension of (4.31) analogous to (4.8), in the special case
F.x1; x2/ D f .x2 � x1/, yields the identity

(4.41)

Z

S

f
�
!. C t/ � !./

�
dW.!/ D

Z

S

Z
f
�
!#.t/

�
dW.!#/ dW.!/

D E
�
f .!.t//

� �W.S/;

given S 2 B�C. This, together with the extension to F.x1; : : : xK/, says that
!. C t/ � !./ D ˇ.t/ has the probability distribution of a Brownian motion,
independent of B�C. This is a common form in which the strong Markov property
is stated.

It is sometimes useful to consider stopping times for which f! W .!/ D 1g
has positive measure. In such a case, the extension of Proposition 4.9 is that (4.32)
holds for Wx-almost ! in the set f! W .!/ < 1g. Thus, for example, (4.33) and
(4.34) hold, given S 2 B�C and S � f! W .!/ < 1g.
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We next look at some operator-theoretic properties of

(4.42)
Qt WL2.P0; dW0/ ! L2.P0; dW0/; Qt' D E0.'jBt /;

‚t WL2.P0; dW0/ ! L2.P0; dW0/; ‚t'.!/ D '.#t!/;

where #t is given by (4.11). For each t � 0; Qt is an orthogonal projection, and
QsQt D QtQs D Qs, for s � t . Note that (4.13) implies

(4.43) Qt‚t D Q0;

since Q0 is the orthogonal projection of L2.P0; dW0/ onto

(4.44) R.Q0/ D set of constant functions:

Proposition 4.10. The family‚t ; t 2 Œ0;1/, is a strongly continuous semigroup
of isometries of L2.P0; dW0/, with

(4.45) R.‚t / � Ker.Qt �Q0/ D f' W E0.'jBt / D const.g:

Proof. That ‚t is an isometry follows from the measure-preserving property
(4.14). If we apply Q0 to (4.43), we get Q0‚t D Q0; hence .Qt �Q0/‚t D 0,
which yields (4.45).

The semigroup property follows from a straightforward calculation:

(4.46) #
#s! D #
Cs! H) ‚sC
 D ‚s‚
 :

The convergence

(4.47) ‚s' ! ‚t' in L2.P0; dW0/; as s ! t;

is easy to demonstrate for '.!/ of the form (1.8), that is,

(4.48) '.!/ D f
�
!.t1/; : : : ; !.tk/

�
;

with f continuous on PRn � � � � � PRn (k factors). In fact, '.#s.!// D 's.!/ !
't .!/ boundedly and pointwise on P0 for such '. Since the set of ' of the form
(4.48) is dense in L2.P0; dW0/, (4.47) follows.

Proposition 4.11. The family of orthogonal projectionsQt is strongly continuous
in t 2 Œ0;1/.

Proof. It is easy to verify that, for any ' 2 L2.P0; dW0/,

(4.49) Qs' ! Qt�' D E0.'jBt�/; as s % t;



392 11. Brownian Motion and Potential Theory

provided t > 0, and

(4.50) Qs' ! QtC' D E0.'jBtC/; as s & t;

where

(4.51) Bt� D �
�[

s<t

Bs

�
; BtC D

\

s>t

Bs :

It is also easy to verify that Bt� D Bt , for t > 0, so Qs' ! Qt' as s % t . On
the other hand, it is not true that BtC D Bt , so the continuity ofQt' from above
requires more work.

Suppose tj 2 QC and

(4.52) 0 � t1 < t2 < � � � < t` � t < t`C1 < � � � < t`Ck:
Let fj 2 C � PRn�. Consider any function on P of the form

(4.53)
'.!/ D A`.!/Bk`.!/

D f1
�
!.t1/

� � � �f`
�
!.t`/

� � f`C1
�
!.t`C1/

� � � �f`Ck
�
!.t`Ck/

�
:

Denote by CO the linear span of the set of such functions. For ' of the form (4.53),
we have

(4.54) E0.'jBt / D A`.!/E0.Bk`jBt /:

If t`C	 D t C s	 ; 1 � � � k, we have, by (4.8),

(4.55) E0.Bk`jBt / D E!.t/
�
f`C1.!.s1// � � �f`Ck.!.sk//

�
; a.e. on P0:

Now, if t � t C h < t`C1, we also have

(4.56)
E0.'jBtCh/ D A`.!/E0.Bk`jBtCh/

D A`.!/E!.tCh/. `/;

where

(4.57)  `.!/ D f`C1
�
!.s1 � h/� � � �f`Ck

�
!.sk � h/

�
:

Now, as in (1.9),

(4.58)

Ex. `/ D
Z

� � �
Z
p.s1 � h; x1/p.s2 � s1; x2 � x1/

� � �p.sk � sk�1; xk � xk�1/
�f`C1.x1 C x/ � � �f`Ck.xk C x/ dxk � � �dx1:
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The continuity in .x; h/ is clear. Since paths in P0 are continuous, we have, by
linearity, that

(4.59) ' 2 CO H) E0.'jBt / D lim
h&0

E0.'jBtCh/; W0-a.e.

Now the Stone-Weierstrass theorem implies that CO is dense in C.P/, which is
dense in L2.P; dW0/ D L2.P0; dW0/. Thus we have

(4.60) E0.'jBtC/ D E0.'jBt /; W0-a.e.,

for every ' 2 L2.P0; dW0/, and the proposition is proved.

Exercises

1. Show that the martingale maximal inequality applied to xt .!/ D !.t/ yields

W0

�˚
! 2 P0 W sup

0�s�t
!.s/ > b

p
4t=�


� � 1

b
:

Compare with the precise result in (3.29).
2. With Bt� characterized by (4.51), show that Bt� D Bt , as stated in the proof of

Proposition 4.11. (Hint: In the characterization (4.1) of Bt , one can restrict attention to
E open in Rn:)

3. Using (4.60), show that

S 2 B0C H) W0.S/ D 0 or 1:

This is called Blumenthal’s 01 law. If E 2 Rn is a closed set, show that

f! 2 P0 W !.t	/ 2 E for some t	 & 0g
is a set in B0C. (Hint: Consider f! 2 P0 W dist.!.t/; E/ � ı > 0 for t 2 Œ2�	"; "	 \
Qg D S.E; ı; "; �/:)

4. Let N be the collection of (W0-outer measurable) subsets of P0 withW0-measure zero.
Form the family of �-algebras B#

t D Bt [ N , called the augmentation of Bt . Show
that B#

t 
 BtC and, with notation parallel to (4.51),

B#
t� D B#

t D B#
tC:

Note: The augmentation of Bt is bigger than the completion of Bt .
5. LeteFt be the �-algebra of subsets of P0 generated by sets of the form (4.1) for s � t ,

and set A1 D T
t>0

eFt . Using Blumenthal’s 01 law and Exercise 2 of �1, show that

S 2 A1 H) W0.S/ D 0 or 1:

If E � Rn is a closed set, show that

f! 2 P0 W !.t	/ 2 E for some t	 % 1g
is a set in A1.
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5. First exit time and the Poisson integral

At the end of �3 we produced a formula for PIf , giving the solution u to

(5.1) �u D 0 in �; u D f on @�;

at least in case � is a bounded domain in Rn with smooth boundary. Here we
produce a formula that is somewhat neater than (3.36) and that is also amenable
to extension to general bounded, open � � Rn, with no smoothness assumed on
@�. In the smooth case, the formula is

(5.2) PI f .x/ D Ex
�
f .!.#�//

�
; x 2 �;

where #�.!/ is the first exit time defined by (3.24).
From an intuitive point of view, the formula (5.2) has a very easy and natural

justification. To show that the right side of (5.2), which we denote by u.x/, is
harmonic on �, it suffices to verify the mean-value property. Let x 2 � be the
center of a closed ball B � �. We claim that u.x/ is equal to the mean value of
uj@B . Indeed, a continuous path ! starting from x and reaching @� must cross
@B , say at a point y D !.#B /. The future behavior of such paths is independent
of their past, so the probability distribution of the first contact point !.#�/, when
averaged over starting points in @B , should certainly coincide with the probabil-
ity distribution of such a first contact point in @�, for paths starting at x (the
distribution of whose first contact point with @B must be constant, by symmetry).

The key to converting this into a mathematical argument is to note that the time
#B.!/ is not constant, so one needs to make use of the strong Markov property
as a tool to establish the mean-value property of the function u.x/ defined by the
right side of (5.2).

Let us first make some comments on the right side u.x/ of (5.2). By (3.40) we
have

(5.3)
ˇ̌
ˇu.x/ �

Z

P
�;N

f
�
!.#�/

�
dWx.!/

ˇ̌
ˇ � Ckf kL1.@�/ N

�1:

Let us extend f 2 C.@�/ to an element f 2 C0.Rn/, without increasing the sup
norm. By (3.41), we have

(5.4) f
�
!.#�/

� D lim
	!1 f

�
!.#	;N .!//

�
; for ! 2 P�;N ;

where #	;N .!/ D min
�
N; inf fs 2 2�	ZC W !.s/ … �g�. Thus, if the integral in

(5.3) is denoted by uN .x/, then

(5.5) uN .x/ D lim
	!1 uN	.x/ D lim

	!1

Z

P
�;N

f
�
!.#	;N .!//

�
dWx.!/:
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Here the limit exists pointwise in x 2 �. Now each uN	 is continuous on �,
indeed on Rn. Consequently, u.x/ given by the right side of (5.2) is at least a
bounded, measurable function of x.

To continue the analysis, given x 2 �, we define a probability measure �x;�
on @� by

(5.6) Ex
�
f .!.#�//

� D
Z

�

f .y/ d�x;�.y/;

for f 2 C.@�/.
Lemma 5.1. If x 2 O �� � and O and � are open, then

(5.7) �x;� D
Z

@O

�y;� d�x;O.y/:

Proof. The identity (5.4) is equivalent to the statement that, for f 2 C.@�/,

(5.8) Ex
�
f .!.#�//

� D
Z

@O

Ey
�
f .!.#�//

�
d�x;O.y/:

The right side is equal to

(5.9) Ex
�
g.!.#O//

�
; g.y/ D Ey

�
f .!.#�//

�
:

In other words,

(5.10) g.!.#O// D E!.#O/.'/; '.!/ D f
�
!.#�.!//

�
:

Now we use the strong Markov property, in the form (4.32), namely,

E!.�/.'/ D Ex
�
' ı ��

ˇ̌
B�C

�
;

for Wx-almost all !, where .��!/.t/ D !.t C / and  is a stopping time. This
implies

(5.11)
Z

P0

E!.�/.'/ dWx.!/ D
Z

P0

Ex
�
' ı ��

ˇ̌
B�C

�
dWx.!/ D Ex.' ı �� /:

Applied to  D #O , this shows that (5.9) is equal to Ex.' ı �#O /. Now, with
e!.t/ D �#O!.t/ D !.t C #O.!//, we have, for O �� �; #�.e!/ D #�.!/ �
#O.!/, as long as ! is a continuous path starting in O. Hence

(5.12) '.e!/ D f
�
e!.#�.!/ � #O.!//

� D f
�
!.#�.!//

� D '.!/:

Thus (5.9) is equal to Ex.'/, which is the left side of (5.6), and the lemma is
proved.
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Consequently, the right side u.x/ of (5.2) is a bounded, measurable function
of x satisfying the mean-value property. An integration yields that such u.x/ is
equal to the mean value of u over any ball D � �, centered at x, from which it
follows that u.x/ is continuous in �. Then the mean-value property guarantees
that u is harmonic on �. To verify (5.2), it remains to show that u.x/ has the
correct boundary values.

Lemma 5.2. Assume @� is smooth. Given y 2 @�, we have u.y/ D f .y/, and u
is continuous at y 2 �.

Proof. That u.y/ D f .y/ follows from the fact that #�.!/ D 0 for Wy-almost
all !, according to Proposition 3.7. To show that u.x/ ! u.y/ as x ! y from
within �, we argue as follows.

By (3.23), for x 2 �; Ex.#�/ D ���11.x/. Hence this quantity approaches
0 as x ! y. Thus, given "j > 0, there exists ı > 0 such that

(5.13) jx � yj � ı H) Wx
�f! W #�.!/ > "1g

�
< "2:

Meanwhile, in a short time, 0 � s � "1, a path !.s/ is not likely to wander far. In
fact, by (3.28) plus a scaling argument,

(5.14)
W"1 D f! 2 P0 W sup

0�s�"1
j!.s/ � !.0/j � "

1=3
1 g

H) Wx.W"1/ �  ."1/;

where  ."/ ! 0 as " ! 0.
Thus, if jx � yj � ı, with probability > 1 � "2 �  ."1/, a path starting at

x will, within time "1, hit @�, without leaving the ball B
"
1=3
1

.x/ of radius "1=31
centered at x. Now, a given f 2 C.@�/ varies only a little over fz 2 @� W
jz � yj � "

1=3
1 C ıg if "1 and ı are small enough. Therefore, indeed u.x/ ! u.y/,

as x ! y.

We have completed the demonstration of the following.

Proposition 5.3. If � is a bounded region in Rn with smooth boundary and f 2
C.@�/, then PI f is given by (5.2).

Recall from �5 of Chap. 5 the construction of

(5.15) PI W C.@�/ �! L1.�/ \ C1.�/

when � is an arbitrary bounded, open subset of Rn, with perhaps a very nasty
boundary. As shown there, we can take

(5.16) �1 �� �2 �� � � � �� �j % �

such that each boundary @�j is smooth, and, if f is extended from @� to an
element of Co.Rn/, then

(5.17) x 2 � H) PI f .x/ D lim
j!1 uj .x/;
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where uj 2 C.�j / is the Poisson integral of f j@�j . In (5.17) one has uniform
convergence on compact sets K � �, the right side being defined for j � j0,
where K � �j0 . The details were carried out in Chap. 5 for f 2 C1.Rn/, but
approximation by smooth functions plus use of the maximum principle readily
extends this to f 2 Co.Rn/.

If we apply Proposition 5.3 to �j , we conclude that, for f 2 Co.Rn/; x 2 �,

(5.18) PI f .x/ D lim
j!1 Ex

�
f
�
!.#�j /

��
:

On the other hand, it is straightforward from the definitions that

(5.19) #�j .!/ % #�.!/; for all ! 2 P0:

Therefore, via the dominated convergence theorem, we can pass to the limit in
(5.18), proving the following.

Proposition 5.4. If � is any bounded, open region in Rn and f 2 C.@�/, then

(5.20) PIf .x/ D Ex

�
f
�
!.#�/

��
; x 2 �:

We recall from Chap. 5 the notion of a regular boundary point. A point
y 2 @� is regular provided PI f is continuous at y, for all f 2 C.@�/.
We discussed several criteria for a boundary point to be regular, particularly in
Propositions 5.11–5.16 of Chap. 5. Here is another criterion.

Proposition 5.5. If � � Rn is a bounded open set, y 2 @�, then y is a regular
boundary point if and only if

(5.21) Ex.#�/ ! 0; as x ! y; x 2 �:

Proof. Recall from (3.20) that Ex.#�/ D ���11.x/. Thus (5.21) holds if and
only if this function is a weak barrier at y 2 @�, as defined in Chap. 5, right
after (5.26). Therefore, (5.21) here implies y is a regular point. On the other hand,
��11.x/ can be written as the sum x21=2Cu0.x/, where u0 D �.1=2/ PI .x21

ˇ̌
@�
/,

so if (5.21) fails, y is not a regular point.

One might both compare and contrast this proof with that of Lemma 5.2. In
that case, where @� was assumed smooth, the known regularity of each boundary
point was exploited to guarantee that Ex.#�/ ! 0 as x ! y 2 @�, which then
was exploited to show that u.x/ ! u.y/ as x ! y.

In the next section, we will derive another criterion for y to be regular, in terms
of “capacity.”
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Exercises

1. Explore connections between the formulas for PI f .x/, for f 2 C.@�/, when � is
bounded and @� smooth, given by (3.36) and by (5.2), respectively.

6. Newtonian capacity

The (Newtonian) capacity of a set is a measure of size that is very important in
potential theory and closely related to the probability of a Brownian path hitting
that set. In our development here, we restrict attention to the case n � 3 and define
the capacity of a compact set K � Rn. We first assume that K is the closure of
an open set with smooth boundary.

Proposition 6.1. Assume n � 3. If K � Rn is compact with smooth bound-
ary @K , then there exists a unique function UK , harmonic on Rn n K , such that
UK.x/ ! 1 as x ! K and UK.x/ ! 0 as jxj ! 1.

Proof. We can assume that the origin 0 2 Rn is in the interior of K . Then the
inversion  .x/ D x=jxj2 interchanges 0 and the point at infinity, and the trans-
formation

(6.1) v.x/ D jxj�.n�2/w.jxj�2x/

preserves harmonicity. We let w be the unique harmonic function on the bounded
domain  .Rn n K/, with boundary value w.x/ D jxj�.n�2/ on  .@K/. Then
v, defined by (6.1), is the desired solution. The uniqueness is immediate, via the
maximum principle.

Note that the construction yields

(6.2) jUK.x/j � C jxj�.n�2/; j@rUK.x/j � C jxj�.n�1/; jxj ! 1:

The n D 3 case of this result was done in �1 of Chap. 9.
Another approach to the proof of Proposition 6.1 would be to representUK.x/

as a single-layer potential, as in (11.44) of Chap. 7. This was noted in a remark
after the proof of Proposition 11.5 in that chapter.

Now that we have established the existence of such UK , Exercises 7–9 of �3
apply, to yield

(6.3) U tK.x/ % UK.x/; as t % 1;

where, for x 2 O D Rn nK ,

(6.4)
U tK.x/ D 1 � et�O1.x/

D Wx
�f! W #O.!/ � tg�:
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Here, �O is the Laplace operator on O, with Dirichlet boundary condition. The
last identity follows from (3.27). We can replace the first exit time #O by the first
hitting time:

(6.5) hK.!/ D #RnnK.!/:

Consequently,

(6.6) UK.x/ D Wx
�f! W hK.!/ < 1g�I

that is, for x 2 O; UK.x/ is the probability that a Brownian path !, starting at x,
eventually hits K .

We set UK.x/ D 1 for x 2 K . Then (6.6) holds for x 2 K also. It follows
that UK 2 Co.Rn/, and �UK is a distribution supported on @K . In fact, Green’s
formula yields, for ' 2 C1

0 .R
n/,

(6.7) .UK ; �'/ D �
Z

@K

'.y/
@

@�
UK.y/ dS.y/;

where � is the unit normal to @K , pointing into K . By Zaremba’s principle,
@	UK.y/ > 0, for all y 2 @K , so we see that �UK D ��K , where �K is a
positive measure supported on @K . The total mass of �K is called the capacity
of K:

(6.8) cap K D
Z

K

d�K.x/:

Since, with Cn D .n � 2/ � Area.Sn�1/,

(6.9) UK.x/ D ���1�K D Cn

Z
jx � yj�.n�2/ d�K.y/;

we have

(6.10) Cn

“
d�K.x/ d�K.y/

jx � yjn�2 D
Z
UK.x/ d�K.x/ D cap K;

the left side being proportional to the potential energy of a collection of charged
particles, with density d�K , interacting by a repulsive force with potential Cnjx�
yj�.n�2/. The function UK.x/ is called the capacitary potential of K . Note that
we can also use Green’s theorem to get

(6.11) krUKk2
L2.Rn/ D

Z

K

UK.x/ d�K.x/ D cap K:
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Note that if K1 � K2 have capacitary potentials Uj ; �Uj D ��j , then U2 D 1

on K1, so

(6.12)
cap K1 D

Z
U2.x/ d�1.x/ D �.U2; �U1/

D
Z
U1.x/ d�2.x/ � cap K2;

since U1.x/ � 1. Thus capacity is a monotone set function.
Before establishing more formulas involving capacity, we extend it to general

compact K � Rn. We can write K D T
Kj , where K1 

 K2 

 � � � 



Kj & K , each Kj being compact with smooth boundary. Clearly, Uj D UKj
is a decreasing sequence of functions � 1, and by (6.11), rUj is bounded in
L2.Rn/. Furthermore, �Uj D ��j , where �j is a positive measure supported
on @Kj , of total mass cap Kj , which is nonincreasing, by (6.12). Consequently,
we have a limit:

(6.13) lim
j!1Uj D UK ;

defined a priori pointwise, but also holding in various topologies, such as the
weak� topology of L1.Rn/. We have UK 2 L1.Rn/; 0 � UK.x/ � 1I rUK 2
L2.Rn/, and �UK D ��, where � is a positive measure, supported on K . Fur-
thermore,�j ! � in the weak� topology, andUK D ���1�. Any neighborhood
of K contains some Kj . Thus, if K 0

1 

 K 0
2 

 � � � 

 K 0

j & K is another
choice, one is seen to obtain the same limit UK , hence the same measure �, which
we denote as �K . We set

(6.14) cap K D
Z
d�K.x/:

Note that, as in (6.12), cap K D R
Uj .x/ d�K.x/, for each j . Thus, as before,

cap K D R
UK.x/ d�K.x/, this time by the monotone convergence theorem.

Consequently,

(6.15) UK.x/ D 1 �K -almost everywhere.

Clearly, cap K � inf cap Kj . In fact, we claim

(6.16) cap K D inf cap Kj :

This is easy to see; �j converges to �K pointwise on Co.Rn/; choose g 2
Co.Rn/, equal to 1 on K1; then

(6.17) cap K D .g; �K / D lim .g; �j / D lim capKj ;

proving (6.16). We consequently extend the monotonicity property:
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Proposition 6.2. For general compactK � L, we have cap K � cap L.

Proof. We can take compact approximants with smooth boundary, Kj & K;

Lj & L, such that Kj � Lj . By (6.12) we have cap Kj � cap Lj , and this
persists in the limit by (6.16). We also have UK.x/ � UL.x/ for all x. Using
(6.15), we obtain

(6.18) cap K D
Z
UL.x/ d�K.x/:

One possibility is that cap K D 0. This happens if and only if �K D 0, thus if
and only if UK D 0 almost everywhere. If capK > 0, we continue to call UK the
capacitary potential of K .

We record some more ways in which Uj ! UK . First, it certainly holds in
the weak� topology on L1.Rn/. Hence rUj ! rUK in D0.Rn/. By (6.11),
rUj is bounded in L2.Rn/; hence rUj ! rUK weakly in L2.Rn/. Since also
Uj 2 Co.Rn/, we have

(6.19)

krUKk2
L2

D lim
j!1.rUj ;rUK/ D lim

j!1 �.Uj ; �UK/

D lim
j!1

Z
Uj .x/ d�.x/ D cap K;

the last identity holding as in the derivation of (6.15). Thus (6.11) is extended to
general compactK . Furthermore, this implies

(6.20) rUj �! rUK in L2.Rn/-norm:

Hence

(6.21) �j �! �K in H�1.Rn/-norm:

We now extend the identities (6.3) and (6.6) to general compact K , in reverse
order.

Proposition 6.3. The identity (6.6) holds for general compactK � Rn.

Proof. Since (6.6) has been established for the compact Kj with smooth bound-
ary, we have

(6.22) 1 � Uj .x/ D Wx.AKj /; AKj D f! 2 P0 W !.RC/ � Rn nKj g:

Clearly, if Kj & K; AK1 � AK2 � � � � � AKj % eAK , where eAK is a proper
subset of AK D f! 2 P0 W !.RC/ � Rn n Kg. However, for n � 3, Brownian
motion is nonrecurrent, as was established in Exercise 10 of �3. Thus j!.t/j !
1 as t ! 1, for Wx-almost all !, so in fact Wx

�
AK n eAK

� D 0, and hence
1 � UK.x/ D Wx.AK/, which is equivalent to (6.6).



402 11. Brownian Motion and Potential Theory

Proposition 6.4. The identity (6.3) holds for general compactK � Rn.

Proof. We define U tK.x/ to be 1 � et�O1.x/, as in (6.4); the second identity in
(6.4) continues to hold, by (3.27). Now, clearly, the family of sets St D f! 2 P0 W
hK.!/ � tg is increasing as t % 1, with union

[
St D f! 2 P0 W hK.!/ < 1g;

and this gives (6.3).

We next establish the subadditivity of capacity.

Proposition 6.5. If K and L are compact, then

(6.23) UK[L.x/ � UK.x/C UL.x/

and

(6.24) cap.K [L/ � �
capK

�C �
cap L

�
:

Proof. The inequality (6.23) follows directly from (6.6) and the subadditivity of
Wiener measure. Now, as in (6.12), we have

(6.25)

Z
UK.x/ d�K[L.x/ D �.UK ; �UK[L/

D
Z
UK[L.x/ d�K.x/

D cap K;

the last identity by (6.18), with L replaced by K [ L. Hence

cap K C cap L D
Z �
UK.x/C UL.x/

�
d�K[L.x/;

so the estimate (6.23) implies (6.24).

Note that even if K and L are disjoint, typically there is inequality in (6.23),
hence in (6.24). In fact, if K and L are disjoint compact sets,

(6.26)

.cap K/C .cap L/ D cap.K [ L/CR;

R D
Z

L

UK.x/ d�K[L.x/C
Z

K

UL.x/ d�K[L.x/;

the quantityR being> 0 unless either capK D 0 or capL D 0. Unlike measures,
the capacity is not an additive set function on disjoint compact sets.
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We began this section with the statement that the capacity of K is closely
related to the probability of a Brownian path hitting K . We have directly tied
UK.x/ to this probability, via (6.6). We now provide a two-sided estimate on
UK.x/ in terms of cap K .

Proposition 6.6. Let ı.x/ D sup fjx � yj W y 2 Kg, and let d.x/ denote the
distance of x 2 Rn from K . Then

(6.27)
Cn

ı.x/n�2
�
capK

� � UK.x/ � Cn

d.x/n�2
�
cap K

�
:

Proof. The formula UK.x/ D Cn
R jx � yj�.n�2/d�K.y/ represents UK.x/ as

Cn.capK/ times a weighted average of jx � yj�.n�2/ over K . Now, for y 2 K;
d.x/ � jx � yj � ı.x/, so (6.27) follows.

We want to compare this with the probability that a Brownian path hits @K in
the interval Œ0; t 	. It t is large, we know that j!.t/j is probably large, given that
n � 3, and hence !.s/ probably will not hit K for any s > t . Thus we expect
this probability (which is equal to U tK.x/) to be close to UK.x/. We derive a
quantitative estimate as follows. Since 1 � U tK.x/ D et�O1.x/, we have, for
s � 0,

(6.28) U tCsK .x/� U tK.x/ D et�O1.x/ � e.tCs/�O1.x/ D et�OU sK.x/;

and taking s % 1, we get

(6.29) UK.x/ � U tK.x/ D et�OUK.x/:

Hence, if we denote the heat kernel on O D Rn nK by pO.t; x; y/, and that on
Rn by p.t; x � y/, as in (1.5),

(6.30)

UK.x/ � U tK.x/
D
Z
pO.t; x; y/UK.y/ dy �

Z
p.t; x � y/UK.y/ dy

D Cn

“
p.t; x � y/
jy � zjn�2 dy d�K.z/ � .cap K/�K.t; x/;

where

(6.31) �K.t; x/ D Cn sup
z2K

Z
p.t; x � y/

jy � zjn�2 dy D sup
z2K

Z 1

t

p.s; x � z/ ds;

the last integral being another way of writing et�.��/�1ı.x � z/ when n � 3.
An upper bound on �K.t; x/ is

R1
t
.4�s/�n=2 ds, so we have

(6.32) 0 � UK.x/ � U tK.x/ � 2

n � 2
�
4�
��n=2

t�n=2C1�cap K
�
:
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There is an interesting estimate on the smallest eigenvalue of �� on the
complement of a compact set K , in terms of cap K , which we now describe.
Let Q D fx 2 Rn W 0 � xj � 1g be the closed unit cube in Rn, and let K � Q

be compact. We consider the boundary condition on functions onQ nK:

(6.33) u D 0 on @K;
@u

@�
D 0 on @Q n @K:

To define this precisely, let H 1.Q;K/ denote the closure in H 1.Q/ of the set
of functions in C1.Q/ vanishing on a neighborhood of K . Then the quadratic
form .du; dv/L2 restricted toH 1.Q;K/�H 1.Q;K/ defines an unbounded, self-
adjoint operator L, which we denote ��Q;K , with D.L1=2/ D H 1.Q;K/ �
H 1.Q/. Hence ��Q;K has compact resolvent and thus a discrete spectrum. Let
�0.K/ be its smallest eigenvalue.

Proposition 6.7. The smallest eigenvalue �0.K/ of �� onQnK , with boundary
condition (6.33), satisfies the estimate

(6.34) �0.K/ � �n cap K;

for some �n > 0.

Proof. Let pQ;K.t; x; y/ denote the heat kernel of�Q;K . With O D Rn nK , let
pO.t; x; y/ denote the heat kernel of � on O, with Dirichlet boundary condition,
as in (6.30). We claim that

(6.35)
Z

Q

pQ;K.t; x; y/ dy �
Z

Rn

pO.t; x; y/ dy; x 2 Q:

To see this, define eK by the method of images, so in each unit cube with integer
vertices we have a reflected image of K , and, with eO D Rn n eK ,

(6.36) pQ;K.t; x; y/ D
X

j

peO.t; x; Rjy/; x; y 2 Q;

where the transformations Rj are appropriate reflections. Then (6.35) follows
from the obvious pointwise estimate peO.t; x; y/ � pO.t; x; y/. Now, if we set

(6.37) M.t/ D sup
x2Q

Z

Rn

pO.t; x; y/ dy;

it follows that

(6.38) sup
x

Z

Q

pQ;K.t; x; y/ dy � M.t/; sup
y

Z

Q

pQ;K.t; x; y/ dx � M.t/;
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the latter by symmetry. It is well known that the operator norm of et�Q;K is
bounded by the quantities (6.38). (See Proposition 5.1 in Appendix A.) Thus

(6.39) ket�Q;Kk � M.t/:

To relate this to capacity, note that

(6.40) M.t/ D sup
x2Q

�
1 � U tK.x/

�
:

Now, applying the first estimate of (6.27), in concert with the estimate (6.32), we
have

(6.41) M.t/ � 1 � Cnn
�n=2C1�cap K

�C 2

n � 2
.4�/�n=2t�n=2C1�cap K

�
:

In particular, there exists a finite T D Tn and � > 0 such that

(6.42) M.T / � 1 � �.cap K/ � e�� capK :

Since this is an upper bound on keT�Q;Kk, we have �0.K/ � .�=T / cap K ,
proving (6.34).

As an application of this, we establish the following result of Molchanov on a
class of Dirichlet problems with compact resolvent.

Proposition 6.8. Let� be an unbounded, open subset of Rn, with complement S .
Suppose that there exists  .a/ % 1 as a & 0, such that, for each a 2 .0; 1	, if
Rn is tiled by cubesQaj of edge a, we have

(6.43) cap.Qaj \ S/ �  .a/a2.n�2/;

for all but finitely many j . Then the Laplace operator � on �, with Dirichlet
boundary condition, has compact resolvent.

Proof. By scaling Qaj to a unit cube, we see that if (6.43) holds, then �� on
Qaj n S , with Dirichlet boundary condition on @S , Neumann on @Qaj n S , has
smallest eigenvalue � �n.cap Qaj \ S/a�2.n�2/, which, by hypothesis (6.43)
is � �n .a/ for all but finitely many j . The variational characterization of the
spectrum implies that the spectral subspace of L2.�/ on which �� has spectrum
in Œ0; �n .a/	 is finite-dimensional, for each a > 0, and this implies that � has
compact resolvent.

In our continued study of which boundary points of a region � are regular, it
will be useful to have the following variant of Proposition 6.6. Here,Br is the ball
of radius r centered at the origin in Rn; see Fig. 6.1.
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FIGURE 6.1 The Set K

Proposition 6.9. LetK be a compact subset of the ball B1. Let VK.x/ denote the
probability that a Brownian path, starting at x 2 Rn, hits K before hitting the
shell @B4 D fx W jxj D 4g. Then there is a constante�n > 0 such that

(6.44) x 2 B1 H) VK.x/ �e�n
�
capK

�
:

Proof. Note that, by (5.20), VK is also defined by

(6.45) �VK D 0 on B4 nK; VK D 1 on K; VK D 0 on @B4:

We will compare VK.x/ with UK.x/. By (6.27), we have

(6.46) x 2 B1 H) UK.x/ � 2�.n�2/Cn
�
cap K

�

and

(6.47) x 2 @B4 H) UK.x/ � 3�.n�2/Cn
�
cap K

�
:

By (6.47) and the maximum principle, we have, for x 2 B4 nK ,

(6.48) VK.x/ � UK.x/ � q.K/

1 � q.K/
; q.K/ D 3�.n�2/Cn

�
cap K

�
:

Now Cn.cap K/ � Cn.cap B1/ D 1 (compare with Exercise 1 at the end of this
section), so using (6.46) we readily obtain (6.44), with

(6.49) e�n D
�
1 � 3�.n�2/

��1 �
2�.n�2/ � 3�.n�2/

�
Cn:

In particular,e�3 D C3=4 D � .
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FIGURE 6.2 Setup for the Wiener Test

Of course, since VK.x/ � UK.x/, we also have

(6.50) x 2 B4; dist.x;K/ � � H) VK.x/ � Cn�
�.n�2/�cap K

�
:

This upper bound is valid for K � B4; we don’t need K � B1.
Now suppose y 2 K is the center of concentric balls Bj , of radius 2�j r ,

where r > 0 is fixed, 0 � j � �. See Fig. 6.2. Pick x 2 B	 . We want to estimate
the probability that a Brownian path starting at x will exit B0 before hitting K .
Let’s call the probability pmiss.x;K/. Using Proposition 6.9 and scaling, we see
that, given x 2 Bj , the probability that it hits @Bj�2 before hitting K \ Bj is

� 1 �e�nr�.n�2/
j � cap.K \ Bj /, where rj D 2�j r . Using the independence of

this event and of the event that, given x 2 @Bj�2, the path will hit @Bj�4 before
hitting K \ Bj�2, which follows from the strong Markov property, we have an
upper bound

(6.51) pmiss.x;K/ �
Y

j2S�

�
1 �e�nr�.n�2/2.n�2/j � cap

�
K \ Bj

��
;

where S	 D fj W 0 � j � �; j D � mod 2g. A similar argument dominates
pmiss.x;K/ by a product over f1; : : : �g n S	 , so

(6.52) pmiss.x;K/
2 �

	Y

jD0

�
1 �e�nr�.n�2/2.n�2/j � cap

�
K \ Bj

��
:

Note that, as � ! 1, the right side of (6.52) tends to zero, precisely when the sum

(6.53)
1X

jD0
2.n�2/j � cap

�
K \ Bj

�

is infinite. We are now ready to state the Wiener criterion for regular points.
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Proposition 6.10. Let � be a bounded, open set in Rn, and let y 2 @�. If � is
inside a ball eB , set K D eB n�. Then y is a regular point for � if and only if the
infinite series (6.53) is divergent, where Bj D fx 2 Rn W jx � yj � 2�j g.

Proof. First suppose (6.53) is divergent. Fix f 2 C.@�/, and look at

(6.54) u.x/ D PI f .x/ D Ex

�
f
�
!.hK /

��
:

Given " > 0, fix r > 0 so that f varies by less than " on fz 2 @� W jz � yj � rg.
By (6.52), if ı > 0 is small enough and jx � yj � ı, then the probability that a
Brownian path !.t/, starting at x, crosses @B0 D fz W jz � yj D rg before hitting
K is < ". Consequently,

(6.55) jx � yj � ı H)
ˇ̌
ˇEx

�
f
�
!.hK/

�� � f .y/
ˇ̌
ˇ � "C " � sup jf j:

This shows that PI f .x/ ! f .y/ as x ! y, for any f 2 C.@�/, so y is regular.
For the converse, if (6.53) converges, we claim there is a J < 1 such that

there exist points in � \ BJ , arbitrarily close to y, which are starting points of
Brownian paths whose probability of hitting K before exiting BJ is � 1=2.

Consider the shells Aj D fx W 2�j�1 � jx � yj � 2�j gI Bj D S
`�j A`.

We will estimate the probability that a point picked at random in A` is the starting
point of a Brownian path that hits K before exiting BJ , where ` is chosen > J .
Since we are assuming n � 3, by the analysis behind nonrecurrence in Exercises
7–10 of �3, the probability that a path starting in A` ever hitsB`C3 is � 1=4. Thus
if we alter K to K` D K n B`C3, the probability that a Brownian path starting in
A` hits K` before @BJ is not decreased by more than 1=4. We aim to show that
this new probability is � 1=4 if J is chosen large enough.

Now there is no further decrease in probability that the path hitsK` before @BJ
if we instead have it start at a random point in B`C5, since almost all such paths
will pass intoA`, in a uniformly distributed fashion through its inner boundary. So
we deal with the modified problem of estimating the probabilityep that a Brownian
path, starting at a random point in B`C5, hitsK` D K n B`C3 before exiting BJ .

We partition the set fj W J � j � `C3g into two sets, where j is even or odd;
call these subsets J0 and J1, respectively. Then form

(6.56) A0 D
[

j2J0
Aj ; A1 D

[

j2J1
Aj :

We estimate the probability p� that a path starting in B`C5 hits K` \ A� before
hitting @BJ . We have

(6.57) p�.x/ �
X

j2J�
p�j ;
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where p�j is the probability that, given jx � yj D .3=4/ � 2�j�1 (i.e., x is on a
shell SjC1 halfway between the two boundary components of AjC1), then a path
starting at x hits K \ Aj before hitting Sj�1. By (6.50) and a dilation argument,
we have an estimate of the form

(6.58) p�j � � 0
n2
.n�2/j cap.K \ Aj /:

Thus the probabilityep that we want to estimate satisfies

(6.59) ep � � 0
n

`C3X

jDJ
2.n�2/j cap.K \Aj /:

Of course, cap.K \ Aj / � cap.K \ Bj /, so if (6.53) is assumed to converge,
we can pick J sufficiently large that the right side of (6.59) is guaranteed to be
� 1=4.

From here it is easy to pick f 2 C.@�/ such that f .y/ D 1 but (6.54) does not
converge to 1 as x ! y. This completes the proof of Proposition 6.10 and also
shows that the hypothesis of convergence or divergence of (6.53) can be replaced
by such a hypothesis on

(6.60)
1X

jD0
2.n�2/j � cap

�
K \Aj

�
:

We can extend capacity to arbitrary sets S � Rn. The inner capacity cap�.S/
is defined by

(6.61) cap�.S/ D sup fcapK W K compact; K � Sg:

Clearly, cap�.K/ D cap K for compact K . If U � Rn is open, we also set cap
U D cap�.U /. Now the outer capacity capC.S/ is defined by

(6.62) capC.S/ D inf fcap U W U open; S � U g:

It is easy to see that capC.S/ � cap�.S/ for all S . If capC.S/ D cap�.S/,
then S is said to be capacitable, and the common quantity is denoted cap S . The
analysis leading to (6.16) shows that every compact set is capacitable; also, by
definition, every open set is capacitable. G. Choquet proved that every Borel set is
capacitable; in fact, his capacitability theorem extends to a more general class of
sets, known as Souslin sets. We refer to [Mey] for a detailed presentation of this
result.

The outer capacity can be shown to satisfy the property that, for any increasing
sequence of sets Sj � Rn,

Sj % S H) capC.Sj / % capC.S/:

We establish a useful special case of this.
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Proposition 6.11. If Uj and U are open and Uj % U , then

cap Uj % cap U:

Proof. Given " > 0, pick a compactK � U such that cap K � cap U � ". Then
K � Uj for large j , so cap Uj � cap U � " for large j .

We next present a result, due to M. Brelot, to the effect that the set of irregular
boundary points of a given bounded, open set is rather small.

Proposition 6.12. If � � Rn is open and bounded, the set I of irregular bound-
ary points in @� has inner capacity zero.

Proof. The claim is that if K � I is compact, then cap K D 0. By subadditivity,
it suffices to show the following: Given y 2 @�, there is a neighborhood B of y
in Rn such that any compactK � I \ B has capacity zero.

We prove the result in the case that � is connected. Let L D B n �, and
consider the capacitary potential UL.x/. In this case, Rn n L is connected. The
function 1 � UL.x/ is a weak barrier at any z 2 L \ @� with the property that
UL.x/ ! 1 as x ! z; x 2 Rn nL. Thus it suffices to show that the set J D fz 2
L W UL.z/ < 1g has inner capacity zero.

Let K � J be compact. We know that UK.x/ � UL.x/ for all x 2 Rn.
Thus UK.x/ < 1 on K . Now, by (6.15), UK.x/ D 1 for �K-almost all x, so we
conclude that �K D 0, hence cap K D 0. This completes the proof when � is
connected.

The general case can be done as follows. If � is not connected, it has at most
countably many connected components. One can connect the various components
via little tubes whose total (inner) capacity can be arranged, via Proposition 6.11,
to be arbitrarily small, say < ". Then the set of irregular points is decreased by a
set of inner capacity < ". The reader is invited to supply the details.

As noted in Proposition 5.5, the set of irregular points of @� can be charac-
terized as the set of points of discontinuity of a function E , defined on � to be
���11.x/ for x 2 � and to be 0 on @�. Such a set of points of discontinuity is
a Borel subset of �, in fact an F
ı -set. Thus the capacitability theorem applies:
If � � Rn is a bounded open set, the set of irregular points of @� has capacity
zero. This sharpening of Proposition 6.12 was first established by H. Cartan.

As we stated at the beginning of this section, we have been working under
the assumption that n � 3. Two phenomena that we have exploited fail when
n D 2. One is that � has a fundamental solution � 0 on all of Rn. The other
is that Brownian motion is nonrecurrent. (Of course, these two phenomena are
related.) There is a theory of logarithmic capacity of planar sets. One way to ap-
proach things is to consider capacities only of subsets of some fixed disk, of large
radius R, and use the Laplace operator on this disk, with the Dirichlet boundary
condition. Then one looks at Brownian paths only up to the first exit time from
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this disk. The results of this section extend. In particular, the Wiener criterion for
n D 2 is the convergence or divergence of

(6.63)
1X

jD1
j � cap

�
K \ Aj

�
:

Exercises

1. If K � Rn is compact, show that

limjxj!1 jxjn�2UK .x/ D Cn cap K:

If K D Ba is a ball of radius a, show that cap Ba D an�2=Cn.
Show generally that if a > 0 and Ka D fax W x 2 Kg, then cap Ka D an�2 cap K.

2. Show that cap K D cap @K. Show that the identity cap @Ba D an�2=Cn follows
from (6.27), with x the center of Ba .

3. Let Car be the union of two balls of radius a, with centers separated by a distance r .
Show that

cap Car % 2 cap Ba; as r ! 1:

Estimate the rate of convergence.
4. The task here is to estimate the capacity of a cylinder in Rn, of height b and radius a.

Suppose C.a; b/ D fx 2 Rn W 0 � xn � b; x21 C � � � C x2n�1 � a2g. Show that there
are positive constants ˛n and ˇn such that

cap C.a; 1/ � ˛na
n�3; a ! 0; n � 4;

cap C.a; 1/ � ˇna
n�2; a ! 1; n � 3:

Derive an appropriate result for n D 3; a ! 0.
5. Let � be a positive measure supported on a compact set K � Rn, such that

U	.x/ D ���1�.x/ D Cn

Z
d�.x/

jx � yjn�2 � 1:

Show that U	.x/ � UK .x/ for all x 2 Rn. Taking the limit as jxj ! 1, deduce
from the asymptotic behavior of U	.x/ and UK.x/ (as in Exercise 1) that

R
d�.x/ �

cap K.
6. Show that, for compact K � Rn,

(6.64) cap K D inf
nZ

jrf .x/j2 dx W f 2 C1
0 .Rn/; f D 1 on nbd of K

o
:

(Hint: Show that a minimizing sequence fj approaches UK :)
Show that the condition f D 1 on a neighborhood of K can be replaced by f � 1

on K. Show that if f 2 C 10 .Rn/; � > 0,

(6.65) cap
�fx 2 Rn W jf .x/j � �g� � ��2krf k2

L2
:

7. Show that, for compact K � Rn,

(6.66)
1

cap K
D inf

n
Cn

“
d�.x/ d�.y/

jx � yjn�2 W � 2 PC
K

o
;
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where PC
K

denotes the space of probability measures supported on K.
(Hint: Consider the sesquilinear form

�.�;�/ D Cn

“
jx � yj�nC2 d�.x/ d�.y/ D �.��1�; �/

as a (positive-definite) inner product on the Hilbert space H�1
K
.Rn/ D fu 2

H�1.Rn/ W supp u � Kg. Thus

j�.�; �/j � �.�;�/1=2 �.�; �/1=2:

Take � D .cap K/�1�K 2 PC
K

, where �K is the measure in (6.8)–(6.10). Show that
(at least, when @K is smooth),

� 2 PC
K

\H�1
K .Rn/ H) �.�; �/ D 1

cap K

Z
UK.y/ d�.y/ D 1

cap K
;

and conclude that �.�; �/ � 1=.cap K/. Then use some limiting arguments.)
8. If K � R3 is compact, relate cap K to the zero frequency limit of the scattering

amplitude, defined in Chap. 9, �1.
9. Try to establish directly the equivalence between the regularity criteria given by

Propositions 5.5 and 6.10.
10. In Chap. 5, �5, a compact set K � Rn was called “negligible” provided there is no

nonzero u 2 H�1.Rn/ supported onK. Show that ifK is negligible, then capK D 0.
Try to prove the converse.

11. Sharpen the subadditivity result (6.24) to

cap.K [ L/C cap.K \L/ � .cap K/C .cap L/;

for compact sets K and L. This property is called “strong subadditivity.”
(Hint: By (6.6), UK.x/ D Wx.SK/, where SK D f! W hK .!/ < 1g. Show that
SK[L D SK [ SL and SK\L D SK \ SL, and deduce that

UK[L.x/C UK\L.x/ � UK.x/C UL.x/:

Extending the reasoning used in the proof of Proposition 6.5, deduce that

cap K C cap L D
Z h

UK .x/C UL.x/
i
d�K[L.x/

�
Z h

UK[L.x/C UK\L.x/
i
d�K[L.x/

D cap.K [L/C cap.K \ L/:/

7. Stochastic integrals

We will motivate the introduction of the stochastic integral by modifying the
Feynman–Kac formula, to produce a formula for the solution operator et.�CX/ to
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(7.1)
@u

@t
D �u CXu; u.0/ D f I Xu D

X
Xj .x/

@u

@xj
:

As in (2.2), we use the Trotter product formula to write

(7.2) et.�CX/f D lim
k!1

�
e.t=k/Xe.t=k/�

�k
f:

If we assume that each coefficient Xj of the vector field X is bounded and uni-
formly Lipschitz, then Proposition A.2 applies to (7.2), given f 2 Lp.Rn/; 1 �
p < 1, or f 2 Co.Rn/, in view of Proposition 9.13 in Appendix A. Now, for

any k;
�
e.t=k/Xe.t=k/�

�k
f can be expressed as a k-fold integral:

(7.3)

�
e.t=k/Xe.t=k/�

�k
f .x/

D
Z

� � �
Z
f
�
xk
�
p
� t
k
; xk � xk�1 � t

k
�k�1

�

� � �p� t
k
; x2 � x1 � t

k
�1
�
p
� t
k
; x1 � x � t

k
�0
�
dx1 � � �dxk ;

where (with x0 D x)

(7.4) �j D X.xj /C rj ; rj D O.k�1/:

Now we can write

(7.5) p
� t
k
; xjC1 � xj � t

k
�j
� D p

� t
k
; xjC1 � xj

�
e�j �.xjC1�xj /=2�.t=k/j�j j2=4:

Consequently, parallel to (2.4),

(7.6)
�
e.t=k/Xe.t=k/�

�k
f .x/ D Ex.'k/;

where

(7.7) 'k.!/ D f
�
!.t/

�
eAk.!/�Bk .!/;

with

(7.8)

Ak.!/ D 1

2

k�1X

jD0

h
X
�
!
�j
k
t
��C rj

i
�
h
!
�j C 1

k
t
� � !

�j
k
t
�i

Bk.!/ D 1

4

t

k

k�1X

jD0

h
X
�
!
�j
k
t
��C rj

i2
:
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Thus we expect to establish a formula of the form

(7.9) et.�CX/f .x/ D Ex

�
f
�
!.t/

�
eA.t;!/�B.t;!/

�
;

where

(7.10) B.t; !/ D 1

4

Z t

0

X
�
!.s/

�2
ds;

and

(7.11) A.t; !/ D 1

2
lim
k!1

k�1X

jD0
X
�
!
�j
k
t
�� �

h
!
�j C 1

k
t
� � !

�j
k
t
�i
:

In (7.10), X.!/2 denotes
P
Xj .!/

2. If the coefficients Xj are real-valued, this
is equal to jX.!/j2.

Certainly Bk.!/ ! B.t; !/ nicely for all ! 2 P0. The limit we now need to
investigate is (7.11), which we would like to write as

(7.12) A.t; !/ D 1

2

Z t

0

X
�
!.s/

� � d!.s/:

However, !.s/ has unbounded variation for Wx-almost all !, so there remains
some analysis to be done on this object, which is a prime example of a stochastic
integral.

We aim to make sense out of stochastic integrals of the form

(7.13)
Z t

0

g
�
s; !.s/

� � d!.s/;

beginning with

(7.14)
Z t

0

g.s/ � d!.s/ D lim
k!1

k�1X

jD0
g
�j
k
t
� �
h
!
�j C 1

k
t
� � !

�j
k
t
�i
:

This is readily seen to be well defined in L2.P0; dWx/, in view of the fact that
the terms �j .!/ D !

�
.j C 1/t=k

� � !
�
jt=k

�
satisfy

(7.15) k�j k2
L2.P0;dWx/

D 2
t

k
; .�j ; �`/L2.P0;dWx/ D 0; for j ¤ `;

the first by (1.38). Thus
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(7.16)
���
k�1X

jD0
g
�j
k
t
�h
!
�j C 1

k
t
� � !�j

k
t
�i���

2

L2.P0;dWx/
D 2

k�1X

jD0

t

k

ˇ̌
g
�j
k
t
�ˇ̌2
:

For continuous g, this is a Riemann sum approximating
R t
0

jg.s/j2 ds, as k ! 1.
Thus we obtain the following:

Proposition 7.1. Given g 2 C
�
Œ0; t 	

�
, the right side of (7.14) converges in

L2.P0; dWx/. The resulting correspondence

g 7!
Z t

0

g.s/ d!.s/

extends uniquely to
p
2 times an isometry of L2

�
Œ0; t 	; dt

�
into L2.P0; dWx/.

We next consider

(7.17) Sk.!/ D
k�1X

jD0
g
�
tj ; !.tj /

� � �!.tjC1/� !.tj /
� D

k�1X

jD0
gj .!/ � �j .!/;

where �j .!/ D !.tjC1/ � !.tj /; tj D .j=k/t . Following [Si], Chap. 5, we
compute

(7.18) kSkk2
L2.P0;dWx/

D
X

j;`

Ex

�
gj .!/�j .!/g`.!/�`.!/

�
:

If ` > j; �`.!/ D !.t`C1/ � !.t`/ is independent of the other factors in paren-
theses on the right side of (7.18), so the expectation of the product is equal to
Ex.gj �jg`/Ex.�`/ D 0 since Ex.�`/ D 0. Similarly the terms in the sum in
(7.18) vanish when ` < j , so

(7.19)

kSkk2
L2.P0;dWx/

D
X

j

Ex
�jgj .!/j2

�
Ex
�j�j j2�

D 2
X

j

Ex
�jg.tj ; !.tj //j2

�
.tjC1 � tj /:

If g and ! are continuous, this is a Riemann sum approximating the integral
2
R t
0 Ex

�jg.s; !.s//j2� ds, and we readily obtain the following result.

Proposition 7.2. Given g 2 BC �Œ0; t 	� Rn
�
, the expression (7.17) converges as

k ! 1, in L2.P0; dWx/, to a limit we denote by (7.13). Furthermore, the map

g 7!
Z t

0

g
�
s; !.s/

� � d!.s/
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is
p
2 times an isometry into L2.P0; dWx/, when g has the square norm

(7.20) Qx.g/ D
Z t

0

Ex

�ˇ̌
g
�
s; !.s/

�ˇ̌2�
ds:

Note that Qx.g/ D R t
0

R
Rn jg.s; y/j2 p.s; x � y/ dy ds. In case g D g.!.s//,

we have Qx.g/ given as the square of a weighted L2-norm:

(7.21) Qx.g/ D
Z

Rn

jg.y/j2 rt .x � y/ dy D Rt .D/jgj2.x/;

where

(7.22) Rt .D/ D ��1.et� � I /; rt .x/ D Rt .D/ı.x/:

We see that Rt .D/ 2 OPS�2.Rn/. The convolution kernel rt .x/ is smooth on
Rn n 0 and rapidly decreasing as jxj ! 1. More precisely, one easily verifies
that

(7.23) rt .x/ � C.n; t/jxj�2e�jxj2=4t ; for jxj � 1

2
;

and

(7.24) rt .x/ � C.n; t/jxj2�n; for jxj � 1

2
; n � 3;

with jxj2�n replaced by log 1=jxj for n D 2 and by 1 for n D 1. Of course,
rt .x/ > 0 for all t > 0; x 2 Rn n 0.

In particular, the integral in (7.21) is absolutely convergent and Qx.g/ is a
continuous function of x provided

(7.25) g 2 Lploc.R
n/; for some p > n; and g 2 L2�Rn; hxi�2e�jxj2=4t dx

�
:

Proposition 7.2 is adequate to treat the case where the coefficients Xj are in
BC.Rn/ and purely imaginary. Since Ak.!/ ! A.t; !/ in L2.P0; dWx/,

(7.26) eAk.!/ �! eA.t;!/ in measure,

and boundedly, since the terms in (7.26) all have absolute value 1. Then conver-
gence of (7.6) follows from the dominated convergence theorem. In such a case,
X.!/2 in (7.10) is equal to �jX.!/j2. We have the following.

Proposition 7.3. If X D iY is a vector field on Rn with coefficients that are
bounded, continuous, and purely imaginary, then
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(7.27)

et.�CiY /f .x/ D Ex

�
f
�
!.t/

�
e.i=2/

R t
0 Y.!.s//�d!.s/C.1=4/

R t
0 jY.!.s//j2 ds

�
:

One final ingredient is required to prove Proposition 7.3, since in this case etX

is not a semigroup of bounded operators, so we cannot apply Proposition A.2.
However, we can apply Proposition A.3, with

S.t/f .x/ D
Z
f .y/p

�
t; y � x � tX.x/� dy:

If X D iY is purely imaginary, then, parallel to (7.5), we have

p
�
t; y � x � i tY.x/

� D p.t; y � x/eiY.x/�.y�x/=2Ct jY.x/j2=4:

If V is bounded and continuous, a simple modification of the analysis above,
combining techniques of �2, yields

(7.28) et.�CX�V /f .x/ D Ex

�
f
�
!.t/

�
eA.t;!/=2�B.t;!/=4�R t0 V.!.s//ds

�

when X is purely imaginary. For another interpretation of this, consider

(7.29)

H D
X

j

�
�i @

@xj
� Aj .x/

�2 C V

D �
X

j

� @2

@x2j
� 2iAj @

@xj
� i @Aj

@xj
� A2j

�
C V:

Assume each Aj is real-valued, and Aj ; @Aj =@xj 2 BC.Rn/. Then

(7.30)

e�tHf .x/ D Ex

�
f
�
!.t/

�
eS.t;!/

�
;

S.t; !/ D i

Z t

0

A
�
!.s/

� � d!.s/

� i

Z t

0

�
div A

��
!.s/

�
ds �

Z t

0

V
�
!.s/

�
ds:

Compare with the derivation in [Si], Chap. 5.
If the coefficients of X are not assumed to be purely imaginary, we need some

more estimates. More generally, we will derive further estimates on the approxi-
mants Sk.!/ to

R t
0 g.s; !.s// � d!.s/, defined by (7.17).

Lemma 7.4. If g is bounded and continuous, then

(7.31) Ex
�
eSk

� � et�
2

; � D kgkL1 ;
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and

(7.32) Ex
�
e�jSk j� � 2et�

2�2 :

Proof. The left side of (7.31) is

(7.33)

Ex
�
eg0�0 � � � egk�1�k�1

� D
1X

	D0

1

�Š
Ex

�
eg0�0 � � � egk�2�k�2g	k�1�

	
k�1

�

�
1X

	D0

�	

�Š
Ex
�
eg0�0 � � � egk�2�k�2

�
Ex
�
�	k�1

�

D Ex
�
eg0�0 � � � egk�2�k�2

�
Ex
�
e��k�1

�
;

by independence arguments such as used in the analysis of (7.18). Note that
the sums over � above have terms that vanish for odd �. Now Ex.e

��j / D
e.tjC1�tj /�2 . An inductive argument leads to (7.31), and (7.32) follows from this
plus ejuj � eu C e�u.

We next estimate the L2.P0; dWx/-norm of S2k � Sk . Another calculation,
parallel to (7.18)–(7.19), yields

(7.34)

kS2k � Skk2
L2.P0;dWx/

D
X

j

Ex

�ˇ̌
g
�
tjC1=2; !.tjC1=2/

� � g
�
tj ; !.tj /

�ˇ̌2�
.tjC1 � tjC1=2/;

where tj D jt=k as in (7.17), and tjC1=2 D .j C 1=2/t=k. If we assume a
Lipschitz condition on g, we obtain the following estimate.

Lemma 7.5. Assume that

(7.35) jg.t; x/ � g.s; y/j2 � C0jt � sj2 C C1jx � yj2:

Then

(7.36) kS2k � Skk2
L2.P0;dWx/

� C0
t2

k2
C 2C1

t

k
:

Proof. This follows from (7.34) plus Ex
�j!.t/ � !.s/j2� D 2jt � sj.

We can now make an estimate directly relevant to the limiting behavior of (7.7).

Lemma 7.6. Given the bound kgkL1 � � , we have

(7.37) keS2k � eSkkL1.P0;dWx/ � p
2kS2k � SkkL2.P0;dWx/e32t�

2

:
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Proof. Using eu � ev D .u � v/ˆ.u; v/, with jˆ.u; v/j � e2jujC2jvj , we have

(7.38) keS2k � eSkkL1.P0/ � kS2k � SkkL2.P0/ � ke4jS2k jC4jSk jk1=2
L1.P0/

I

and the estimate (7.32), plus 2euCv � e2u C e2v, then yields (7.37).

With these estimates, we can pass to the limit in (7.6)–(7.7), obtaining the
following result.

Proposition 7.7. If X is a real vector field on Rn whose coefficients are bounded
and uniformly Lipschitz, and if f 2 C1

0 .R
n/, then

(7.39) et.�CX/f .x/ D Ex

�
f
�
!.t/

�
e.1=2/

R t
0 X.!.s//�d!.s/�.1=4/

R t
0 jX.!.s//j2 ds

�
:

Now that the identity (7.39) is established forX and f such as described above,
one can use limiting arguments to extend the identity to more general cases. Such
extensions are left to the reader.

We now evaluate the stochastic integral
R t
0
!.s/ d!.s/ in the case of one-

dimensional Brownian motion. One might anticipate that it should be !.t/2=2 �
!.0/2=2. However, guesses based on what should happen if ! had bounded vari-
ation can be misleading, and the truth is a little stranger. Let us begin with

(7.40)

!.t/2 � !.0/2 D
k�1X

jD0

�
!.tjC1/2 � !.tj /

2
�

D
X

j

�
!.tjC1/C !.tj /

� � �!.tjC1/� !.tj /
�
;

where tj D .j=k/t , as in (7.17). We also use �j .!/ D !.tjC1/ � !.tj / below.
Recalling that

R t
0
!.s/ d!.s/ is the limit of

P
!.tj /Œ!.tjC1/ � !.tj /	, we write

(7.40) as

(7.41) !.t/2 � !.0/2 D 2

k�1X

jD0
!.tj /�j .!/C

k�1X

jD0
�j .!/

2:

The next result is the key to the computation.

Lemma 7.8. Given t > 0,

(7.42) ‚k.!/ D
k�1X

jD0

h
!
�j C 1

k
t
� � !

�j
k
t
�i2 �! 2t in L2.P0; dWx/;

as k ! 1.
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Proof. We have

(7.43)

Ex
�j‚k � 2t j2� D Ex

�ˇ̌
ˇ
X

j

h
�j .!/

2 � 2
t

k

iˇ̌
ˇ
2�

D
X

j

Ex

�h
�j .!/

2 � 2
t

k

i2�
;

the last identity by independence of the different �j . Now we know thatEx.�2j / D
2t=k; furthermore, generally Ex

�
ŒF �Ex.F /	2

� � Ex.F
2/, so it follows that

(7.44) Ex
�j‚k � t j2� �

X

j

Ex.�
4
j / D 12

t2

k
:

This proves the lemma.

Thus, as k ! 1, the right side of (7.41) converges in L2.P0; dWx/ toR t
0
!.s/ d!.s/C t . This gives the identity

(7.45)
Z t

0

!.s/ d!.s/ D 1

2

�
!.t/2 � !.0/2 � 2t

�
;

forWx-almost all !.
More generally, for sufficiently smooth f , we can write

(7.46) f
�
!.t/

� � f
�
!.0/

� D
k�1X

jD0

�
f
�
!.tjC1/

� � f
�
!.tj /

��

and use the expansion

(7.47)
f
�
!.tjC1/

� � f
�
!.tj /

�

D �j .!/f
0�!.tj /

�C 1

2
�j .!/

2f 00�!.tj /
�CO

�j�j .!/j3
�

to generalize (7.45) to Ito’s fundamental identity:

(7.48) f
�
!.t/

� � f �!.0/� D
Z t

0

f 0�!.s/
�
d!.s/C

Z t

0

f 00�!.s/
�
ds;

for one-dimensional Brownian motion. For n-dimensional Brownian motion and
functions of the form f D f .t; x/, this generalizes to
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(7.49)

f
�
t; !.t/

� � f �0; !.0/�

D
Z t

0

�rxf
��
s; !.s/

� � d!.s/

C
Z t

0

�
�f

��
s; !.s/

�
ds C

Z t

0

ft
�
s; !.s/

�
ds:

Another way of writing this is

(7.50) df
�
t; !.t/

� D .rxf / � d! C .�f / dt C ft dt:

We remind the reader that our choice of et� rather than et�=2 to define the
transition probabilities for Brownian paths leads to formulas that sometimes look
different from those arising from the latter convention, which for example would
replace .�f / dt by .1=2/.�f / dt in (7.50).

Note in particular that

d
�
e�!.t/��2t

� D � e�!.t/��2t d!.t/I

in other words, we have a solution to the “stochastic differential equation”:

(7.51) dX D �X d!.t/; X.t/ D e�!.t/��2t ;

forW0-almost all !. Recall from (4.16) that this is the martingale zt .!/.
We now discuss a dynamical theory of Brownian motion due to Langevin,

whose purpose was to elucidate Einstein’s work on the motion of a Brownian
particle. Langevin produced the following equation for the velocity of a small
particle suspended in a liquid, undergoing the sort of random motion investigated
by R. Brown:

(7.52)
dv

dt
D �ˇv C !0.t/; v.0/ D v0:

Here, the term �ˇv represents the frictional force, tending to slow down the
particle as it moves through the fluid. The term !0.t/, which contributes to the
force, is due to “white noise,” a random force whose statistical properties identify
it with the time derivative of !, which is defined, not classically, but through
Propositions 7.1 and 7.2. Thus we rewrite (7.52) as the stochastic differential
equation

(7.53) dv D �ˇv dt C d!; v.0/ D v0:

As in the case of ODE, we have d.eˇtv/ D eˇt .dv C ˇv dt/, so (7.50) yields
d.eˇtv/ D eˇtd!, which integrates to



422 11. Brownian Motion and Potential Theory

(7.54)
v.t/ D v0e

�ˇt C
Z t

0

e�ˇ.t�s/ d!.s/

D v0e
�ˇt C !.t/ � ˇ

Z t

0

e�ˇ.t�s/!.s/ ds:

The actual path of such a particle is given by

(7.55) x.t/ D x0 C
Z t

0

v.s/ ds:

In the case x0 D 0; v0 D 0, we have

(7.56)
x.t/ D

Z t

0

Z s

0

e�ˇ.s�r/ d!.r/ ds

D 1

ˇ

Z t

0

�
1 � e�ˇ.t�s/� d!.s/:

Via the identity in (7.54), we have

(7.57) x.t/ D
Z t

0

e�ˇ.t�s/!.s/ ds:

Of course, the path x.t/ taken by such a particle is not the same as the “Brownian
path” !.t/ we have been studying, but it is approximated by !.t/ in the following
sense. It is observed experimentally that the frictional force component in (7.52)
acts to slow down a particle in a very short time (� 10�8 sec.). In other words,
the dimensional quantity ˇ in (7.52) is, in terms of units humans use to measure
standard macroscopic quantities, “large.” Now (7.57) implies

(7.58) lim
ˇ!1

ˇxˇ .t/ D !.t/;

where xˇ .t/ denotes the path (7.57).
There has been further work on the dynamics of Brownian motion, particu-

larly by L. Ornstein and G. Uhlenbeck [UO]. See [Nel3] for more on this, and
references to other work.

Exercises

1. If g 2 C 1�Œ0; t 	�, show that the integral of Proposition 7.1 is given by

Z t

0
g.s/ d!.s/ D g.t/!.t/� g.0/!.0/�

Z t

0
g0.s/!.s/ ds:

Show that this yields the second identity in (7.54) and the implication (7.56) ) (7.57).
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2. With �j as in (7.15), show that

Ex

�k�1X

jD0
j�j .!/j3

�
! 0; as k ! 1:

(Hint: Use 2j�j j3 � "j�j j2 C "�1j�j j4 and (7.44).)
3. Making use of Exercise 2, give a detailed proof of Ito’s formula (7.48). Assume f 2
C 2.R/ and

jD˛f .x/j � C"e
"jxj2 ; 8 " > 0; j˛j � 2:

More generally, establish (7.49).
Warning: The estimate of the remainder term in (7.47) is valid only when j!.tjC1 �
!.tj /j is bounded (say � K). But the probability that j!.tjC1/�!.tj /j is � K is very
small.

4. Show that (7.42) implies that Wx-almost all paths ! have locally unbounded variation,
on any interval Œs; t 	 � Œ0;1/.

5. If  .t; !/ D R t
0 g
�
s; !.s/

� � d!.s/ is a stochastic integral given by Proposition 7.2,
show that

Ex
�
 .t; �/� D 0:

Show that  .t; �/ is a martingale, that is, Ex
�
 .t; �/jBs

� D  .s; �/, for s � t . Compare
Exercise 2 of �8.

8. Stochastic integrals, II

In �7 we considered stochastic integrals of the form

(8.1) h.t; !/ D
Z t

0

g
�
s; !.s/

� � d!.s/;

where g is defined on Œ0;1/ � Rn. This is a special case of integrals of the form

(8.2)  .t; !/ D
Z t

0

'.s; !/ � d!.s/;

where ' is defined on Œ0;1/�P0. There are important examples of such ' which
are not of the form '.s; !/ D g

�
s; !.s/

�
, such as the function h in (8.1), typically.

It is important to be able to handle more general integrals of the form (8.2), for a
certain class of functions ' on Œ0;1/�P0 called “adapted,” which will be defined
below.

To define (8.2), we extend the analysis in (7.17)–(7.19). Thus we consider

(8.3) Sk.t; !/ D
k�1X

jD0
'.tj ; !/ � �!.tjC1/� !.tj /

� D
k�1X

jD0
'j .!/ � �j .!/;

where, as before, �j .!/ D !.tjC1/� !.tj /; tj D .j=k/t . As in (7.18), we want
to compute

(8.4) kSk.t; �/k2L2.P0;dWx/ D
X

j;`

Ex.'j �j'`�`/:
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Following the analysis of (7.18), we want �` to be independent of the other factors
in the parentheses on the right side of (8.4) when ` > j . Thus we demand of '
that

(8.5) '.s; �/ is independent of !.t C h/ � !.t/; 8 t � s; h > 0:

Granted this, we see that the terms in the sum in (8.4) vanish when j ¤ `, and

(8.6)

kSk.t; �/k2L2.P0;dWx/ D
X

j

Ex
�j'j j2�Ex

�j�j j2�

D 2
X

j

Ex
�j'.tj ; �/j2

�
.tjC1 � tj /:

If ' 2 C �RC; L2.P0; dWx/
�
, this is a Riemann sum approximating

2

Z t

0

Ex
�j'.s; �/j2� ds D 2k'k2

L2.Œ0;t ��P0/
:

We use the following spaces:

(8.7)
C
�
I;R.Q/

� D ˚
' 2 C �I; L2.P0; dWx/

� W '.t/ D Qt'.t/;8t 2 I
;
L2
�
I;R.Q/

� D ˚
' 2 L2�I; L2.P0; dWx/

� W '.t/ D Qt'.t/;8t 2 I
;

where I D Œ0; T 	, and, as in �4, Qt' D Ex.'jBt /. Elements of these spaces
satisfy (8.5), by Corollary 4.4.

Proposition 8.1. Given ' 2 C �I;R.Q/�, the expression (8.3) converges as k D
2	 ! 1, in the space C

�
I;R.Q/

�
, to a limit we denote (8.2). Furthermore,

 D I.'/ extends uniquely to a linear map

(8.8) I W L2�I;R.Q/� ! C
�
I;R.Q/

�
;

satisfying

(8.9) kI.'/.t; �/kL2.P0;dWx/ D p
2 k'kL2.Œ0;t/�P0;dt dWx/

:

Regarding continuity, note that

(8.10) kI.'/.tCh; �/�I.'/.t; �/kL2.P0;dWx/ D p
2 k'kL2.Œt;tCh��P0;dt dWx/

:

We need to verify that I.'/.t; �/ 2 R.Qt /. But clearly, each term '.tj ; !/ �
Œ!.tjC1/ � !.tj /	 in (8.3) belongs to R.Qt / in this case, so we have the desired
result.
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We mention an approach to (8.8) just slightly different from that described
above. Define a simple function to be a function '.t; !/ that is constant in t for t
in intervals of the form Œ`2�	 ; .`C 1/2�	/, with values in R.Qs/; s D `2�	 , for
some � 2 ZC. For a simple function ', the stochastic integral has a form similar
to (8.3), namely,

(8.11)

Z t

0

'.s; !/ � d!.s/ D
`�1X

jD0
'.tj ; !/ � �!.tjC1/ � !.tj /

�

C '.t`; !/ � �!.t/ � !.t`/
�
;

where tj D j2�	 and t 2 �`2�	 ; .`C1/2�	�. An identity similar to (8.6), together
with the denseness of the set of simple functions in L2.I;R.Q//, yields (8.8).

There is the following generalization of Ito’s formula (7.49)–(7.50). Suppose

(8.12) X.t/ D X0 C
Z t

t0

u.s; !/ ds C
Z t

t0

v.s; !/ d!.s/;

where u; v 2 L2�I;R.Q/�. Then X 2 C �I;R.Q/�. We write

(8.13) dX D u dt C v d!:

We might assume X; u, and ! take values in Rn and v is n � n matrix-valued.
More generally, let ! take values in Rn, X and u in Rm, and v in Hom.Rn;Rm/.

If Y.t/ D g
�
t;X.t/

�
, with g.t; x/ real-valued and smooth in its arguments,

then

(8.14)
dY.t/ D .rxg/

�
t;X.t/

� � dX.t/
C .D2g/

�
t;X.t/

��
dX.t/; dX.t/

�C gt
�
t;X.t/

�
dt;

where .D2g/.dX; dX/ D P
.@2g=@xj @xk/ dXj � dXk is computed, via (8.13),

by the rules

(8.15) dt � dt D dt � d!j D d!j � dt D 0; d!j � d!k D ıjk dt:

There is also an integral formula for g
�
t;X.t/

� � g.t0;X0/, parallel to (7.49):

(8.16)

g
�
t;X.t/

� D g.t0;X0/C
Z t

t0

� @2g

@xj @xk

�
vj`vk` ds

C
Z t

t0

gt
�
s;X.s/

�
ds C

Z t

t0

@g

@xj

�
uj ds C vj` d!`

�
:

Here, we sum over repeated indices. The formulas (7.49) and (7.50) cover the
special case u D 0; v D I . The proof of (8.16) is parallel to that of (7.49).
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If we apply (8.14) to g.x/ D e�x ; m D 1, we obtain for

(8.17)

Y.t/ D exp
�
�X.t/ � �2

Z t

t0

jv.s; !/j2 ds
�
;

X.t/ D
Z t

t0

v.s; !/ � d!.s/;

the stochastic differential equation

(8.18) dY D �Y v � d!;

generalizing the identity (7.51).
There is another important property that Y.t/, defined by (8.17), has in com-

mon with zt .!/ D e�!.t/��2t .

Proposition 8.2. Given v 2 L2
�
I;R.Q/

�
, with values in Rn, the function Y.t/

defined by (8.17) is a supermartingale; that is, for s � t ,

(8.19) Ex
�
Y.t/

ˇ̌
Bs

� � Y.s/; Wx-a.e. on P0:

Proof. We treat the case t0 D 0. First suppose v	 is a simple function, con-
stant as a function of t on intervals of the form Œ`2�	 ; .` C 1/2�	/, with values
in R.Q`2�� /, and Y	 is given by (8.17), with v D v	 . We claim that Y	 is a
martingale, that is,

(8.20) Ex
�
Y	.t/

ˇ̌
Bs

� D Y	.s/; for s � t:

Suppose, for example, that 0 � t < 2�	 , so v	.s/ D v	.0/, for s � t . Now v	.0/

is independent of !.t/ � !.s/, so in this case

Ex
�
Y	.t/

ˇ̌
Bs

� D Ex
�
e�v�.0/Œ!.t/�x���2t jv�.0/j2

ˇ̌
Bs

�

D e�v� .0/Œ!.s/�x���2sjv� .0/j2 �Ex
�
e�v�.0/Œ!.t/�!.s/���2.t�s/jv�.0/j2

ˇ̌
Bs

�
;

and the last conditional expectation is 1. A similar argument in the case `2�	 �
s � t � .`C 1/2�	 , using (8.11), gives

Ex
�
Y	.t/

ˇ̌
Bs

� D Y	.t	`/Ex

�
e�v�`Œ!.t/�!.t�`/���2.t�t�`/jv�`j2 ˇ̌Bs

�
D Y	.s/;

where t	` D `2�	 ; v	` D v	.t	`/. The identity (8.20), for general s � t , follows
easily from this.

For general v 2 L2
�
I;R.Q/

�
, we can take simple v	 converging to v in

the norm of this space, and then X	 ! X in C
�
I;R.Q/

�
, where X	.t/ DR t

0
v	.s; !/ � d!.s/. Passing to a subsequence, we can assume (for fixed s; t)
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that X	.s/ ! X.s/ and X	.t/ ! X.t/; Wx-a.e.; hence Y	.s/ ! Y.s/ and
Y	.t/ ! Y.t/; Wx-a.e. Then (8.19) follows, by Fatou’s lemma.

The case of general t0 � 0 is easily obtained from this; one can extend v.s; !/
to be 0 for 0 � s < t0.

Note in particular that s D 0 in (8.19) implies

(8.21) Ex

�
e
�X.t/��2 R tt0 jv.s;�/j2 ds� � 1:

Using Cauchy’s inequality, we deduce that

(8.22) Ex

�
e�X.t/=2

�
� Ex

�
e
�2

R t
t0

jv.s;�/j2 ds�1=2
:

We get a similar estimate upon replacing v.s; !/ by �v.s; !/, which converts
X.t/ to �X.t/. Since ejxj � ex C e�x , we have (replacing � by 2�)

(8.23) Ex

�
e�jX.t/j� � 2Ex

�
e
4�2

R t
t0

jv.s;�/j2 ds�1=2
:

Compare with Lemma 7.4. Note that the convexity of the exponential function
implies

(8.24) Ex

�
et

�1
R t
0 F.s;�/ ds

�
� 1

t

Z t

0

Ex

�
eF.s;�/

�
ds:

Therefore, (8.23) implies

(8.25)
Ex
�
e�jX.t/j� � 2


1

t � t0
Z t

t0

Ex

�
e4�

2t jv.s�/j2
�
ds

�1=2

� 2 max
t0�s�t Ex

�
e4�

2t jv.s;�/j2�1=2:

If we expand Y	.t/ D e
�X�.t/��2

R t
t0

jv�.s;�/j2 ds in powers of �, the coefficient
of each �j is a martingale. The coefficient of �4, for example, is

(8.26)
1

24
jX	.t/j4 � 1

2
X	.t/

2
�Z t

t0

jv	.s; !/j2 ds
�

C 1

2

�Z t

t0

jv	.s; !/j2 ds
�2
:

This has expectation zero; hence

(8.27)

1

24
Ex
�jX	.t/j4

� � 1

2
Ex

�
X	.t/

2
�Z t

t0

jv	.s; �/j2 ds
��

� 1

48
Ex
�jX	.t/j4

�C 48Ex

��Z t

t0

jv	.s; �/j2 ds
�2�

;
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so

(8.28)

Ex
�jX	.t/j4

� � 482Ex

��Z t

t0

jv	.s; �/j2 ds
�2�

� �
48jt � t0j

�2 1

t � t0
Z t

t0

Ex
�jv	.s; �/j4

�
ds

� �
48jt � t0j

�2
max
t0�s�t Ex

�jv	.s; �/j4
�
;

where the second inequality here uses convexity, as in (8.24). Again a use of
Fatou’s lemma yields for

(8.29) X.t/ D
Z t

t0

v.s; !/ � d!.s/

the estimate

(8.30) kX.t/kL4.P0/ � �
48jt � t0j

�1=2
max
t0�s�t kv.s; �/kL4.P0/:

Similarly we obtain, for t1 < t2,

(8.31) kX.t1/� X.t2/kL4.P0/ � C1jt1 � t2j1=2 max
t1�s�t2

kv.s; �/kL4.P0/;

with C1 D p
48, when X.t/ is given by (8.29). If X.t/ is given more generally by

(8.12), we have

(8.32)
kX.t1/� X.t2/kL4.P0/ � C0jt1 � t2j max

t1�s�t2
ku.s; �/kL4.P0/

C C1jt1 � t2j1=2 max
t1�s�t2

kv.s; �/kL4.P0/:

The martingale maximal inequality of Proposition 4.7 extends to submartin-
gales, but it is not obvious that it applies to the supermartingale Y.t/. However, it
does apply to Y	.t/, so, for each � 2 ZC, we have

(8.33)
Wx

�n
! 2 P0 W sup

t2I.t0;t1/
X	.t/ � X	.t0/� �

Z t

t0

jv	.s; !/j2 ds > ˇ
o�

� e��ˇ ;

where I.t0; t1/ D Œt0; t1	 \ Q. It follows that

(8.34)

Wx

�n
! 2 P0 W sup

t2I.t0;t1/
jX	.t/ � X	.t0/j > �

Z t1

t0

jv	.s; !/j2 ds C ˇ
o�

� 2e��ˇ :
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Thus, if we have

(8.35)
Z t1

t0

jv	.s; !/j2 ds < ˇ

�
; for ! 2 S;

then

(8.36) Wx

�
S \ ˚

! 2 P0 W sup
t2I.t0;t1/

jX	.t/ � X	.t0/j > 2ˇ

� � 2e��ˇ :

Now

(8.37)

Wx

�n
! 2 P0 W

Z t1

t0

jv	.s; !/j2 ds � ˇ

�

o�

� �

ˇ

Z t1

t0

Ex
�jv	.s; �/j2

�
ds:

Taking ˇ D ı; � D 1=ı2, we deduce that if

(8.38)
Z t1

t0

kv	.s; �/k2L2.P0/ ds < ı
3";

then

(8.39) Wx

�˚
! 2 P0 W sup

t2I.t0;t1/
jX	.t/ � X	.t0/j > 2ı


� � "C e�1=ı :

Since X	.t/ converges to X.t/ in measure, locally uniformly in t , we have

(8.40) Wx

�˚
! 2 P0 W sup

t2I.t0;t1/
jX.t/ � X.t0/j > 2ı


� � "C e�1=ı

whenever

(8.41)
Z t

t0

kv.s; �/k2
L2.P0/

ds < ı3":

The estimate (8.40) enables us to establish the following important result.

Proposition 8.3. Let I D Œ0; T 	. Given v 2 L2
�
I;R.Q/

�
, so

R t
0
v.s; !/ �

d!.s/ D X.t/ belongs to C
�
I;R.Q/

�
, you can define X.t; !/ so that t 7!

X.t; !/ is continuous in t , for Wx-a.e. !.

Proof. Start with any measurable function on I � P0 representing X.t/; call it
Xb.t; !/, so for each t 2 I; Xb.t; �/ D X.t/; Wx-a.e. on P0. Set X.t; !/ D
Xb.t; !/, for t 2 I \Q. From (8.40)–(8.41) it follows that there is a set N � P0

such thatWx.N / D 0 and �!.t/ D X.t; !/ is uniformly continuous in t 2 I \Q
for each ! 2 P0 nN . Then, for ! 2 P0; t 2 I nQ, define X.t; !/ by continuity:
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(8.42) X.t; !/ D lim
I\Q3t�!t

Xb.t	 ; !/; ! 2 P0 nN:

If ! 2 N , define X.t; !/ arbitrarily.
To show that this works, it remains to check that, for each t 2 I ,

(8.43) X.t; �/ D X.t/; Wx-a.e. on P0:

Indeed, since Xb.t	 ; �/ ! X.t/ in L2-norm, passing to a subsequence we have
Xb.t	j ; �/ ! X.t/ Wx-a.e. Comparing with (8.42), we have (8.43).

Exercises

1. Generalize (8.30) to show that X.t/ D R t
t0
v.s; !/ � d!.s/ satisfies

kX.t/k2k
L2k .P0/

� Ck jt � t0jk�1
Z t

t0

kv.s; �/k2k
L2k.P0/

ds;

for k 2 ZC.
2. Given ' 2 L2�Œ0;1/;R.Q/

�
, show that, for t � s,

Ex

�Z t

s
'.; !/ � d!./ˇ̌Bs

�
D 0:

Deduce that the stochastic integral  .t; !/ D R t
0 '.s; !/ �d!.s/ is a martingale, so that,

for t � s,
Ex
�
 .t; �/ˇ̌Bs

� D  .s; �/:
3. Show that if v.s; !/ satisfies the hypotheses of Proposition 8.2, then the supermartingale

Y.t/ in (8.17) is a martingale if and only if

Ex Y.t/ D 1; 8 t � 0:

9. Stochastic differential equations

In this section we treat stochastic differential equations of the form

(9.1) dX D b.t;X/ dt C �.t;X/ d!; X.t0/ D X0:

The function X is an unknown function on I �P0, where I D Œt0; T 	. We assume
t0 � 0. As in the case of ordinary differential equations, we will use the Picard
iteration method, to obtain the solutionX as the limit of a sequence of approximate
solutions to (8.1), which we write as a stochastic integral equation:

(9.2) X.t/ D X0 C
Z t

t0

b
�
s;X.s/

�
ds C

Z t

t0

�
�
s;X.s/

�
d!.s/ D ˆX.t/:
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The last identity defines the transformationˆ, and we look for a fixed point of ˆ.
As usual, X.t/ is shorthand for X.t; !/. If ! is a Brownian path in Rn, we can
let X and b.t; x/ take values in Rm and let �.t; x/ be an m � n matrix-valued
function.

Let us assume that �.t; x/ and b.t; x/ are continuous in their arguments and
satisfy

(9.3)
jb.t; x/j � K0.1C jxj/; jb.t; x/� b.t; y/j � L0jx � yj;
j�.t; x/j � K1.1C jxj2/1=2; j�.t; x/ � �.t; y/j � L1jx � yj:

We will use results of �8 to show that

(9.4) ˆ W L2�I;R.Q/� �! C
�
I;R.Q/

�
;

where, as in (8.7),

C
�
I;R.Q/

� D ˚
' 2 C �I; L2.P0; dW0/

� W '.t/ 2 R.Qt /; 8t 2 I
;

and L2
�
I;R.Q/

�
is similarly defined. Note that X.s/ belongs to R.Qs/ if

and only if X.s/ is (equal W0-a.e. to) a Bs-measurable function on P0, so if
X.s/ 2 R.Qs/, then also �

�
s;X.s/

�
and b

�
s;X.s/

�
belong to R.Qs/. Thus

Proposition 8.1 applies to the second integral in (9.2), and if X0 2 R.Qt0/, we
have (9.4).

Applying (8.9) to estimate the second integral in (9.2), we have

(9.5)
kˆX.t/ � X0k2L2.P0/ � 2K2

0

�Z t

t0

�
1C kX.s/kL2.P0/

�
ds

	2

C 4K2
1

Z t

t0

�
1C kX.s/k2

L2.P0/

�
ds:

Also (8.9) applies to an estimate of the second integral in

(9.6)

ˆX.t/ �ˆY.t/ D
Z t

t0

�
b
�
s;X.s/

� � b
�
s;Y.s/

��
ds

C
Z t

t0

�
�
�
s;X.s/

� � ��s;Y.s/�� ds:

We get

(9.7)
kˆX.t/ �ˆY.t/k2

L2.P0/
� 2L20

�Z t

t0

kX.s/� Y.s/kL2.P0/ ds
	2

C 4L21

Z t

t0

kX.s/ � Y.s/k2
L2.P0/

ds:
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To solve (9.2), we take X0.t; !/ D X0.!/, the given initial value, and induc-
tively define XjC1 D ˆXj . Note that

(9.8) X1.t; !/ D X0.!/C
Z t

t0

b
�
s;X0.!/

�
ds C

Z t

t0

�
�
s;X0.!/

�
d!.s/

contains a stochastic integral of the form (7.14), provided X0.!/ is constant. On
the other hand, the stochastic integral yielding X2.t; !/ is usually not even of the
form (7.13), but rather of the more general form (8.2). The following estimate will
readily yield convergence of the sequence Xj .

Lemma 9.1. For some M D M.T / < 1, we have

(9.9) kXjC1.t/ � Xj .t/k2L2.P0/ � .M jt � t0j/jC1

.j C 1/Š
; t0 � t � T:

Proof. We establish this estimate inductively. For j D 0, we can use (9.5), with
X D X1, and the j D 0 case of (9.9) follows. Assume that (9.9) holds for j D
0; : : : ; k � 1; we need to get it for j D k. To do this, apply (9.7) with X D
Xk; Y D Xk�1, to get

(9.10)

kXkC1.t/ � Xk.t/k2L2.P0/ � 2L20M
k

kŠ

�Z t

t0

js � t0jk=2 ds
	2

C 4L21M
k

kŠ

Z t

t0

js � t0jk ds:

This is � �
M jt � t0j

�kC1
=.k C 1/Š as long as M is sufficiently large for (9.9) to

hold for j D 0 and also M � 2L20 max.1; T /C 4L21.

These estimates immediately yield an existence theorem:

Theorem 9.2. Given 0 � t0 < T < 1; I D Œt0; T 	, if b and � are continuous
on I � Rn and satisfy the estimates (9.3), and if X0 2 R.Qt0/, then the equation
(9.2) has a unique solution X 2 C �I;R.Q/�.

Only the uniqueness remains to be demonstrated. But if X and Y are two such
solutions, we haveˆX D X and ˆY D Y, so (9.7) implies

kX.t/ � Y.t/k2
L2.P0/

� right side of (9.7);

and a Gronwall argument implies kX.t/ � Y.t/kL2 D 0, for all t 2 I .
Of course, the hypothesis that b and � are continuous in t can be weakened in

ways that are obvious from an examination of (9.4)–(9.7). Allowing b and � to
be piecewise continuous in t , still satisfying (9.3), we can reduce (9.1) to the case
t0 D 0, by setting b.t; x/ D 0 and �.t; x/ D 0 for 0 � t < t0.
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If X0 has higher integrability, so does the solution X.t/. To see this, in case
X0 2 L4.P0/, we can exploit (8.26)–(8.30) to produce the following estimate,
parallel to (9.7):

(9.11)

kˆX.t/ �ˆY.t/k4
L4.P0/

�

8L40

�Z t

t0

kX.s/� Y.s/kL4.P0/ ds
�4

C 8.482/L41jt � t0j
Z t

t0

kX.s/ � Y.s/k4
L4.P0/

ds:

Using this, assuming X0 2 L4.P0; dW0/, we can obtain the following analogue
of (9.9):

(9.12) kXjC1.t/ � Xj .t/k4L4.P0/ �
�
M jt � t0j2

�jC1

.j C 1/Š
;

forM D M.T /, on any interval t 2 Œt0; T 	. We have the following:

Proposition 9.3. Under the hypotheses of Theorem 9.2, if also X0 2 L4.P0;

dW0/, then X 2 C �I; L4.P0; dW0/
�
.

More generally, one can establish that X 2 C
�
I; L2k.P0/

�
, provided X0 2

L2k.P0/, k � 1. The case 2k D 4 enables us to prove part of the following
important result.

Proposition 9.4. The solution X.t/ to (9.2) given by Theorem 9.2 can be rep-
resented as X.t; !/ such that, for W0-a.e. ! 2 P0, the map t 7! X.t; !/ is
continuous in t .

Proof. First we assume X0 2 L4.P0; dW0/ and give a demonstration that is
somewhat parallel to that of Theorem 1.1. Given " > 0; ı > 0, and s; t 2 RC
such that jt � sj < ı, we estimate the probability that jX.t/ � X.s/j > ". We use
the estimate

(9.13) kX.t/ � X.s/k4
L4.P0/

� C jt � sj2;

C D C.T /, for s; t 2 Œ0; T 	, which follows (when t > s) from

(9.14)
kX.t/ � X.s/k4

L4.P0/
� C

�Z t

s

kb.;X.//kL4 d
�4

C C

Z t

s

k�.;X.//k4
L4
d;

together with the estimate kX.s/kL4 � C./. Consequently, given s; t 2 RC,
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(9.15) W0

�˚
! 2 P0 W jX.t; !/� X.s; !/j > "


�
� C

"4
jt � sj2:

Now an argument parallel to that of Lemma 1.2 gives

(9.16)

W0

�˚
! 2 P0 W jX.t1; !/ � X.tj ; !/j > "; for some j D 2; : : : ; �


�

� Cr
� "
2
; ı
�
;

when ft1; : : : ; t	g is any finite set of numbers in QC such that 0 � t1 < � � � < t	
and t	 � t1 � ı, where

(9.17) r."; ı/ D min
�
1; Cı2"�4�:

The function r."; ı/ takes the place of �."; ı/ in (1.23); as in (1.21), we have

(9.18)
r."; ı/

ı
! 0; as ı ! 0;

for each " > 0. From here, one shows just as in the proof of Theorem 1.1 that, for
some Z � P0 such that W0.Z/ D 0, the map t 7! X.t; !/ is uniformly continu-
ous on t 2 QC, for each ! 2 P0 nZ. the rest of the proof of Proposition 9.4 can
be carried out just like the proof of Proposition 8.3.

We now give another demonstration of Proposition 9.4, not requiring X0
to be in L4.P0/, but only in L2.P0/. In such a case, under the hypothe-
ses, and conclusions, of Theorem 9.2, we have �

�
t;X.t/

� 2 C
�
I;R.Q/

�
.

Hence Proposition 8.3 applies to the second integral in (9.2), so A.t; !/ DR t
t0
�
�
s;X.s/

�
d!.s/ can be represented as a continuous function of t , forW0-a.e.

! 2 P0. Furthermore, we have b
�
t;X.t/

� 2 C
�
I; L2.P0/

� � C
�
I; L1.P0/

�
.

Thus, by Fubini’s theorem, the first integral in (9.2) is absolutely integrable, hence
continuous in t , for W0-a.e. !. This establishes the desired property for the left
side of (9.2).

We next investigate the dependence of the solution to (9.2) on the initial data
X0, in a fashion roughly parallel to the method used in �6 of Chap. 1. Thus, let Y
solve

(9.19) Y.t/ D Y0 C
Z t

t0

b
�
s;Y.s/

�
ds C

Z t

t0

�
�
s;Y.s/

�
d!.s/:

Proposition 9.5. Assume that b.t; x/ and �.t; x/ satisfy the hypotheses of
Theorem 9.2 and are also C 1 in x. If X.t/ and Y.t/ solve (9.2) and (9.19),
respectively, then

(9.20) kX.t/ � Y.t/kL2.P0/ � C.t; L0; L1/kX0 � Y0kL2.P0/:



9. Stochastic differential equations 435

Proof. Consider Z.t/ D X.t/ � Y.t/, which satisfies the identity

(9.21)

Z.t/ D Z0 C
Z t

t0

b0�s;X.s/;Y.s/
�
Z.s/ ds

C
Z t

t0

� 0�s;X;Y.s/
�
Z.s/ d!.s/;

with Z0 D X0 � Y0. Here

(9.22) b0.s; x; y/ D
Z 1

0

Dxb
�
s; ux C .1 � u/y

�
du;

so b0.s; x; y/.x � y/ D b.s; x/ � b.s; y/, and similarly

(9.23) � 0.s; x; y/ D
Z 1

0

Dx�
�
s; ux C .1� u/y

�
du:

We estimate the right side of (9.21) in L2.P0/. By (9.3), jb0.s; x; y/j � L0, so

(9.24)

����
Z t

t0

b0�s;X.s/;Y.s/
�
Z.s/ ds

����
L2

� L0

Z t

t0

kZ.s/kL2 ds:

Since j� 0.s; x; y/j � L1 and � 0.s;X.s/;Y.s//Z.s/ 2 R.Qs/, we have

(9.25)

����
Z t

t0

� 0�s;X.s/;Y.s/
�
Z.s/ d!.s/

����
2

L2

� L21

Z t

t0

kZ.s/k2
L2
ds:

Thus the identity (9.21) implies

(9.26) kZ.t/k2
L2

� 3kX0 � Y0k2L2 C 3
�
L20.t � t0/

2 C L21
� Z t

t0

kZ.s/k2
L2
ds:

Now Gronwall’s inequality applied to this estimate yields (9.20).

Note that (9.21) is a linear stochastic equation for Z.t/, of a form a little dif-
ferent from (9.2), if X.s/ and Y.s/ are regarded as given. On the other hand, we
can regard X;Y, and Z as solving together a system of stochastic equations, of
the same form as (9.2).

An important special case of (9.2) is the case X0 D x, a given point of Rm, so
let us look at Xx;s.t/, defined for t � s as the solution to

(9.27) Xx;s.t/ D x C
Z t

s

b
�
r;X.r/

�
dr C

Z t

s

�
�
r;X.r/

�
d!.r/:
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In this case we have the following useful property, which is basically the Markov
property. Let Bt

s denote the �-algebra of subsets of P0 generated by all sets of
the form

(9.28) f! 2 P0 W !.t1/� !.s1/ 2 Ag; s � s1 � t1 � t; A � Rm Borel;

plus all sets of W0-measure zero.

Proposition 9.6. For any fixed t � s, the solution Xx;s.t/ to (9.27) is Bt
s-

measurable.

Proof. By the proof of Theorem 9.2, we have Xx;s.t/ D limk!1 Xk.t/, where
X0.t/ D x and, for k � 0,

XkC1.t/ D x C
Z t

s

b
�
r;Xk.r/

�
dr C

Z t

s

�
�
r;Xk.r/

�
d!.r/:

It follows inductively that each Xk.t/ is Bt
s-measurable, so the limit also has this

property.

The behavior of Xx;s.t/ will be important for the next section. We derive an-
other useful property here.

Proposition 9.7. For s �  � t , we have

(9.29) Xx;s.t; !/ D Xq;� .t; !/; q D Xx;s.; !/;

for W0-a.e. ! 2 P0.

Proof. Let Y.t/ denote the right side of (9.29). Thus Y./ D Xx;s./. The
stochastic equation satisfied by Xx;s.t/ then implies

Y.t/ D Xx;s./C
Z t

�

b
�
r;Y.r/

�
dr C

Z t

�

�
�
r;Y.r/

�
d!.r/:

Now (9.27) implies that Xx;s.t/ satisfies this same stochastic equation, for t �  .
The identity Y.t/ D Xx;s.t/ a.e. on P0 follows from the uniqueness part of
Theorem 9.2.

Exercises

1. Show that the solution to

dX D a.t/X.t/ dt C b.t/X.t/ d!.t/;

in case m D n D 1, is given by

(9.30) X.t/ D X.0/ exp
nZ t

0
Œa.s/ � b.s/2	 ds C

Z t

0
b.s/ d!.s/

o
D X.0/eZ.t/:
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In this problem and the following one, X.t/ depends on !, but a.t/ and b.t/ do not
depend on !, nor do f .t/ and g.t/ below.

2. Show that the solution to

dX.t/ D �
f .t/C a.t/X.t/

�
dt C �

g.t/C b.t/X.t/
�
d!.t/;

in case m D n D 1, is given by X.t/ D eZ.t/Y.t/, where eZ.t/ is as in (9.30) and

Y.t/ D X.0/C
Z t

0

h
e�Z.s/f .s/� g.s/b.s/

i
ds C

Z t

0
g.s/e�Z.s/ d!.s/:

3. Consider the system

(9.31) dX.t/ D �
A.t/X.t/C f .t/

�
dt C g.t/ d!.t/;

where A.t/ 2 End.Rm/; f .t/ 2 Rm, and g.t/ 2 Hom.Rn;Rm/. Suppose S.t; s/ is the
solution operator to the linear m �m system of differential equations

dy

dt
D A.t/y; S.t; t/ D I;

as considered in Chap. 1, �5. Show that the solution to (9.31) is

X.t/ D S.t; 0/X.0/C
Z t

0
S.t; s/f .s/ ds C

Z t

0
S.t; s/g.s/ d!.s/:

4. The following Langevin equation is more general than (7.52):

(9.32) x00.t/ D �rV �x.t/� � ˇx0.t/C !0.t/:

Rewrite this as a first-order system of the form (9.1). Using Exercise 3, solve this equa-
tion when V.x/ is the harmonic oscillator potential, V.x/ D ax2.

10. Application to equations of diffusion

Let Xx;s.t/ solve the stochastic equation

(10.1) Xx;s.t/ D x C
Z t

s

b
�
Xx;s.r/

�
dr C

Z t

s

�
�
Xx;s.r/

�
d!:

As in (9.2), x and b can take values in Rm and � values in Hom.Rn;Rm/. We
want to study the transformations on functions on Rm defined by

(10.2) ˆtsf .x/ D E0 f
�
Xx;s.t/

�
; 0 � s � t:

Clearly, Xx;s.s/ D x, so

(10.3) ˆttf .x/ D f .x/:
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We assume b.x/ and �.x/ are bounded and satisfy the Lipschitz conditions of
(9.3). For simplicity we have taken b and � to be independent of t in (10.1). We
claim this implies the following:

(10.4) ˆt0f .x/ D ˆtCss f .x/;

for s; t � 0. In fact, it is clear that

(10.5) Xx;s.t C s; !/ D Xx;0.t; #s!/;

where #s!./ D !. C s/�!.s/, as in (4.11). The measure-preserving property
of the map #s W P0 ! P0 then implies

E0 f
�
Xx;0.t; #s!/

� D E0 f
�
Xx;0.t/

� D ˆt0f .x/;

so we have established (10.4). Let us set

(10.6) P tf D ˆt0f D E0 f
�
Xx.t/

�
;

where for notational convenience we have set Xx.t/ D Xx;0.t/.
We will study the action of P t on the Banach space Co.Rm/ of continuous

functions on Rm that vanish at infinity.

Proposition 10.1. For each t � 0,

(10.7) P t W Co.Rm/ �! Co.R
m/;

and P t forms a strongly continuous semigroup of operators on Co.Rm/.

Proof. If f 2 Co.Rm/, then f is uniformly continuous, that is, it has a modulus
of continuity:

(10.8) jf .x/ � f .y/j � !f
�jx � yj�;

where !f .ı/ is a bounded, continuous function of ı such that !f .ı/ ! 0 as
ı ! 0. Then

(10.9)

ˇ̌
P tf .x/ � P tf .y/

ˇ̌ � E0
ˇ̌
f
�
Xx.t/

� � f
�
Xy.t/

�ˇ̌

� E0 !f
�ˇ̌
Xx.t/ � Xy.t/

ˇ̌�
:

Now if x is fixed and y D x	 ! x, then, for each t � 0; Xx.t/ � Xx� .t/ ! 0

in L2.P0/, by Proposition 9.5. Hence Xx.t/ � Xx� .t/ ! 0 in measure on P0,
so the Lebesgue dominated convergence theorem implies that (10.9) tends to 0 as
y ! x. This shows that P tf 2 C.Rm/ if f 2 Co.Rm/.
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To show that P tf .x/ vanishes at infinity, for each t � 0, we note that, for
most ! 2 P0 (in a sense that will be quantified below), jXx.t/ � xj � C hti if C
is large, so if f 2 Co.Rm/ and jxj is large, then f

�
Xx.t; !/

�
is small for most

! 2 P0.
In fact, subtracting x from both sides of (10.1) and estimating L2-norms, we

have

(10.10) kXx.t/ � xk2
L2.P0/

� 2B2t2 C 2S2t; B D sup jbj; S D sup j� j:

Hence

(10.11) W0

�˚
! 2 P0 W jXx.t; !/ � xj > �


�
� 2B2t2 C 2S2t

�2
:

The mapping property (10.7) follows.
We next examine continuity in t . In fact, parallel to (10.9), we have

(10.12)
ˇ̌
P tf .x/ � P sf .x/ˇ̌ � E0 !f

�ˇ̌
Xx.t/ � Xx.s/

ˇ̌�
:

We know from �9 that Xx.t/ 2 C �RC; L2.P0/
�
, and estimates from there readily

yield that the modulus of continuity can be taken to be independent of x. Then
the vanishing of (10.12), uniformly in x, as s ! t , follows as in the analysis of
(10.9).

There remains the semigroup property, P sP t�s D P t , for 0 � s � t . By
(10.4), this is equivalent toˆs0ˆ

t
s D ˆt0. To establish this, we will use the identity

(10.13) E0

�
f
�
Xx;s.t/

�ˇ̌
Bs

�
D E0 f

�
Xx;s.t/

� D ˆtsf .x/;

which is an immediate consequence of Proposition 9.6. If we replace s by  in
(10.13), and then replace x by Xx;s./, with s �  � t , and use the identity

(10.14) Xq;� .t/ D Xx;s.t/; q D Xx;s./;

established in Proposition 9.7, we obtain

(10.15) E0

�
f
�
Xx;s.t/

�ˇ̌
B�

�
D ˆt�f

�
Xx;s./

�
:

We thus have, for s �  � t ,

(10.16)

ˆ�sˆ
t
�f .x/ D E0

�
ˆt�f

�
Xx;s./

�ˇ̌
Bs

�

D E0

�
E0

�
f
�
Xq;�.t/

�ˇ̌
B�

�ˇ̌
ˇBs

�

D E0

�
f
�
Xq;� .t/

�ˇ̌
Bs

�
;
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and again using (10.14) we see that this is equal to the left side of (10.13), hence
to ˆtsf .x/, as desired. This completes the proof of Proposition 10.1.

We want to identify the infinitesimal generator of P t . Assume now that D˛f ,
for j˛j � 2, are bounded and continuous on Rm. Then Ito’s formula implies

(10.17)

f
�
Xx.t/

� D f .x/C
Z t

0

� @2f

@xj @xk

�
�j`�k` dr

C
Z t

0

@f

@xj

�
bj dr C �j` d!`

�
;

using the summation convention. Let us apply E0 to both sides. Now

(10.18) E0

�Z t

0

@f

@xj
�j` d!`

�
D 0;

so we have

(10.19)

E0
�
f .Xx.t//

� D f .x/ C
Z t

0

E0

� @2f

@xj @xk
Ajk

�
dr

C
Z t

0

E0

� @f
@xj

bj

�
dr;

where Ajk in the first integral is given by

(10.20) Ajk.y/ D
X

`

�j`.y/�k`.y/; y D Xx.r/:

In matrix notation,

(10.21) A D �� t :

We can take the t-derivative of the right side of (10.16), obtaining

(10.22)

@

@t
P tf .x/ D

E0

�
Ajk

�
Xx.t/

�
@j @kf

�
Xx.t/

�C bj
�
Xx.t/

�
@jf

�
Xx.t/

��
:

In particular,

(10.23)
@

@t
P tf .x/

ˇ̌
tD0 D

X

j;k

Ajk.x/ @j @kf .x/C
X

j

bj .x/ @jf .x/ D Lf .x/;



10. Application to equations of diffusion 441

where the last identity defines the second-order differential operator L, acting
on functions of x. This is known as Kolmogorov’s diffusion equation. We have
shown that the infinitesimal generator of the semigroup P t , acting on Co.Rm/, is
a closed extension of the operator

(10.24) L D
X

Ajk.x/ @j @k C
X

bj .x/ @j ;

defined initially, let us say, on C 20 .R
m/.

It is clear from (10.6) that kP tf kL1 � kf kL1 for each f 2 Co.Rm/, so P t

is a contraction semigroup on Co.Rm/. It is also clear that

(10.25) f � 0 H) P tf � 0 on Rm;

that is, P t is “positivity preserving.” For given x 2 Rn; t � 0, f 7! P tf .x/ is a
positive linear functional on Co.Rm/. Hence there is a uniquely defined positive
Borel measure �x;t on Rm, of mass � 1, such that

(10.26) P tf .x/ D
Z
f .y/ d�x;t .y/:

In fact, by the construction (10.6),

(10.27) �x;t D F.x;t/�W0;

where F.x;t/.!/ D Xx.t; !/, and (10.27) means �x;t .U / D W0
�
F�1
.x;t/

.U /
�

for a
Borel set U � Rm. This implies that, for each x; t; �x;t is a probability measure
on Rm, since jXx.t/j is finite for W0-a.e. ! 2 P0.

We will use the notation

(10.28) P.s; x; t; U / D �x;t�s.U /; 0 � s � t; U � Rm; Borel:

We can identify P.s; x; t; U / with the probability that Xx;s.t/ is in U . We can
rewrite (10.26) as

(10.29) P tf .x/ D
Z
f .y/ P.0; x; t; dy/

or

(10.30) ˆtsf .x/ D
Z
f .y/ P.s; x; t; dy/:

The semigroup property on P t implies

(10.31) P.s; x; t; U / D
Z
P.s; x; ; dy/ P.; y; t; U /; 0 � s �  � t;

which is known as the Chapman–Kolmogorov equation.
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Let us denote by L the extension of (10.24) that is the infinitesimal generator
of P t . If V is a bounded, continuous function on Rm, then L � V generates a
semigroup on Co.Rm/, and an application of the Trotter product formula similar
to that done in �2 yields

(10.32) et.L�V /f .x/ D E0

�
f
�
Xx.t/

�
e� R t

0 V.X
x.s//ds

�
:

This furnishes an existence result for weak solutions to the initial-value
problem

(10.33)

@u

@t
D
X

Ajk.x/ @j @ku C
X

bj .x/ @j u � V u;

u.0/ D f 2 Co.Rm/;

under the hypotheses that V is bounded and continuous, the coefficients bj
are bounded and uniformly Lipschitz, and Ajk has the form (10.20), with �j`
bounded and uniformly Lipschitz. As for the last property, we record the follow-
ing fact:

Proposition 10.2. If A.x/ is a C 2 positive-semidefinite, matrix-valued func-
tion on Rm with D˛A.x/ bounded on Rm for j˛j � 2, then there exists a
bounded, uniformly Lipschitz, matrix-valued function �.x/ on Rm such that
A.x/ D �.x/�.x/t .

This result is quite easy to prove in the elliptic case, that is, when for certain
�j 2 .0;1/,

(10.34) �0j�j2 �
X

Ajk.x/�j �k � �1j�j2;

but a careful argument is required if A.x/ is allowed to degenerate. See the exer-
cises for more on this.

If Ajk.x/ has bounded, continuous derivatives of order � 2, we can form the
formal adjoint of (10.24):

(10.35) Ltf D
X

@j @k
�
Ajk.x/f

� �
X

@j
�
bj .x/f

� D eLf � Vf;

where eL has the same second-order derivatives as L, though perhaps a different
first-order part, and V.x/ D �P @j @kAjk.x/ C P

@kbj .x/. Thus eL has an
extension, which we denote aseL, generating a contraction semigroup onCo.Rm/,
with the positivity-preserving property. Furthermore,eL�V generates a semigroup
on Co.Rm/, and there is a formula for et.eL�V /f parallel to (10.32). Thus we
obtain a weak solution to the initial-value problem

(10.36)
@u

@t
D
X

@j @k
�
Ajk.x/u

� �
X

@j
�
bj .x/u

�
; u.0/ D f 2 Co.Rm/;
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provided thatAjk.x/ satisfies the conditions of Proposition 10.2, and that each bj
is bounded, with bounded, continuous first derivatives. Equation (10.36) is called
the Fokker-Planck equation.

To continue, we shall make a further simplifying hypothesis, namely that the
ellipticity condition (10.34) hold. We will also assume Ajk.x/ and bj .x/ are
C1, and that D˛Ajk.x/ and D˛bj .x/ are bounded for all ˛. In such a case,
.gjk/ D .Ajk/

�1 defines a Riemannian metric on Rm, and if �g denotes its
Laplace operator, we have

(10.37) Lf D �gf CXf;

for some smooth vector fieldX D P
�j .x/ @j , such thatD˛�j .x/ is bounded for

j˛j � 1. Note that if we use the inner product

(10.38) .f; g/ D
Z
f .x/g.x/ dV.x/;

where dV is the Riemannian volume element determined by the Riemannian
metric gjk , then this puts the same topology on L2.Rm/ as the inner productR
f .x/g.x/ dx. We prefer the inner product (10.38), since�g is then self-adjoint.
Now consider the closed operator L2 on L2.Rm/ defined by

(10.39) L2f D Lf on D.L2/ D H 2.Rm/:

It follows from results on Chap. 6, �2, that L2 generates a strongly continuous
semigroup etL2 on L2.Rn/. To relate this semigroup to the semigroup P t D etL

on Co.Rm/ described above, we claim that

(10.40) etL2f D etLf; for f 2 C1
0 .R

m/:

To see this, let u0.t; x/ and u1.t; x/ denote the left and right sides, respectively.
These are both weak solutions to @tuj D Luj , for which one has regularity re-
sults. Also, estimates discussed in �2 of Chap. 6 imply that u0.t; x/ vanishes as
jxj ! 1, locally uniformly in t 2 Œ0;1/. Thus the maximum principle applies
to u0.t; x/� u1.t; x/, and we have (10.40). From here a simple limiting argument
yields

(10.41) etL2f D etLf; for f 2 Co.Rm/\ L2.Rm/:

Now the dual semigroup .etL2/� is a strongly continuous semigroup on
L2.Rn/, with infinitesimal generator Lt2 defined by

(10.42) Lt2f D Ltf on D.Lt2/ D H 2.Rm/;
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where Lt is given by (10.35). An argument parallel to that used to establish
(10.41) shows that

(10.43)
�
etL2

��
f D etL

t
2f D et.eL�V /f; for f 2 Co.Rm/ \L2.Rm/:

On the other hand, .P t /� D .etL/� is a weak�-continuous semigroup of op-
erators on M.Rm/, the space of finite Borel measures on Rm; it is not strongly
continuous. Using (10.43), we see that

(10.44)
�
f; etL2g

� D �
et.eL�V /f; g

�
; for f; g 2 C1

0 .R
m/;

and bringing in (10.40) we have

(10.45)
�
etL

��
f D et.eL�V /f;

for f 2 C1
0 .R

m/, hence for f 2 C0.Rm/\L1.Rm/. From here one can deduce
that

�
etL

��
preserves L1.Rm/ and acts as a strongly continuous semigroup on

this space.
Let us return to the family of measuresP.s; x; t; �/. Under our current hypothe-

ses, regularity results for parabolic PDE imply that, for s < t , there is a smooth
function p.s; x; t; y/ such that

(10.46) P.s; x; t; U / D
Z

U

p.s; x; t; y/ dy:

We have

(10.47) ˆtsf .x/ D
Z
f .y/ p.s; x; t; y/ dy; s < t;

and

(10.48)
�
ˆts
��
f .y/ D

Z
f .x/ p.s; x; t; y/ dx; s < t:

Furthermore, we have for p.s; x; t; y/ the “backward” Kolmogorov equation

(10.49)
@p

@s
D �

X

j;k

Ajk.x/
@2p

@xj @xk
�
X

j

bj .x/
@p

@xj

and the Fokker-Planck equation

(10.50)
@p

@t
D
X

j;k

@2

@yj @yk

�
Ajk.y/p

�
�
X

j

@

@yj

�
bj .y/p

�
:
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While we have restricted attention to the smooth elliptic case for the last set
of results, it is also interesting to relax the regularity required on the coefficients
as much as possible, and to let the coefficients depend on t , and also to allow
degeneracy. See [Fdln] and [StV] for more on this. Exercise 5 below illustrates
the natural occurence of degenerate L.

We mention that, working with (10.32), we can obtain the solution to

(10.51)

@u

@t
D Lu; for t � 0; x 2 �;

u.t; x/ D 0; for x 2 @�; u.0; x/ D f .x/;

by considering a sequence V	 ! 1 on Rm n �, as in the analysis in �3, when
� is an open domain in Rm, with smooth boundary, or at least with the regularity
property used in Proposition 3.3. In analogy with (3.8), we get

(10.52) u.t/ D E0

�
f
�
Xx.t/

�
 �.X

x; t/
�
;

where

(10.53)
 �.X

x; t/ D 1 if Xx
�
Œ0; t 	

� � �;

0 otherwise:

The proof can be carried out along the same lines as in the proof of
Proposition 3.3, provided L2 (defined in (10.39)) is self-adjoint. Otherwise a
different approach is required. Also, when L2 is self-adjoint, the analysis leading
to Proposition 3.5 extends to (10.51), for any open � � Rm, with no boundary
regularity required. For other approaches to these matters, and also to the Dirich-
let problem for Lu D f on �, in both the elliptic and degenerate cases, see
[Fdln] and [Fr].

We end this section with a look at a special case of (10.1), namely when � D I ,
so we solve

(10.54) Xx.t/ D x C !.t/C
Z t

0

b
�
Xx.r/

�
dr:

Assume as before that b is bounded and uniformly Lipschitz. Then the analysis of
(10.6) done above implies

(10.55) et.�CX/f .x/ D E0 f
�
Xx.t/

�
; X D

X
bj .x/ @j :

On the other hand, in �7 we derived the formula

(10.56) et.�CX/f .x/ D Ex

�
f
�
!.t/

�
eZ.t/

�
;
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where

Z.t/ D 1

2

Z t

0

b
�
!.s/

� � d!.s/ � 1

4

Z t

0

ˇ̌
b
�
!.s/

�ˇ̌2
ds:

We conclude that the right-hand sides of (10.55) and (10.56) coincide. We can
restate this identity as follows. Given x 2 Rn, we have a map

(10.57) „x W P0 ! P0; „x.!/.t/ D Xx.t/:

Then Wiener measureW0 on P0 gives rise to a measure„x�W0 on P0, by

(10.58) „x�W0.S/ D W0
�
.„x/�1.S/

�
:

For example, if 0 � t1 < � � � < tk ,

(10.59)
Z

P0

F
�
!.t1/; : : : ; !.tk/

�
d„x�W0 D E0 F

�
Xx.t1/; : : : ;X

x.tk/
�
:

Thus the identity of (10.55) and (10.56) can be written as

(10.60)
Z

P0

f
�
!.t/

�
d„x�W0 D

Z

P0

f
�
!.t/

�
eZ.t/ dWx:

This is a special case of the following result of Cameron-Martin and Girsanov:

Proposition 10.3. Given t 2 .0;1/; „x�W0
ˇ̌
Bt

is absolutely continuous with

respect to Wx
ˇ̌
Bt

, with Radon-Nikodym derivative

(10.61)
d„x�W0
dWx

D eZ.t/:

Note that by taking f	 % 1 in (10.56), we have Ex
�
eZ.t/

� D 1, so the super-
martingale eZ.t/ is actually a martingale in this case.

To prove the proposition, it suffices to show that, for 0 � t1 < � � � < tk � t ,
and a sufficiently large class of continuous functions fj ,

(10.62)
E0

�
f1
�
Xx.t1/

� � � �fk
�
Xx.tk/

��

D Ex

�
f1
�
!.t1/

� � � �fk
�
!.tk/

�
eZ.t/

�
:

We will get this by extending (10.55) and (10.56) to formulas for the solution
operators to time-dependent equations of the form

(10.63)
@u

@t
D .�CX/u � V.t; x/u; u.0/ D f:
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Only the coefficient V.t; x/ depends on t I X does not. Parallel to (2.16), we can
extend (10.55) to

(10.64) u.t/ D E0

�
f
�
Xx.t/

�
e� R t

0 V.s;X
x.s//ds

�
;

and we can extend (10.56) to

(10.65) u.t/ D Ex

�
eZ.t/f

�
!.t/

�
e� R t

0 V.s;!.s//ds
�
:

Now we can pick V.s; x/ to be highly peaked, as a function of s, near s D
t1; : : : ; tk , in such a way as to get

(10.66) e� R t
0 V.s;!.s//ds � e

�V1
�
!.t1/

�
� � � e�Vk

�
!.tk /

�
:

Thus having the identity of (10.64) and (10.65) for a sufficiently large class of
functions V.s; x/ can be seen to yield (10.62). We leave the final details to the
reader.

For further material on the Cameron-Martin-Girsanov formula (10.61), see
[Fr], [Kal], [McK], and [Øk].

Exercises

1. As an alternative derivation of (10.13), namely,

E0

�
f
�
Xx;s.t/

�ˇ̌
Bs

�
D P t�sf .x/;

via the Markov property, show that in light of the identity (10.5), it follows by applying

(4.12) to E0
�
f
�
Xx.t � s; #s!/

�ˇ̌
Bs

�
.

2. Under the hypotheses of Proposition 10.1, show that, for � > 0,

E0

�
e�jXx.t/�xj� � 2e2�

2S2tC�Bt :

(Hint: If Z.t/ denotes the last integral in (10.1), use (8.23) to estimate the quantity
E0
�
e�jZ.t/j�:) Using this estimate in place of (10.10), get as strong a bound as you can

on the behavior of P tf .x/, for fixed t 2 RC, as jxj ! 1, given f 2 C0.Rn/, that is,
f continuous with compact support.

3. Granted the hypotheses under which the identity
�
etL

�� D et.eL�V / on the space

Co.Rm/ \ L1.Rm/ was established in (10.45), show that if eP .t/ denotes
�
etL

��
re-

stricted to L1.Rm/, then P.t/ D eP.t/� W L1.Rm/ ! L1.Rm/ is given by the same
formula as (10.6):

P.t/f .x/ D E0 f
�
Xx.t/

�
; f 2 L1.Rm/:

Show that
P.s; x; t; U / D P.t � s/�U .x/:
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4. Assume A.x/ is real-valued, A 2 C 2.Rm/, and A.x/ � 0 for all x. Show that

jrA.x/j2 � 4A.x/ sup
n
jD2A.y/j W jx � yj < 2A.x/

jrA.x/j
o
:

Use this to show that
p
A.x/ is uniformly Lipschitz on Rm, establishing the scalar case

of Proposition 10.2. (Hint: Reduce to the case m D 1; show that if A0.c/ > 0, then A0
must change by at least A0.c/=2 on an interval of length � 2A.c/=A0.c/, to prevent A
from changing sign. Use the mean-value theorem to deduce jA00.�/j � jA0.c/j2=4A.c/
for some � in this interval.) For the general case of Proposition 10.2, see [Fdln], p. 189.

5. Suppose (10.1) is the system arising in Exercise 4 of �9, for X D .x; v/. Show that the
generator L for P t is given by

(10.67) L D @2

@v2
� �
ˇv C V 0.x/

� @
@v

C v
@

@x
:

6. Using methods produced in Chap. 8, �6, to derive Mehler’s formula, compute the inte-
gral kernel for etL when L is given by (10.67), with V.x/ D ax2.
Remark: This integral kernel is smooth for t > 0, reflecting the hypoellipticity of @t�L.
This is a special case of a general phenomenon analyzed in [Ho]. A discussion of this
work can also be found in Chap. 15 of [T3].

A. The Trotter product formula

It is often of use to analyze the solution operator to an evolution equation of the
form

@u

@t
D Au C Bu

in terms of the solution operators etA and etB , which individually might have
fairly simple behavior. The case where A is the Laplace operator and B is multi-
plication by a function is used in �2 to establish the Feynman–Kac formula, as a
consequence of Proposition A.4 below.

The following result, known as the Trotter product formula, was established
in [Tro].

Theorem A.1. Let A and B generate contraction semigroups etA and etB , on a
Banach spaceX . IfACB is the generator of a contraction semigroupR.t/, then

(A.1) R.t/f D lim
n!1

�
e.t=n/A e.t=n/B

�n
f;

for all f 2 X .

Here,ACB denotes the closure ofACB . A simplified proof in the case where
A C B itself is the generator of R.t/ is given in an appendix to [Nel2]. We will
give that proof.
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Proposition A.2. Assume thatA; B , andACB generate contraction semigroups
P.t/,Q.t/, andR.t/ onX , respectively, where D.ACB/ D D.A/\D.B/. Then
(A.1) holds for all f 2 X .

Proof. It suffices to prove (A.1) for f 2 D D D.ACB/. In such a case, we have

(A.2) P.h/Q.h/f � f D h.AC B/f C o.h/;

since P.h/Q.h/f �f D .P.h/f �f /CP.h/.Q.h/f �f /. Also,R.h/f �f D
h.AC B/C o.h/, so

P.h/Q.h/f � R.h/f D o.h/ in X; for f 2 D:

Since A C B is a closed operator, D is a Banach space in the norm kf kD D
k.AC B/f k C kf k. For each f 2 D; h�1�P.h/Q.h/ � R.h/

�
f is a bounded

set in X . By the uniform boundedness principle, there is a constant C such that

1

h

��P.h/Q.h/f � R.h/f
�� � Ckf kD;

for all h > 0 and f 2 D. In other words,
˚
h�1�P.h/Q.h/ � R.h/

� W h > 0



is
bounded in L.D; X/, and the family tends strongly to 0 as h ! 0. Consequently,

1

h

��P.h/Q.h/f �R.h/f �� �! 0

uniformly for f is a compact subset of D.
Now, with t � 0 fixed, for any f 2 D; fR.s/f W 0 � s � tg is a compact

subset of D, so

(A.3)
���P.h/Q.h/ � R.h/

�
R.s/f

�� D o.h/;

uniformly for 0 � s � t . Set h D t=n. We need to show that
�
P.h/Q.h/

�n
f �

R.hn/f ! 0, as n ! 1. Indeed, adding and subtracting terms of the form
.P.h/Q.h//jR.hn � hj /, and using kP.h/Q.h/k � 1, we have

(A.4)

���P.h/Q.h/
�n
f � R.hn/f

��

� ���P.h/Q.h/ �R.h/�R.h.n� 1//f
��

C ���P.h/Q.h/ � R.h/
�
R.h.n � 2//f ��

C � � � C ���P.h/Q.h/ � R.h/
�
f
��:

This is a sum of n terms that are uniformly o.t=n/, by (A.3), so the proof is done.

Note that the proof of Proposition A.2 used the contractivity of P.t/ and of
Q.t/, but not that of R.t/. On the other hand, the contractivity of R.t/ follows
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from (A.1). Furthermore, the hypothesis that P.t/ andQ.t/ are contraction semi-
groups can be generalized to kP.t/k � eat ; kQ.t/k � ebt . If C D A C B

generates a semigroupR.t/, we conclude that kR.t/k � e.aCb/t .
We also note that only certain properties of S.h/ D P.h/Q.h/ play a role in

the proof of Proposition A.2. We use

(A.5) S.h/f � f D hCf C o.h/; f 2 D D D.C /;

where C is the generator of the semigroupR.h/, to get

(A.6) S.h/f � R.h/f D o.h/; f 2 D:

As above, we have h�1kS.h/f � R.h/f k � Ckf kD in this case, and conse-
quently h�1kS.h/f � R.h/f k ! 0 uniformly for f in a compact subset of D,
such as fR.s/f W 0 � s � tg. Thus we have analogues of (A.3) and (A.4), with
P.h/Q.h/ everywhere replaced by S.h/, proving the following.

Proposition A.3. Let S.t/ be a strongly continuous, operator-valued function of
t 2 Œ0;1/, such that the strong derivative S 0.0/f D Cf exists, for f 2 D D
D.C /, where C generates a semigroup on a Banach spaceX . Assume kS.t/k � 1

or, more generally, kS.t/k � ect . Then, for all f 2 X ,

(A.7) etCf D lim
n!1S.n�1t/n f:

This result was established in [Chf], in the more general case where S 0.0/ has
closure C , generating a semigroup.

Proposition A.2 applies to the following important family of examples. Let
X D Lp.Rn/; 1 � p < 1, or let X D Co.Rn/, the space of continuous
functions vanishing at infinity. Let A D �, the Laplace operator, and B D �MV ,
that is, Bf .x/ D �V.x/f .x/. If V is bounded and continuous on Rn, then B is
bounded onX , so��V , with domain D.�/, generates a semigroup, as shown in
Proposition 9.12 of Appendix A. Thus Proposition A.2 applies, and we have the
following:

Proposition A.4. If X D Lp.Rn/; 1 � p < 1, or X D Co.Rn/, and if V is
bounded and continuous on Rn, then, for all f 2 X ,

(A.8) et.��V /f D lim
n!1

�
e.t=n/�e�.t=n/V �nf:

This is the result used in �2. If X D Lp.Rn/; p < 1, we can in fact take
V 2 L1.Rn/. See the exercises for other extensions of this proposition.

It will be useful to extend Proposition A.2 to solution operators for time-
dependent evolution equations:

(A.9)
@u

@t
D Au CB.t/u; u.0/ D f:
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We will restrict attention to the special case that A generates a contraction
semigroup and B.t/ is a continuous family of bounded operators on a Banach
spaceX . The solution operator S.t; s/ to (A.9), satisfying S.t; s/u.s/ D u.t/, can
be constructed via the integral equation

(A.10) u.t/ D etAf C
Z t

0

e.t�s/AB.s/u.s/ ds;

parallel to the proof of Proposition 9.12 in Appendix A on functional analysis. We
have the following result.

Proposition A.5. If A generates a contraction semigroup and B.t/ is a continu-
ous family of bounded operators onX , then the solution operator to (A.9) satisfies

(A.11) S.t; 0/f D lim
t!1

�
e.t=n/A e.t=n/B..n�1/t=n/

�
� � �
�
e.t=n/A e.t=n/B.0/

�
f;

for each f 2 X .

There are n factors in parentheses on the right side of (A.11), the j th from the
right being e.t=n/Ae.t=n/B..j�1/t=n/.

The proof has two parts. First, in close parallel to the derivation of (A.4), we
have, for any f 2 D.A/, that the difference between the right side of (A.11) and

(A.12) e.t=n/.ACB..n�1/t=n// � � � e.t=n/.ACB.0//f

has norm � n � o.1=n/, tending to zero as n ! 1, for t in any bounded interval
Œ0; T 	. Second, we must compare (A.12) with S.t; 0/f . Now, for any fixed t > 0,
define v.s/ on 0 � s � t by

(A.13)
@v

@s
D Av CB

�j � 1

n
t
�
v;

j � 1
n

t � s <
j

n
t I v.0/ D f:

Thus (A.12) is equal to v.t/. Now we can write

(A.14)
@v

@s
D Av CB.s/v CR.s/v; v.0/ D f;

where, for n large enough, kR.s/k � ", for 0 � s � t . Thus

(A.15) v.t/ D S.t; 0/f C
Z t

0

S.t; s/R.s/v.s/ ds;

and the last term in (A.15) is small. This establishes (A.11).
Thus we have the following extension of Proposition A.4. Denote by BC.Rn/

the space of bounded, continuous functions on Rn, with the sup norm.
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Proposition A.6. If X D Lp.Rn/; 1 � p < 1, or X D Co.Rn/, and if V.t/
belongs to C

�
Œ0;1/; BC.Rn/

�
, then the solution operator S.t; 0/ to

@u

@t
D �u � V.t/u

satisfies

(A.16) S.t; 0/f D lim
n!1

�
e.t=n/�e�.t=n/V..n�1/t=n/� � � �

�
e.t=n/�e�.t=n/V.0/�f;

for all f 2 X .

To end this appendix, we give an alternative proof of the Trotter product for-
mula when Au D �u and Bu.x/ D V.x/u.x/, which, while valid for a more
restricted class of functions V.x/ than the proof of Proposition A.4, has some

desirable features. Here, we define vk D
�
e.1=n/�e�.1=n/V

�k
f and set

(A.17) v.t/ D es�e�sV vk; for t D k

n
C s; 0 � s � 1

n
:

We use Duhamel’s principle to compare v.t/ with u.t/ D et.��V /f . Note that
v.t/ ! vkC1 as t % .k C 1/=n, and for k=n < t < .k C 1/=n,

(A.18)

@v

@t
D �v � es�Ve�sV vk

D .� � V /v C ŒV; es�	e�sV vk :

Thus, by Duhamel’s principle,

(A.19) v.t/ D et.��V /f C
Z t

0

e.t�s/.��V /R.s/ ds;

where

(A.20) R.s/ D ŒV; e
�	e�
V vk; for s D k

n
C �; 0 � � <

1

n
:

We can write ŒV; e
�	 D ŒV; e
� � 1	, and hence

(A.21) R.s/ D V.e
� � 1/e�
V vk � .e
� � 1/Ve�
V vk :

Now, as long as

(A.22) D.� � V / D D.�/ D H 2.Rn/;
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we have, for 0 � � � 1,

(A.23)
��et.��V /��

L.H�2
 ;L2/
D ��et.��V /��

L.L2;H2
 / � C.T /t�� ;

for 0 < t � T . Thus, if we take � 2 .0; 1/ and t 2 .0; T 	, we have for

(A.24) F.t/ D
Z t

0

e.t�s/.��V /R.s/ ds;

the estimate

(A.25) kF.t/kL2 � C

Z t

0

.t � s/�� kR.s/kH�2
 ds:

We can estimate kR.s/kH�2
 using (A.21), together with the estimate

(A.26)
��e
� � 1��L.L2;H�2
 /

� C �� ; 0 � � � 1:

Since � 2 Œ0; 1=n	 in (A.21), we have

(A.27)
kR.s/kH�2
 � Cn��'.V /kf kL2 ;

'.V / D
�
kV kL.H2
 / C kV kL1

�
eskV kL1 :

Thus, estimating v.t/ D u.t/ at t D 1, we have

(A.28)
���
�
e.1=n/�e�.1=n/V

�n
f � e.��V /f

���
L2

� C�'.V /kf kL2 � n�� ;

for 0 < � < 1, provided multiplication by V is a bounded operator on H 2� .Rn/.
Note that this holds if D˛V 2 L1.Rn/ for j˛j � 2, and

(A.29) kV kL.H2
 / � C sup
j˛j�2

kD˛V kL1 :

One can similarly establish the estimate

(A.30)
���
�
e.t=n/�e�.t=n/V �nf � et.��V /f

���
L2

� C.t/'.V /kf kL2 � n�� :

Exercises

1. Looking at Exercises 2–4 of �2, Chap. 8, extend Proposition A.4 to any V , continuous
on Rn, such that Re V.x/ is bounded from below and jIm V.x/j is bounded.
(Hint: First apply those exercises directly to the case where V is smooth, real-valued,
and bounded from below.)
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2. LetH D L2.R/; Af D df=dx; Bf D ixf .x/, so etAf .x/ D f .xC t/; etBf .x/ D
ei txf .x/. Show that Theorem A.1 applies to this case, but not Proposition A.2. Com-
pute both sides of

epACqBf D lim
n!1

�
e.p=n/Ae.q=n/B

�n
f;

and verify this identity directly.
Compare with the discussion of the Heisenberg group, in �14 of Chap. 7.

3. Suppose A and B are bounded operators. Show that

��et.ACB/ � �
e.t=n/Ae.t=n/B

�n�� � C t

n

and that ��et.ACB/ � �
e.t=2n/Ae.t=n/Be.t=2n/A

�n�� � ct

n2
:

(Hint: Use the power series expansions for e.t=n/A, and so forth.)
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12

The @-Neumann Problem

Introduction

Here we study a boundary problem arising in the theory of functions of several
complex variables. A function u on an open domain � � Cn is holomorphic if
@u D 0, where

(0.1) @u D
X

j

@u

@zj
d zj ;

with d zj D dxj � idyj and

(0.2)
@u

@zj
D 1

2

�
@u

@xj
C i

@u

@yj

	
:

In the study of complex function theory on �, one is led to consider the equation

(0.3) @u D f;

with f D P
fj d zj . More generally, one studies (0.3) as an equation for a .0; q/-

form u, given a .0; qC 1/-form f ; definitions of these terms are given in �1. One
is led to a study of a boundary problem for the second-order operator

(0.4) � D @@
� C @

�
@;

the @-Neumann boundary problem, which will also be specified in �1. While the
operator � is elliptic, the boundary condition does not satisfy the regularity con-
dition dealt with in Chap. 5. The solution to this boundary problem by J. J. Kohn
[K1] thus marked an important milestone in the theory of linear PDE, as well as a
significant advance in complex function theory.

The way that (0.3) leads to the @-Neumann problem is somewhat parallel to
the way the deRham complex leads to the boundary problems for the Hodge

M.E. Taylor, Partial Differential Equations II: Qualitative Studies of Linear Equations,
Applied Mathematical Sciences 116, DOI 10.1007/978-1-4419-7052-7 6,
c� Springer Science+Business Media, LLC 1996, 2011
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Laplacian discussed in �9 of Chap. 5. Appendix A to this chapter puts the deR-
ham complex in a general context. Though appendices to chapters in this book are
almost always put at the end of their chapters, we put this one at the beginning,
since its role is to link the previous material on the Hodge Laplacian, particularly
with absolute boundary conditions, to the material of this chapter.

In �1 we introduce the @ complex and the @-Neumann problem, and show that
it is not regular. ��2–4 are devoted to establishing replacements for the regular
elliptic estimates established in Chap. 5, for .0; 1/-forms, under a “geometrical”
hypothesis on �, namely that it be “strongly pseudoconvex.” This notion is de-
fined in �2, in the course of establishing an estimate of C. B. Morrey. In �3 we
show how this leads to a “1=2-estimate,” to wit, an estimate of the form

(0.5) Q.u; u/ � Ckuk2
H1=2

;

in a situation where a regular elliptic boundary problem would yield an estimate
on kuk2

H1
. We then define the Friedrichs extension L of �, and show that it has

compact resolvent. In �4 we produce higher-order a priori estimates, of the form

(0.6) kukHkC1 � CkLukHk ;

assuming u 2 D.L/ is smooth on �. In �5 we establish the associated regularity
theorem, that L�1 W H k.�;ƒ0;1/ ! H kC1.�;ƒ0;1/. Following [KN], we use
the method of elliptic regularization to accomplish this.

In �6 we apply the results established in ��2–5 to solve (0.3), when f is a
.0; 1/-form satisfying @f D 0 and smooth on � (assumed to be strongly pseu-
doconvex). We obtain a solution u 2 C1.�/ under these hypotheses. As a
consequence, we show that such� is a “domain of holomorphy”; that is, there ex-
ist holomorphic functions on � that cannot be extended beyond any point of @�.

In �7 we derive a formula for the orthogonal projection B of L2.�/ onto the
subspace H.�/ of L2-holomorphic functions on �, in terms of L�1 acting on
.0; 1/-forms, and we establish some consequences. We consider Toeplitz opera-
tors, of the form Tf D BMf , on H.�/, for f 2 C.�/. We show that Tf is

Fredholm if f
ˇ̌
ˇ
@�

is invertible, and we briefly discuss the problem of computing

the index of Tf ; this index problem is related to index problems considered in
Chap. 10.

In ��2–6 we concentrate on .0; 1/-forms, making use of this theory to study
.0; 0/-forms in �7. In �8 we study the @-Neumann problem on .0; q/-forms for
general q � 1. The main point is to extend Morrey’s inequality. Once this is done,
it is routine to extend the arguments of ��3–6. We also have in �8 an extension of
results of �7 regarding the compactness of commutators of Mf , for f 2 C.�/,
with certain projections, namely the orthogonal projections onto the positive, neg-
ative, and zero spectral subspaces of the relevant closed extension of @ C @

�
onL

q�0L2.�;ƒ0;q/.
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In �9 we discuss a method that provides an alternative to the sort of energy
estimates done in ��2–5, namely reduction of the problem to an equation on the
boundary, of the form

(0.7) �Cg D f;

where �C is a first-order pseudodifferential operator on @�. The operator �C
is not elliptic; its principal symbol is � 0 and vanishes to second order on a ray
bundle over @�. We show that this operator is hypoelliptic when � is strongly
pseudoconvex. In fact, we do this via energy estimates that are not completely
different from those arising in earlier sections, though alternative approaches to
the analysis of �C are mentioned.

Up through �9, our attention is confined to the @-complex on domains in Cn.
In �10 we analyze the @-complex on a strongly pseudoconvex, complex manifold;
in fact, we consider manifolds with an almost complex structure, satisfying an
integrability condition, that can be stated as

(0.8) @
2 D 0:

By doing the estimates in this context, one is able to prove the Newlander–
Nirenberg theorem, that an integrable, almost complex structure actually is a
complex structure, admitting local holomorphic coordinates. (In fact, all this was
done by Kohn in [K1].)

At the end of this chapter are two additional appendices. Appendix B gives
some complementary results on the Levi form, introduced in �2 in the course of
deriving Morrey’s inequality and defining strong pseudoconvexity. Appendix C
derives a result on the Neumann operator N for the Dirichlet problem (for the
Laplace operator), useful for the analysis in �9. Namely, we specify the principal
symbol of N C p��X 2 OPS0.@�/, where �X is the Laplace operator on
X D @�, in terms of the second fundamental form of @� ,! �.

Other methods have been applied to the @-complex. We mention particularly
the method of weighted L2-estimates, such as done in [AV, Ho1], and [Ho3].
These methods also apply directly to general pseudoconvex domains (i.e., one
can omit the “strong”), though they ignore detailed boundary behavior. Another
approach to the @-equation is given in [EMM]. There has also been considerable
work on the @-Neumann problem on various classes of weakly pseudoconvex do-
mains, including particularly [Cat, Chr, FeK, K2], and [NRSW].

There is a very different approach to the @-equation, making use of explicit
integral kernels; see the survey article of [Kh], or [HP1].

As another offshoot of the study of the @-complex, we mention the study of
“CR manifolds” (of which the boundary of a complex domain is the simplest
example); surveys of this are given in [Bog] and [Tai]. Also, there are studies of
general overdetermined systems; see [Sp] for a survey.
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A. Elliptic complexes

We give a brief discussion of a setting in which the study of boundary problems
for the Hodge Laplacian in �9 of Chap. 5 can be included. The Hodge Laplacian
arises from the deRham complex, a sequence of maps

(A.1) � � � d! ƒk
d! ƒkC1 d! � � � ;

where d is the exterior derivative. Key properties are that d 2 D 0 and that the
symbol sequence is exact, for each nonzero � 2 T �

x :

(A.2) � � � ^�! ƒkT �
x

^�! ƒkC1T �
x

^�! � � � :

This implies that d�d C dd� is elliptic.
More generally, consider a sequence of first-order differential operators be-

tween sections of vector bundles Fj ! M . For notational simplicity, we will use
script (e.g., Fj ) to denote spaces of smooth sections of various vector bundles.
Suppose we have maps

(A.3) # W Fk �! FkC1; #2 D 0:

Suppose the symbol sequence is exact; we are said to have an elliptic complex.
Set

(A.4) E0 D
M

j

F2j ; E1 D
M

j

F2jC1; E D E0 ˚ E1;

so we also have spaces of sections, E0; E1, and E . Using metrics on Fj and M to
define #� W Fk ! Fk�1, we have

(A.5) D0 W E0 �! E1; D1 W E1 �! E0; Dj D # C #�;

and we fit these together to formD W E ! E . Since #2 D 0, we have

(A.6) D�D D D2 D ##� C #�# W Fk �! Fk:

Now the general Green formula implies

(A.7) .D�Du; v/ D .Du;Dv/C ˇ.u; v/;

with boundary term

(A.8) ˇ.u; v/ D 1

i

Z

@M

h
h�D1.x; �/D0u0; v0i C h�D0.x; �/D1u1; v1i

i
dS;
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where we write u 2 E as u D u0 C u1; uj 2 Ej . For the sake of definiteness, let
us take

(A.9) u 2 F`; v 2 F`;

for a fixed `. Then

(A.10)

ˇ.u; v/ D 1

i

Z

@M

D
.# C #�/u; �.#C#�/.x; �/v

E
dS

D 1

i

Z

@M

h
h#u; �#.x; �/vi C h#�u; �#�.x; �/vi

i
dS:

We rewrite this in two different ways, parallel to (9.1) and (9.2) of Chap. 5,
respectively, namely

(A.11) ˇ.u; v/ D 1

i

Z

@M

h
h#u; �#.x; �/vi C h�#.x; �/#�u; vi

i
dS

and

(A.12) ˇ.u; v/ D 1

i

Z

@M

h
h�#�.x; �/#u; vi C h#�u; �#�.x; �/vi

i
dS:

Thus there arise two boundary problems for D�D on F`, the generalization of
the “relative” boundary condition (9.4):

(A.13) �# .x; �/u D 0; �# .x; �/#
�u D 0 on @M;

and the generalization of the “absolute” boundary condition (9.5) of Chap. 5:

(A.14) �#� .x; �/u D 0; �#�.x; �/#u D 0 on @M:

In each case we have ˇ.u; v/ D 0 provided u and v satisfy the boundary condi-
tion. We remark that the “absolute” boundary condition (A.14) is often called the
“abstract Neumann boundary condition.”

Define Sobolev spaces H j

b
.M;F`/ in analogy with (9.11) of Chap. 5, with

b D R or A; namely, u 2 H 1.M;F`/ belongs to H 1
b
.M;F`/ if and only if the

zero-order boundary condition in (A.13) (for b D R) or (A.14) (for b D A) is
satisfied, and u 2 H 2.M;F`/ belongs toH 2

b
.M;F`/ if and only if both boundary

conditions, in either (A.13) or (A.14), are satisfied.
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Lemma A.1. Given u 2 H 1
b
.M;F`/ and D�Du 2 L2.M;F`/, then ˇ.u; v/ D 0

for all v 2 H 1
b
.M;F`/ if and only if all the appropriate boundary data for u

vanish (e.g., �#.x; �/#�u D 0 on @M , in case b D R).

Proof. We need to establish the “only if” part. Take the case b D R. To start

the argument, pick � 2 C1
�
M;Hom.F`�1; F`/

�
such that �.x/ D �#.x; �/ for

x 2 @M . Then, for any w 2 F`�1, we have v D �w 2 H 1
R.M;F`/, and hence,

for any u 2 H 1
R.M;F`/,

(A.15)

ˇ.u; v/ D 1

i

Z

@M

D
�#.x; �/#

�u; �#.x; �/w
E
dS

D 1

i

Z

@M

D
�#.x; �/

��# .x; �/
�
#�u

�
; w
E
dS:

This vanishes for allw 2 F`�1 if and only if �#.x; �/��# .x; �/.#�u/ D 0 on @M ,
which in turn occurs if and only if �#.x; �/.#�u/ D 0 on @M . This establishes
the lemma for b D R; the case b D A is similar.

Of course, the method of proof of the existence and regularity results in
Propositions 9.4–9.7 of Chap. 5, via Lemma 9.2, does not extend to this more
general situation. It is conceivable that one of the boundary conditions, (A.13) or
(A.14), for L D D�D, could be regular for all `, for some `, or for no `. Since
L is strongly elliptic, Proposition 11.13 of Chap. 5 can be used to examine regu-
larity. We will now investigate consequences of the hypothesis that one of these
boundary conditions is regular, for L acting on sections of F`. We will call this
hypothesis Reg.#; `; b/, with b D R or A.

Let us define the unbounded operator D`b on L2.M;F`/ ! L2.M;E/ to
be the closure of D acting on H 1

b
.M;F`/. Let D�

`b
denote the Hilbert space

adjoint of D`b , an unbounded operator on L2.M;E/. Then L D D�
`b
D`b is

an unbounded, self-adjoint operator on L2.M;F`/, with dense domain D.L/.
Since for all u 2 D.L/; v 2 H 1

b
.M;F`/, we have .Lu; v/ D .Du;Dv/, tak-

ing v 2 F` compactly supported in the interior M implies Lu D D�Du in
D0.M/. Hence u has well-defined boundary data, in (A.13) or (A.14), and, by
Lemma A.1, the appropriate boundary data vanish. Therefore, the regularity re-
sult of Proposition 11.14 in Chap. 5 is applicable; we have D.L/ � H 2

b
.M;F`/,

under the hypothesis Reg.#; `; b/. The reverse inclusion is easy. If we define Lb
to be D�D on H 2

b
.M;F`/, it follows that Lb is a symmetric extension of L, but

a self-adjoint operator cannot have a proper symmetric extension. Thus

D.L/ D H 2
b .M;F`/;
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granted the hypothesis Reg.#; `; b/. We restate this as follows:

Proposition A.2. Under the hypothesis Reg.#; `; b/, the operator L defined by

(A.16) D.L/ D H 2
b .M;F`/; Lu D D�Du on D.L/

is self-adjoint.

It follows then from Reg.#; `; b/ that Ker L is a finite-dimensional subspace
of F`; call it Hb

`
. Parallel to (9.38) of Chap. 5, we have

(A.17) u 2 Hb
` ” u 2 H 1

b .M;F`/ and #u D #�u D 0:

Denote by P b
h

the orthogonal projection of L2.M;F`/ onto Hb
`
. As in (9.38)–

(9.39) of Chap. 5, we have continuous maps

(A.18) Gb W L2.M;F`/ �! H 2
b .M;F`/

such that Gb annihilates Hb
`

and inverts L on the orthogonal complement of Hb
`
,

so

(A.19) LGbu D .I � P bh /u; for u 2 L2.M;F`/
and, by elliptic regularity, Gb W H j .M;F`/ ! H jC2.M;F`/. The following
result generalizes Proposition 9.8 of Chap. 5.

Proposition A.3. Granted Reg.#; `; b/, then given u 2 H j .M;F`/; j � 0, we
have

(A.20) u D ##�Gbu C #�#Gbu C P bh u D P b# u C P b#� u C P bh u:

The three terms on the right side are mutually orthogonal in L2.M;F`/. Further-
more,

P b# ; P
b
#� ; P

b
h W H j .M;F`/ �! H j .M;F`/:

Proof. Only the orthogonality remains to be checked. As in the proof of
Proposition 9.8 of Chap. 5, we use

(A.21) .#u; v/ D .u; #�v/C �.u; v/;

for sections u of Fj�1 and v of Fj , with

(A.22) �.u; v/ D 1

i

Z

@M

h�#.x; �/u; vi dS D 1

i

Z

@M

hu; �#�.x; �/vi dS:

Note that �.u; v/ D 0 if either u 2 H 1
R.M;Fj�1/ or v 2 H 1

A.M;Fj /. In particu-
lar, we see that
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u 2 H 1
R.M;Fj�1/ H) #u ? ker #� \H 1.M;Fj /;(A.23)

v 2 H 1
A.M;Fj / H) #�v ? ker # \H 1.M;Fj�1/:(A.24)

From the definitions, we have

(A.25)
#� W H 2

R.M;Fj / �! H 1
R.M;Fj�1/;

# W H 2
A.M;Fj / �! H 1

A.M;FjC1/;

so

(A.26) ##�H 2
R.M;F`/ ? ker #� \H 1.M;F`/

and

(A.27) #�#H 2
A.M;F`/ ? ker # \H 1.M;F`/:

Now (A.26) and (A.27) imply, respectively, for the ranges,

(A.28) R.PR# / ? R.PR#� /C R.PRh / and R.PA#�/ ? R.PA# /C R.PAh /:

Now, if u 2 HR
`

and v D #GRw, then �.u; v/ D 0, so .u; #�v/ D .#u; v/ D
0. Similarly, if v 2 HA

`
and u D #�GAw, then �.u; v/ D 0, so .#u; v/ D

.u; #�v/ D 0. Thus

(A.29) R.PR#� / ? R.PRh / and R.PA# / ? R.PAh /:

The proof is complete.

Even though the proof of Proposition A.3 is perfectly parallel to that of
Proposition 9.11 of Chap. 5, we have included the details, as they will be needed
for an argument below that is not parallel to one of �9 in Chap. 5.

The application made to relative cohomology in (9.51)–(9.55) of Chap. 5 does
not have a straightforward extension to the general setting. The natural general-
ization of C1

r .M;ƒk/ in (9.51) is

(A.30) FRk D
n
u 2 Fk W �# .x; �/u D 0 on @M

o
;

but in contrast to (9.52), we cannot expect in general to have

(A.31) # W FRk �! FRkC1:

Of course, we do have # W Fk ! FkC1. We can define Ek � Ck � Fk as the
image and kernel of # , respectively, and then we have cohomology groups

(A.32) Hk.#/ D Ck=Ek:
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The argument in Proposition 9.11 of Chap. 5, relating Hk.M/ to the space HA
k

of
harmonic forms, used a homotopy argument, which has no analogue in the general
case. However, another approach works, to give the following:

Proposition A.4. Under the hypothesis Reg.#; `; A/, there is a natural isomor-
phism

(A.33) HA
` � H`.#/:

Proof. Let u 2 F`; #u D 0. Use the orthogonal decomposition (A.20), with
b D A, to write u D PA

#
u C PA

#� u C PA
h

u. Now (A.27) implies PA
#� u D 0, so

u D #.#�GAu/ C PA
h

u, hence every u 2 C` is cohomologous to an element of
HA
`

. Thus the natural homomorphism arising from HA
`

� C`,

Q� W HA
` �! H`.#/;

is surjective. The proof that Q� is injective is parallel to the argument used in
Proposition 9.11 of Chap. 5. If v 2 HA

`
and v D #u; u 2 F`�1, then �.u; v/ D 0,

so .v; v/ D .#u; v/ D .u; #�v/ D 0. Hence Q� is injective, and the proof is
complete.

With this sketch of elliptic complexes done, it is time to deliver the bad news.
The regularity hypothesis is rarely satisfied, other than for the deRham complex.
The most fundamental complex that arises next is the @-complex, for which the
regularity hypothesis does not hold. However, for a certain class of domains M ,
one has “subelliptic estimates,” from which useful variants of Propositions A.3
and A.4 follow. We will explore this in the rest of this chapter.

1. The @-complex

To begin, let us assume� is an open subset of Cn. Standard complex coordinates
on Cn are .z1; : : : ; zn/, with zj D xj C iyj . We identify Cn � R2n, with coor-
dinates .x1; : : : ; xn; y1; : : : ; yn/. A .p; q/-form on � is by definition a section of
C ˝ƒpCqT �� of the form

(1.1) u D
X

ˇ;�

uˇ� .z/ d zˇ ^ d z� ;

where

(1.2) d zˇ D d zˇ1 ^ � � � ^ d zˇp ; d z� D d z�1 ^ � � � ^ d z�q ;
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with

(1.3) d zj D dxj C i dyj ; d zj D dxj � i dyj :

We impose the same anticommutation relations on wedge products as before, so

(1.4)
d zj^d zk D �d zk^d zj ; d zj^d zk D �d zk^d zj ; d zj^d zk D �d zk^d zj :

If the coefficients uˇ� in (1.1) belong to C1.�/, we write u 2 ƒp;q.�/; if they
belong to C1.�/, we write u 2 ƒp;q.�/. There is a differential operator

(1.5) @ W ƒp;q.�/ �! ƒp;qC1.�/

defined by

(1.6)

@u D
X

ˇ;�;j

@uˇ�
@zj

d zj ^ d zˇ ^ d z�

D .�1/p
X

ˇ;�;j

@uˇ�
@zj

d zˇ ^ d zj ^ d z� :

Here, we define @=@zj by

(1.7)
@v

@zj
D 1

2

�
@v

@xj
C i

@v

@yj

	
;

so that a complex-valued function v 2 C1.�/ is holomorphic if and only if
@v=@zj D 0; 1 � j � n. Equivalently, v 2 ƒ0;0.�/ is holomorphic if and
only if @v D 0. The operator @ has some properties in common with the exterior
derivative d . For example, just as d 2 D 0, we have

(1.8) @
2 D 0;

by virtue of the identity @2uˇ�=@zk@zj D @2uˇ�=@zj @zk and the relation d zj ^
d zk D �d zk ^ d zj . Thus we have, for each p, a complex:

(1.9) � � � @! ƒp;q.�/
@! ƒp;qC1.�/ @! � � � :

As in (A.6), we form the second-order operator

(1.10) � D @@
� C @

�
@ W ƒp;q.�/ �! ƒp;q.�/:
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When @ is given by (1.6) and we take d zˇ ^ d z� to be orthogonal to the form
d zˇ

0 ^ d z�
0

when the indices satisfy

ˇ1 < � � � < ˇp ; ˇ0
1 < � � � < ˇ0

p;

�1 < � � � < �q; � 0
1 < � � � < � 0

q;

.ˇ; �/ ¤ .ˇ0; � 0/;

and we take d zˇ ^ d z� to have square norm 2pCq , we obtain

(1.11) �u D �1
2

X

ˇ;�

X

j

 
@2uˇ�
@x2j

C @2uˇ�
@y2j

!
d zˇ ^ d z� ;

when u has the form (1.1). In other words, �u D �.1=2/�u, where �u is com-
puted componentwise. The “absolute” boundary condition (A.14) becomes

(1.12) �
@

�.x; �/u D 0; �
@

�.x; �/@u D 0 on @�:

This is the (homogeneous) @-Neumann boundary condition.
Now the system (1.11)–(1.12) does not generally yield a regular elliptic bound-

ary problem. If it did, the frozen-coefficient boundary problem on any region
O � Cn bounded by a hyperplane would also be regular. We can investigate
such a boundary problem as follows.

First, applying a rotation by a unitary matrix acting on Cn, we can take O to
be fz 2 Cn W Im zn > 0g. Let us consider the case .p; q/ D .0; 1/, so

(1.13) u D
nX

jD1
uj d zj :

Then, since @u D P
j;k.@uj =@zk/ d zk ^ d zj , we have

(1.14) �
@

�.x; �/@u D
n�1X

jD1

@uj
@zn

d zj �
n�1X

kD1

@un
@zk

d zk ;

so the boundary condition (1.12) says that, for z D .z0; xn; 0/ 2 @O, we have

(1.15) un.z
0; xn; 0/ D 0;

@uj
@zn

.z0; xn; 0/ D 0; 1 � j � n � 1:

Thus, in this case the @-Neumann problem decouples into n boundary prob-
lems for the Laplace operator � acting on complex-valued functions. One is the
Dirichlet problem, which of course is regular. The other n � 1 are all of the form
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(1.16) �v D f on O; @v

@zn
.z0; xn; 0/ D 0:

Equivalently, we can investigate regularity for

(1.17) �v D 0 on O; @v

@zn
.z0; xn; 0/ D g.z0; xn/:

If we attempt to write v D PI h, then g and h are related by

(1.18)
1

2

�
@

@xn
C iN

	
h D g;

where N is the Neumann operator for�, given by

(1.19) .Nh/b.�; 
0/ D �.j�j2 C j
0j2/1=2 Oh.�; 
0/;

where � D .�1; : : : ; �n/ and 
0 D .
1; : : : ; 
n�1/ are variables dual to x D
.x1; : : : ; xn/ and to y D .y1; : : : ; yn�1/, respectively. Thus,

(1.20)
� @

@xn
C iN

�
hb.�; 
0/ D �i

�
�n C

p
j�j2 C j
0j2

� Oh.�; 
0/:

We see that the pseudodifferential operator @=@xn C iN is not elliptic. The ray
.�; 
0/ on which �1 D � � � D �n�1 D 0 D 
1 D � � � D 
n�1 but �n < 0 is
characteristic for this operator. Since this operator is not elliptic, the boundary
problem (1.17) is not regular. Consequently, if n � 2, the @-Neumann problem is
never a regular elliptic boundary problem for .0; 1/-forms.

Exercises

1. Define @ W ƒp;q.�/ ! ƒpC1;q.�/ by

(1.21) @u D
X

ˇ;�;j

@uˇ�
@zj

d zj ^ d zˇ ^ d z�

when u is given by (1.1) and we set

(1.22)
@v

@zj
D 1

2

� @v
@xj

� i
@v

@yj

�
;

parallel to (1.7). Show that
@2 D 0:

2. If u D P
uj d zj , show that

(1.23) @
�

u D �2
X

j

@uj
@zj

:



2. Morrey’s inequality, the Levi form, and strong pseudoconvexity 469

More generally, calculate @
�

on .p; q/-forms. Then verify the formula (1.11) for
� D @@

� C @
�
@.

3. When dim � D n, show that the @-Neumann problem for .0; n/-forms is equivalent to
the Dirichlet problem for � acting on scalar functions and consequently is coercive.

2. Morrey’s inequality, the Levi form, and strong
pseudoconvexity

The following estimate of C. B. Morrey provides the first useful handle on the
@-Neumann problem.

Proposition 2.1. If � is a smoothly bounded region in Cn that is strongly pseu-
doconvex, then, for some C > 0,

(2.1) k@uk2
L2

C k@�
uk2
L2

� C

Z

@�

juj2 dS; 8 u 2 D0;1:

Here, D0;1 consists of smooth .0; 1/-forms on� satisfying the zero-order part
of the @-Neumann boundary condition (1.12). More generally, we set

(2.2) Dp;q D fu 2 ƒp;q.�/ W �
@

�.x; �/u D 0 on @�g:
We will define “strongly pseudoconvex” below, after deriving an identity that
leads to (2.1) once the appropriate definition is made.

We prepare to work on the left side of (2.1). Writing u D P
uj d zj , we have

(2.3) @u D
X

j<k

�@uj
@zk

� @uk
@zj

�
d zk ^ d zj ; @

�
u D �2

X

j

@uj
@zj

;

and if � 2 C1.�/ is a real-valued, defining function for �, so � D 0 on @� and
� < 0 on �, while jr�j D 1 on @�, then

(2.4) u 2 D0;1 ”
X

uj
@�

@zj
D 0 on @�:

Thus, for u 2 D0;1,

(2.5)

k@uk2
L2

D 4
X

j<k

���
@uj
@zk

� @uk
@zj

���
2

L2

D 4
X

j;k

���
@uj
@zk

���
2

L2
� 4

X

j;k

�@uj
@zk

;
@uk
@zj

�

L2
:
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Integration by parts yields

(2.6)

�@uj
@zk

;
@uk
@zj

�

L2
D �

� @2uj
@zj @zk

; uk
�

L2
C
Z

@�

@�

@zj

@uj
@zk

uk dS

D
�@uj
@zj

;
@uk
@zk

�

L2
C
Z

@�

h @�
@zj

@uj
@zk

uk � @�

@zk

@uj
@zj

uk
i
dS:

The condition (2.4) implies that
P
k.@�=@zk/uk D 0 on @�, so the last term on

the right side of (2.6) vanishes after being summed over k. Also, (2.4) implies thatP
k uk@=@zk D Z is a tangential derivative on @�. Hence

(2.7)
X

k

uk
@

@zk

0

@
X

j

uj
@�

@zj

1

A D 0 on @�;

so

(2.8)
X

j;k

@�

@zj

@uj
@zk

uk D �
X

j;k

@2�

@zj @zk
uj uk on @�:

Thus (2.6) becomes

(2.9)
X

j;k

�@uj
@zk

;
@uk
@zj

�

L2
D
X

j;k

�@uj
@zj

;
@uk
@zk

�

L2
�
X

j;k

Z

@�

Ljkuj uk dS;

where

(2.10) Ljk D @2�

@zj @zk
:

Since the first term on the right side of (2.9) is equal to .1=4/k@�
uk2
L2

, we have
from (2.5) the identity

(2.11) k@uk2
L2

C k@�
uk2
L2

D 4
X

j;k

���
@uj
@zk

���
2

L2
C 4

Z

@�

�X

j;k

Ljkuj uk
�
dS:

The integrand in the last integral involves the Levi form, a sesquilinear form
defined as follows on the “holomorphic tangent space” of @�. If p 2 @�, we set

(2.12) Lp.a; b/ D
X

j;k

Ljk.p/aj bk D
X

j;k

@2�

@zj @zk
aj bk ; 8 a; b 2 Hp.@�/;
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where

(2.13) Hp.@�/ D
n
a 2 Cn W

X
aj
@�

@zj
.p/ D 0

o
:

Note that Hp.@�/ is precisely the maximalC-linear subspace of the tangent space
Tp@� � R2n D Cn. It is readily verified that (2.12) is unchanged if � is replaced
by another defining function Q�, satisfying the conditions specified above for �.
(This fact is also an immediate consequence of the formula (2.21) below.)

By definition, a smoothly bounded domain � � Cn is strongly pseudoconvex
if and only if its Levi form is a positive-definite Hermitian form on Hp.@�/, for
all p 2 @�.

In view of the fact that, for u 2 D0;1, the n-tuple
�

uj .p/
�

belongs to Hp.@�/

for each p 2 @�, we see from (2.10) that if � is strongly pseudoconvex, then
(2.1) holds. In fact, we have a stronger estimate:

(2.14) k@uk2
L2

Ck@�
uk2
L2

� 4
X

j;k

���@uj =@zk
���
2

L2
CC

Z

@�

juj2 dS; 8 u 2 D0;1:

Exercises

1. A smooth function f W Cn ! R is called “strongly plurisubharmonic” if

(2.15)
� @2f

@zj @zk

�
is positive-definite.

Given such a function, show that � D fz 2 Cn W f .z/ < 0g is strongly pseudoconvex
if it is not empty.

2. Show that any strongly convex, smooth f W Cn ! R is strongly plurisubharmonic, and
deduce that any strongly convex, bounded � � Cn is strongly pseudoconvex.
(Hint: See (B.13).)

3. Suppose � is a bounded domain in Cn; O a neighborhood of @�, and f W O ! R a
smooth function such that f D c D const. on @� and (2.15) holds on O, while f < c

in�. Deduce that � is strongly pseudoconvex.
4. Suppose conversely that � is strongly pseudoconvex, with defining function � as in

(2.10). Show that, for sufficiently large � > 0; f D e�� satisfies (2.15) on a neighbor-
hood of @�.
(Hint: Use the identity

@2f

@zj @zk
D �e��

@2�

@zj @zk
C �2e��

@�

@zj

@�

@zk
:/

5. Given f W O ! R such that f D c D const. on @� and (2.15) holds on O, a
neighborhood of @�, while f < c in�, and given p 2 @�, consider the function

(2.16) g.z/ D
X

j

@f

@zj
.p/ .zj � pj /C 1

2

X

j;k

@2f

@zj @zk
.p/ .zj � pj /.zk � pk/:
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Show that p has a neighborhood U such that

S D fz 2 U W g.z/ D 0g H) S \� D fpg:
(Hint: Write out the power series of f .p C hz/, to O.h3/, using @=@zj ; @=@zj , etc.,
rather than @=@xj ; @=@yj , etc., to see that

f .pC hz/ D f .p/C 2 Re g.p C hz/C h2
X

j;k

@2f

@zj @zk
zj zk CO.jhzj3/:/

3. The 1
2
-estimate and some consequences

Here we will derive a “1=2-estimate” from Morrey’s inequality, and discuss a few
consequences, before establishing higher-order a priori estimates and regularity
in the next two sections. Throughout this section we assume that � is a bounded,
strongly pseudoconvex domain in Cn.

Proposition 3.1. For some C > 0,

(3.1) k@uk2
L2

C k@�
uk2
L2

� Ckuk2
H1=2

; 8 u 2 D0;1:

Proof. From (1.10) and (1.11) we have

(3.2) Kk�uk2
H�1 � k@uk2

L2
C k@�

uk2
L2
;

and together with (2.1) this yields (for variousK > 0)

(3.3) k@uk2
L2

C k@�
uk2
L2

� Kk�uk2
H�1 CK

Z

@�

juj2 dS; 8 u 2 D0;1:

Now we claim that regularity for the Dirichlet problem implies

(3.4) kuk2
H
1
2

� Kk�uk2
H�1 CK

Z

@�

juj2 dS;

and this yields (3.1).

To see (3.4), suppose �u D �.1=2/�u D f; u
ˇ̌
ˇ
@�

D g. Write u D u1 C u2,

where

(3.5) �u1 D �2f; u1
ˇ̌
ˇ
@�

D 0I �u2 D 0; u2
ˇ̌
ˇ
@�

D g:

Then results of Chap. 5, �1 imply

(3.6) ku1k2H1 � Ckf k2
H�1 ;
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while Propositions 11.14 and 11.15 of Chap. 5 imply

(3.7) ku2k2H1=2 � Ckgk2
L2.@�/

:

More precisely, using the spaces H.k;s/.C/ defined in �11 of Chap. 5, where C
is a collar neighborhood of @�, we have

(3.8) g 2 H 2Cs�1=2.@�/ H) u2 2 H.2;s/.C/;

and, in particular, if k � k.k;s/ denotes the norm in H.k;s/.C/; ku2k2.2;3=2/ �
Ckgk2

L2.@�/
; hence

(3.9) kuk2.1;�1=2/ � Ck@uk2
L2

C Ck@�
uk2
L2
; 8 u 2 D0;1:

Recall from (11.95) of Chap. 5 that if C is identified with Œ0; 1/ � @�, then

(3.10) kuk2.k;s/ D
kX

jD0

Z 1

0

kDj
yu.y; �/k2

HkCs�j .@�/
dy:

Note that (3.7) is basically equivalent to the statement that the Poisson integral
has the property

PI W L2.@�/ �! H 1=2.�/:

This also follows from results in �12 of Chap. 7.
We next define a self-adjoint extension of � D @@

� C@
�
@ on .0; 1/-forms, sat-

isfying @-Neumann boundary conditions. Let H1 be the Hilbert space completion
of D0;1 with respect to the square norm

(3.11) Q.u; u/ D k@uk2
L2

C k@�
uk2
L2
:

We can identify H1 with the closure of D0;1 in fu 2 L2.�;ƒ0;1/ W @u; @
�
u 2

L2.�/g. Then we have a natural, continuous, dense injection H1 ,! H0 D
L2.�;ƒ0;1/. Thus, the Friedrichs extension method (discussed in �1 of Chap. 8
and in �8 of Appendix A) yields an unbounded, self-adjoint operator L on H0

such that

(3.12)
D.L/ D fu 2 H1 W v 7! .v; u/H1 is H0-continuousg;
.Lu; v/ D .u; v/H1 :

Note that

(3.13) D0;1 � D.L/ � D.L1=2/ D H1;
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the latter identity by Proposition 1.10 of Chap. 8. The estimate (3.1) implies the
inclusionH 1=2.�;ƒ0;1/ 
 H1, so

(3.14) D.L/ � D.L1=2/ � H 1=2.�;ƒ0;1/:

The characterization (3.12) implies that, for all u 2 D.L/,

(3.15) Lu D �u D �1
2
�u in D0.�/:

Thus, interior elliptic regularity implies

(3.16) D.L/ � H 2
loc.�/\H 1=2.�/:

We see that L has compact resolvent. Since kL1=2uk2
L2

D .u; u/H1 �
Ckuk2

H1=2
for all u 2 D.L1=2/, zero is in its resolvent set, so L�1 is a compact,

self-adjoint operator on L2.�;ƒ0;1/.
Our next goal is to demonstrate that elements of D.L/ do indeed satisfy the

@-Neumann boundary conditions. First, if u 2 D.L1=2/, then since @u 2 L2.�/

and @
�

u 2 L2.�/, it follows that u
ˇ̌
ˇ
@�

is well defined in D0.@�/. Indeed, since

u is a limit of a sequence uj 2 D0;1 in H1-norm, we can deduce from (2.1) that

u
ˇ̌
ˇ
@�

2 L2.@�/ and uj
ˇ̌
ˇ
@�

! u
ˇ̌
ˇ
@�

in L2.@�/. It follows that

(3.17) u 2 D.L1=2/ H) �
@

�.x; �/u D 0 on @�:

Furthermore, if u 2 D.L/, so Lu D f 2 L2.�;ƒ0;1/, we can write u D
u1 C u2 where u1 2 H 2.�/ \H 1

0 .�/ solves�u1 D �2f and u2 2 H 1=2.�/ is
harmonic. It follows that

u1
ˇ̌
ˇ
@�

2 H 3=2.@�/; @u1
ˇ̌
ˇ
@�

2 H 1=2.@�/:

Since u2 is harmonic, u2
ˇ̌
ˇ
@�

and @u2
ˇ̌
ˇ
@�

are well defined, in D0.@�/. Hence u
ˇ̌
ˇ
@�

and @u
ˇ̌
ˇ
@�

are well defined. The same argument also applies to @
�
u.

We now establish the following.

Proposition 3.2. If u 2 D.L/, then u satisfies the boundary conditions (1.12),
namely,

(3.18) �
@

�.x; �/u D 0; �
@

�.x; �/ @u D 0 on @�:

Proof. The first identity in (3.18) follows from (3.17). To get the second identity,
note that if Lu D f , we have
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(3.19) .@u; @v/L2 C .@
�
u; @

�
v/L2 D .f; v/L2 ; 8 v 2 D0;1:

We have already noted that @@
�

u C @
�
@u D f in �. Furthermore, the comments

above imply that, for all v 2 ƒ0;1.�/,

(3.20) .@u; @v/L2 C .@
�
u; @

�
v/L2 D .�u; v/L2 C ˇ.u; v/;

where, in parallel with (A.12),

(3.21) ˇ.u; v/ D 1

i

Z

@�

h
h�
@

�.x; �/ @u; vi C h@�
u; �

@
�.x; �/vi

i
dS:

The last term in the integrand vanishes if v 2 D0;1, so we deduce that

(3.22) u 2 D.L/ H)
Z

@�

h�
@

�.x; �/ @u; vi dS D 0; 8 v 2 D0;1:

In particular, (3.22) holds for v D �
@

�.x; �/' on @�, for any ' 2 ƒ0;2.�/, so

(3.23) u 2 D.L/ H)
Z

@�

h���@u; 'i dS D 0; 8 ' 2 ƒ0;2.�/;

where � is short for �
@

�.x; �/. This implies that ��� annihilates @u on @�. Since

u
ˇ̌
ˇ
@�

has been shown only to be in D0.@�/, we need a little care in deducing

that � annihilates @u on @�, but since �.x/��.x/ is a smooth, projection-valued
function on @�, this implication follows, and Proposition 3.2 is proved.

For a converse of sorts, suppose u 2 H1 and �u D f 2 L2.�/. The ar-

gument below (3.17) implies that u
ˇ̌
ˇ
@�

and @u
ˇ̌
ˇ
@�

are well defined in D0.@�/.
Also, (3.20)–(3.21) hold for such u and for any v 2 D0;1. Hence, as long as
�
@

�.x; �/u D 0 D �
@

�.x; �/ @u on @�, we have

Q.v; u/ � C.u/kvkL2 ; 8 v 2 D0;1:

In view of the characterization (3.12), we have the following result:

Proposition 3.3. The domain of L is specified by

(3.24)
D.L/ D

n
u 2 H1 W �u 2 L2.�/; �

@
�.x; �/u D 0;

�
@

�.x; �/@u D 0 on @�
o
:
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We record another regularity estimate:

Proposition 3.4. If u 2 D.L/, then u 2 H.1;�1=2/.C/ and

(3.25) kuk2.1;�1=2/ � CkLukL2kukL2 :

Proof. If u 2 D.L/ � D.L1=2/, then the estimate (3.9) holds. Hence

kuk2.1;�1=2/ � C.u; u/H1 D C.Lu; u/L2 :

Applying Cauchy’s inequality yields (3.25).

Exercises
1. Consider the space

H#
1 D

n
u 2 L2.�;ƒ0;1/ W @u 2 L2; @�

u 2 L2; �
@

� .x; �/u
ˇ̌
ˇ
@�

D 0
o
;

with square norm k@uk2
L2

C k@�
uk2
L2

C kuk2
L2

. Try to show that D0;1 is dense in H#
1

and hence that H#
1 D H1.

2. For small s � 0, let
†s D fz 2 � W �.z/ D �sg;

so †0 D @�. Assume that, for 0 � s � b; †s is a smooth surface on which r� ¤ 0.
Show that

(3.26) sup
0�s�b

kuk2
L2.†s/

� C
�
k@uk2

L2
C k@�

uk2
L2

�
; u 2 D0;1:

(Hint: Follow the argument using (3.5)–(3.7), but replace (3.7) by

PI W L2.@�/ �! L2.†s/;

with an appropriate norm estimate.)
3. Show that (3.26), together with the fact that

.L C I /�1 W L2.�;ƒ0;1/ �! H2
loc.�;ƒ

0;1/;

implies that .L C I /�1 is compact on L2.�;ƒ0;1/, without making use of (3.14).
Compare [Mor], p. 336.

4. Higher-order subelliptic estimates

We want to extend the estimates (3.9) and (3.25) to estimates on higher derivatives
of u 2 ƒ0;1.�/ \ D.L/, in terms of estimates on Lu. The associated regularity
results will be established in �5. As in �3, we make the standing assumption that�
is a bounded, strongly pseudoconvex domain in Cn. We begin with the following
improvement of (3.25).
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Proposition 4.1. For u 2 ƒ0;1.�/ \ D.L/, we have

(4.1) kuk2
H1

� CkLuk2
L2
:

Proof. It suffices to consider the case where u is supported on the collar neigh-
borhood C of @� introduced in �3. As there, we identify C with Œ0; 1/ � @�.

Let ƒ1=2 2 OPS1=2.@�/ be an elliptic self-adjoint operator, with scalar prin-

cipal symbol acting on sections of ƒ0;1
ˇ̌
ˇ
@�

. Arrange that ƒ1=2 commutes with

P.x/ D �.x/��.x/, where �.x/ D �
@

�.x; �/. Note that

(4.2) kuk2
H1.C/ � kƒ1=2uk2.1;�1=2/:

Now, if u 2 ƒ0;1.�/\ D.L/, thenƒ1=2u 2 D0;1 and, by (3.9),

(4.3) kƒ1=2uk2.1;�1=2/ � CQ.ƒ1=2u; ƒ1=2u/:

Below, we will show that, for a certain smooth family of operators A.y/ 2
OPS1.@�/, we have Au 2 D0;1 and

(4.4) Q.ƒ1=2u; ƒ1=2u/ D Q.u; Au/CR; jRj � Ckuk2.1;�1=2/:

Granted this, we have (4.3) dominated by

(4.5)
C Re Q.u; Au/C Ckuk2.1;�1=2/ D C Re .Lu; Au/L2 C Ckuk2.1;�1=2/

� CkLukL2kuk.0;1/ C Ckuk2.1;�1=2/:

Writing CkLukL2kuk.0;1/ � .C 2="/kLuk2
L2

C "kuk2
H1

and absorbing the latter
term on the left, we have

(4.6) kuk2
H1

� CkLuk2
L2

C Ckuk2.1;�1=2/:

If we use (3.25) to estimate the last term and recall that zero is not in the spectrum
of L, we have (4.1).

Our next step is to obtain higher-order a priori estimates in the tangential
directions.

Proposition 4.2. For u 2 ƒ0;1.�/ \ D.L/; k � 1, we have

(4.7) kuk2.1;k=2�1=2/ � CkLuk2.0;k=2�1=2/ C Ckuk2
L2
:

Proof. We will prove (4.7) by induction on k; the case k D 1 is implied by (4.1).
To begin, we have



478 12. The @-Neumann Problem

(4.8) kuk2.1;k=2�1=2/ � kƒk=2uk2.1;�1=2/ � C Q
�
ƒk=2u; ƒk=2u

�
;

the latter inequality by (3.9), since ƒk=2u 2 D0;1. Now, extending (4.4), we have

(4.9) Q.ƒk=2u; ƒk=2u/ D Q.u; Aku/CRk ; jRkj � Ckuk2.1;k=2�1/;

for a certain smooth family of operators Ak.y/ 2 OPSk.@�/, for which Aku 2
D0;1, as will be demonstrated below. Thus (4.8) is dominated by

(4.10)

C Re Q.u; Aku/C Ckuk2.1;k=2�1/
D C Re .Lu; Aku/L2 C Ckuk2.1;k=2�1/
� CkLuk.0;k=2�1=2/kuk.0;k=2C1=2/ C Ckuk2.1;k=2�1/:

As in the passage from (4.5) to (4.6), this implies

(4.11) kuk2.1;k=2�1=2/ � CkLuk2.0;k=2�1=2/ C Ckuk2.1;k=2�1/;

which by induction on k yields the desired estimate (4.7).

We now take up the task of proving (4.4) and (4.9). It will be convenient to
assume that the diffeomorphism C � Œ0; 1/ � @� has the property that Lebesgue
measure on C, induced from that on Cn, coincides with the product measure on
Œ0; 1/ � @�, up to a constant factor, a matter that can be arranged. We retain the
fiber metric on ƒ0;1; on fyg � @� this fiber metric depends on y. Then ƒk=2,
originally specified to be self-adjoint on L2.@�;ƒ0;1/, has the property

(4.12) .ƒk=2u; v/L2.C/ D .u;eƒk=2v/L2 ;

where

(4.13)
eƒk=2u.y/ D ƒk=2u.y/C Bk.y/u.y/;

Bk.y/ 2 OPSk=2�1.@�/; Bk.0/ D 0:

Then we take

(4.14) Ak.y/ D eƒk=2ƒk=2 D ƒk C Bk.y/ƒ
k=2:

Clearly, Ak preserves D0;1.
Now, if we also let ƒk=2 denote an elliptic self-adjoint operator in the class

OPSk=2.@�/, acting on on sections of ƒ0;0 and ƒ0;2, having the same scalar
principal symbol as the one acting on sections ofƒ0;1, we can write
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(4.15)
.@ƒk=2u; @ƒk=2u/L2 D .@u;eƒk=2@ƒk=2u/L2

C .Œ@;ƒk=2	u; @ƒk=2u/L2 :

Further commutator pushing, plus use of the fact that the left side of (4.15) is
real-valued, yields

(4.16) .@ƒk=2u; @ƒk=2u/L2 D Re .@u; @Au/L2 CRk1;

where

(4.17)
Rk1 D Re

n�
Œ@;ƒk=2	u; @ƒk=2u

�

L2
C
�
@u; Œeƒk=2; @	ƒk=2u

�

L2

o

D Re .Rk2 CRk3/:

Now

(4.18)

Rk2 CRk3 D
�
Œ@;ƒk=2	u; @ƒk=2u

�

L2
�
�
Œ@;eƒk=2	ƒk=2u; @u

�

L2

D
�
Œ@;ƒk=2	u; Œ@;ƒk=2	u

�

L2
C
�
Bk Œ@;ƒ

k=2	u; @u
�

L2

C
�
Œƒk=2; Œ@;ƒk=2		u; @u

�

L2
C
�
ŒBk ; @	ƒ

k=2u; @u
�

L2

D Rk4 CRk5 CRk6 CRk7;

and standard pseudodifferential operator estimates yield

(4.19) jRk4j C jRk5j C jRk6j C jRk7j � Ckuk2.1;k=2�1/;

which consequently bounds Re .Rk2 CRk3/. The term

.@
�
ƒk=2u; @

�
ƒk=2u/L2

has a similar analysis, so the estimates in (4.4) and (4.9) follow, and the proofs of
Propositions 4.1 and 4.2 are complete.

The following is our main a priori estimate.

Proposition 4.3. For u 2 ƒ0;1.�/ \ D.L/ and j; k � 1, we have

(4.20) kuk2.j;k=2�1=2/ � CkLuk2.j�1;k=2�1=2/ C Ckuk2
L2
;

and hence

(4.21) kuk2
Hj

� CkLuk2
Hj�1 :

Proof. It suffices to prove (4.20) since the k D 1 case of this plus the invertibility
of L implies (4.21). Note that the j D 1 case of (4.20) is precisely the conclusion
of Proposition 4.2. We will give an inductive proof for j � 2. Note that if j � 2,
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(4.22) kuk2.j;k=2�1=2/ � kD2
yk2.j�2;k=2�1=2/ C kuk2.j�1;k=2C1=2/:

Now since � is elliptic, we can use the standard trick of writing D2
yu in terms of

�u, second-order tangential derivatives of u, and first-order tangential derivatives
of Dyu, to obtain

(4.23) kuk2.j;k=2�1=2/ � CkLuk2.j�2;k=2�1=2/ C Ckuk2.j�1;k=2C1=2/:

The inductive hypothesis dominates the last term by CkLuk2
.j�2;k=2C1=2/ C

Ckuk2
L2

, and this implies (4.20).

Note that if the @-Neumann boundary condition were regular, we would have
the estimate kuk2

HjC1 � CkLuk2
Hj�1 in place of (4.21). The estimate (4.21)

is called a subelliptic estimate. One also says that the @-Neumann problem on a
strongly pseudoconvex domain is subelliptic, with loss of one derivative.

Exercises
1. Sharpen the estimate (4.20) to

kuk2
.j;k=2�1=2/ � CkLuk2

.j�2;k=2C1=2/ C Ckuk2
L2
;

for all u 2 ƒ0;1.�/ \ D.L/, provided k � 1 and j � 2. In particular,

kuk2
H2

� CkLuk2.0;1/ C Ckuk2
L2
:

2. Verify (4.19), namely, that jRkj j � Ckuk2
.1;k=2�1/ for 4 � j � 7.

(Hint: For example, part of the desired estimate on jRk4j follows from an estimate
���ŒX;ƒk=2	u

���
L2.@�/

� CkukHk=2.@�/;

for any first-order differential operator X on @�. This in turn follows since

ŒX;ƒk=2	 2 OPSk=2.@�/:
Similarly, part of the desired estimate on jRk6j follows because

Œƒk=2; ŒX; ƒk=2		 2 OPSk�1.@�/:

5. Regularity via elliptic regularization

Our main goal here is to go from the a priori estimate that kuk2
Hj

� CkLuk2
Hj�1

provided u 2 D.L/ is smooth on � to the regularity result that whenever
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u 2 D.L/ and Lu D f 2 H j�1.�/, then u 2 H j .�/. Following [KN], we use
the method of elliptic regularization, which is the following. For ı > 0, consider
the quadratic form

(5.1) Qı.u; u/ D Q.u; u/C ı
X

j

k@j uk2
L2
; u 2 D0;1;

where Q.u; u/ D k@uk2
L2

C k@�
uk2
L2

as in �3, and @j D @=@xj ; @nCj D
@=@yj ; 1 � j � n, applied to u componentwise. We take H1ı to be the comple-
tion of D0;1 with respect to the square normQı . Due to the last term in (5.1), we
obviously have

(5.2) H1ı D fu 2 H1.�;ƒ0;1/ W �
@

�.x; �/u D 0 on @�g; 8 ı > 0:
Note that H1ı � H1, for ı > 0, and Qı.u; u/ � Q.u; u/, for u 2 H1ı . Thus
Morrey’s inequality and the proof of Proposition 3.1 apply, yielding

(5.3) Qı.u; u/ � Ckuk2
H1=2

C C

Z

@�

juj2 dS C Cıkuk2
H1
; u 2 H1ı :

We will define the self-adjoint operatorLı by the Friedrichs extension method,
so D.L1=2

ı
/ D H1ı and

(5.4) .Lıu; v/L2 D Qı.u; v/; u 2 D.Lı /; v 2 H1ı :

Thus L�1
ı

is a compact, self-adjoint operator on L2.�;ƒ0;1/. Note that if u 2
D.Lı /, the argument used in the proof of Proposition 3.2 shows that @u

ˇ̌
ˇ
@�

is

well defined in D0.@�/, and, for v 2 D0;1 we have

(5.5) Qı.u; v/ D
�
Œ� � ı�	u; v

�

L2
C ˇı.u; v/;

where

(5.6) ˇı.u; v/ D
Z

@�

h1
i

D
�
@

�.x; �/ @u; v
E

� ı
D@u

@�
; v
Ei
dS:

If we set v D �
@

�.x; �/' on @�, we deduce that

(5.7) u 2 D.Lı / H)
8
<

:

�
@

�.x; �/u D 0

�
@
.x; �/

h1
i
�
@

�.x; �/ @u C ı
@u

@�

i
D 0

9
=

; on @�:

For any ı > 0, (5.3) is a coercive estimate. Such arguments as used in �7 of
Chap. 5, for the Neumann boundary problem, produce higher-order estimates of
the form
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(5.8) kukHjC2 � CjıkLıukHj ; u 2 D.Lı /;

plus associated regularity theorems. Alternatively, the boundary condition (5.7)
for the operator �ı D � � ı� D �.1=2C ı/� is seen to be a regular boundary
condition, and the results of �11 in Chap. 5 apply. Thus, for each ı > 0,

(5.9) L�1
ı W H j .�/ �! H jC2.�/; j � 0:

The estimates in (5.9) depend crucially on ı of course, and one loses control as
ı & 0. However, the analysis of �4 applies to Lı , and one obtains

(5.10) kukHjC1 � CjkLıukHj ; u 2 D.Lı/ \ƒ0;1.�/;

with Cj independent of ı 2 .0; 1	. Using this, we will establish the following:

Proposition 5.1. The operator L has the property that

(5.11) L�1 W H j .�/ �! H jC1.�/; j � 0;

and

(5.12) L�1 W ƒ0;1.�/ �! ƒ0;1.�/:

Of course, (5.12) follows from (5.11), but it will be technically convenient to
prove these results together, completing the proof of (5.12) shortly before that of
(5.11).

To begin, take f 2 ƒ0;1.�/ (so f is smooth on �). Then, for each
ı >0; L�1

ı
f D uı 2 ƒ0;1.�/. Hence (5.10) is applicable; we have

fuı W ı 2 .0; 1	g bounded in H j .�/, for each j . Thus this set is relatively
compact in H j�1.�/ for each j , so there is a limit point

u0 2
\

j>0

H j .�;ƒ0;1/ D ƒ0;1.�/I

uı� ! u0 in the C1-topology while ı	 & 0. Now

(5.13) .� � ı�/uı D f H) �u0 D f:

Also,

(5.14) �
@

�.x; �/uı
ˇ̌
ˇ
@�

D 0 H) �
@

�.x; �/u0
ˇ̌
ˇ
@�

D 0

and

(5.15) �@.x; �/
h1
i
�
@

�.x; �/ @u C ı
@u

@�

iˇ̌
ˇ
@�

D 0 H) �
@

�.x; �/ @u0
ˇ̌
ˇ
@�

D 0:
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Therefore, u0 2 D.L/, so

(5.16) L�1f D u0 2 ƒ0;1.�/:
This proves (5.12).

To prove (5.11), if f 2 H j .�;ƒ0;1/, take f	 2 ƒ0;1.�/ so that f	 ! f in
H j .�/. We have u	 D L�1f	 2 ƒ0;1.�/ and, by (4.21),

(5.17) ku	 � u�kHjC1 � Ckf	 � f�kHj :

Hence .u	/ is Cauchy in H jC1.�/, so L�1f D lim	!1 u	 2 H jC1.�/.

Exercises

1. Verify that the boundary condition described in (5.7) is a regular boundary condition
for Lı D Cı�, as defined in �11 of Chap. 5.

2. As an approach to Exercise 1, show that the analogue of the boundary condition (1.15)
in this case, for the region fIm zn > 0g, is

un.z
0; xn; 0/ D 0;

@uj
@zn

C ı
@uj
@yn

.z0; xn; 0/ D 0; 1 � j � n� 1:

Show that the pseudodifferential equation arising in parallel with (1.18) is

� @

@xn
C .i C 2ı/N

�
h D g

and that, for any ı > 0, the pseudodifferential operator acting on h is elliptic.

6. The Hodge decomposition and the @-equation

We begin with the following Hodge decomposition theorem.

Theorem 6.1. If � is a bounded, strongly pseudoconvex domain in Cn, then,
given u 2 ƒ0;1.�/, we have

(6.1) u D @@
�L�1u C @

�
@L�1u D P@u C P

@
� u:

The two terms on the right side are mutually orthogonal in L2.�;ƒ0;1/. Further-
more,

(6.2) P@; P@
� W H j .�;ƒ0;1/ �! H j�1.�;ƒ0;1/; j � 1:

Proof. The first identity in (6.1) is equivalent to u D LL�1u, and the second is
simply the definition of P@ and P

@
� . That (6.2) holds follows from (5.11). Only

the orthogonality remains to be checked.
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Following the proof of Proposition A.3, we use

(6.3) .@v;w/L2 D .v; @
�
w/L2 C 1

i

Z

@�

hv; �
@

�.x; �/wi dS;

valid for v 2 ƒ0;q.�/; w 2 ƒ0;qC1.�/. Thus

(6.4) w 2 D0;qC1 H) @
�
w ? ker @ \ƒ0;q.�/;

where D0;qC1 is defined as in (2.2). Results established in previous sections imply

(6.5) @L�1 W ƒ0;1.�/ �! D0;2;

so we can apply (6.4) to w D @L�1u to get

(6.6) @
�
@L�1u ? ker @ \ƒ0;1.�/:

Hence

(6.7) uj 2 ƒ0;1.�/ H) P
@
u1 ? P

@
� u2 in L2.�;ƒ0;1/:

This finishes the proof of the theorem. It also implies that P@ and P
@

� extend
uniquely to bounded operators (in fact, to complementary orthogonal projections)
acting on L2.�;ƒ0;1/.

The most significant application of this Hodge decomposition is to the equation

(6.8) @u D f;

given f 2 ƒ0;1.�/, for some u 2 ƒ0;0.�/ D C1.�/. Since @
2 D 0, a necessary

condition for solvability of (6.8) is

(6.9) @f D 0:

For strongly pseudoconvex domains, this is sufficient:

Theorem 6.2. If � is a bounded, strongly pseudoconvex domain in Cn, and f 2
ƒ0;1.�/ satisfies (6.9), then there exists u 2 C1.�/ satisfying (6.8).

Proof. With g D L�1f 2 ƒ0;1.�/, we have

(6.10) f D @@
�
g C @

�
@g D P@f C P

@
�f:

However, (6.4) applied to w D @g implies P
@

�f ? f , so in fact P
@

�f D 0 and

(6.11) f D @.@
�
g/:

Thus we have (6.8), with u D @
�
g.
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We will use Theorem 6.2 to establish the following important result concerning
function theory on a bounded, strongly pseudoconvex domain.

Proposition 6.3. Let � be a bounded, strongly pseudoconvex domain in Cn, and
fix p 2 @�. Then there is a function u, holomorphic on�, such that u 2 C1.� n
fpg/, but u blows up at p.

Proof. It is shown in the exercises for �2 that there are a neighborhoodO of p and
a holomorphic function g, given by (2.16), such that fz 2 O W g.z/ D 0g \� D
fpg. Now the function

(6.12) v D 1

g.z/

is holomorphic on O \� and C1 on O \� n fpg, and it blows up at p.
Pick  2 C1

0 .O/ such that  D 1 on a neighborhood O2 of p, and set

(6.13) w D  v

on O, extended to be 0 on the complement of O. Now consider

(6.14) f D @w

on �; we take f D 0 on O2 \ �. Thus f 2 ƒ0;1.�/ and @f D 0, so by
Theorem 6.2 there exists

(6.15) w2 2 C1.�/; @w2 D f:

Now we set

(6.16) u D w � w2:

We have @u D f � f D 0 on �, so u is holomorphic on �. The construction of
w and the smoothness of w2 on � imply that u 2 C1.� n fpg/ and that u blows
up at p, so the proof is complete.

Assuming that� is a bounded, strongly pseudoconvex domain in Cn, we con-
struct another special holomorphic function on �, as follows. Let fpj W j 2 ZCg
be a dense set of points in @�, and for each j let uj be a holomorphic function
on � such that uj 2 C1.� n fpj g/, constructed as above. Then we can produce

mutually disjoint line segments �j lying in�, normal to @� at pj , such that uj
ˇ̌
ˇ
�j

blows up at pj . Now consider

(6.17) u D
X

j�0
cj uj ;
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where cj 2 C are all nonzero, but picked so small that

jcj uj .z/j < 2�j on Oj D fz 2 � W dist.z; @�/ � 2�j g;(i)

jcj uj .z/j < 2�j ; for z 2
[

`<j

�`:(ii)

Condition (i) implies that (6.17) is uniformly convergent on compact subsets of
�, hence u is holomorphic on �. Condition (ii) implies that, for each k 2 ZC,
vk D P

j¤k cj uj is bounded on �k; hence u D vk C ckuk is unbounded on �k .
This produces a holomorphic function on � with the following property:

Proposition 6.4. If � is a bounded, strongly pseudoconvex domain in Cn, then
there is a holomorphic function u on� that is unbounded on each open set O\�,
for any open O such that O \ @� ¤ ;. Hence u does not extend holomorphically
past any point in @�.

A domain � � Cn having such an inextensible holomorphic function u is
called a domain of holomorphy. Domains of holomorphy play an important role
in the theory of holomorphic functions of several complex variables; we refer to
[GR, Ho3, Kr1], and [Lel] for material on this.

We mention that, for the solution to (6.8) given by

(6.18) u D Sf D @
�L�1f;

we have S W H j .�/ ! H j .�/, as a consequence of (5.11). In fact, one can do
better:

(6.19) S W H j .�/ �! H jC1=2.�/:

One method of proving this is sketched in the exercises after �9.

Exercises

1. Interpolate (6.2) with the L2-boundedness of P
@

and P
@

� to show that

P
@
; P
@

� W H j .�;ƒ0;1/ �! H j�".�;ƒ0;1/; 8 " > 0; j � 1:

(Hint: Replace j by Nj in (6.2).)
Can you get rid of the "?
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7. The Bergman projection and Toeplitz operators

We use the operator L�1 on .0; 1/-forms to produce the following Hodge decom-
position for .0; 0/-forms. Throughout this section we assume that � is a bounded
strongly pseudoconvex domain in Cn.

Proposition 7.1. For all u 2 ƒ0;0.�/,

(7.1) u D Bu C @
�L�1 @u

is an orthogonal decomposition in L2.�/. The operator B , extended to L2.�/,
coincides with the orthogonal projection onto

(7.2) H.�/ D fu 2 L2.�/ W @u D 0g:

Here, we take (7.1) as the definition of B . Thus, by (5.12), B W ƒ0;0.�/ !
ƒ0;0.�/. We need to prove that the decomposition (7.1) is orthogonal and that B ,
extended to L2.�/, is indeed the stated projection.

We first note that

(7.3) .v; @
�L�1@u/L2 D .@v;L�1@u/L2 ; 8 u; v 2 ƒ0;0.�/;

since the two sides differ by the integral over @� of hv; �
@

�.x; �/L�1@ui, which

vanishes. This identity shows that, given v 2 ƒ0;0.�/,

(7.4) @v D 0 H) v ? @
�L�1 @u; 8 u 2 ƒ0;0.�/:

Next we claim that

(7.5) @Bv D 0; 8 v 2 ƒ0;0.�/:

This is equivalent to the statement that

(7.6) @@
�L�1 @v D @v:

Now, if we apply the decomposition (6.1) to @v, we see that the two sides of (7.6)
differ by @

�
@L�1 @v; but this vanishes, by (6.6), so we have (7.5).

Combining (7.4) and (7.5), we have

(7.7) Bv ? @
�L�1@u; 8 u; v 2 ƒ0;0.�/;
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so the decomposition (7.1) is orthogonal. Thus B does extend to an orthogonal
projection onL2.�/ and, by (7.5), R.B/ � H.�/. If we apply (7.1) to an element
u of

(7.8) H.�/ D fu 2 ƒ0;0.�/ W @u D 0g;

we get u D Bu, so we have

H.�/ � R.B/ � H.�/;

where H.�/ denotes the closure of H.�/ in L2.�/.
In fact, since B W ƒ0;0.�/ ! ƒ0;0.�/ and ƒ0;0.�/ is dense in L2.�/, it

is now clear that R.B/ D H.�/. We could stop here (rephrasing the statement
of Proposition 7.1), but it is of intrinsic interest to equate this space with H.�/,
which we now do.

Lemma 7.2. If � is a strongly pseudoconvex domain in Cn, then H.�/ is dense
in H.�/.

Proof. It suffices to show that

(7.9) H.�/ ? @
�L�1 @u; 8 u 2 ƒ0;0.�/:

Now, if v 2 H.�/ and u 2 ƒ0;0.�/, so w D L�1@u 2 D0;1 � ƒ0;1.�/, then

(7.10) .v; @
�L�1 @u/L2.�/ D lim

s!0

Z

�s

hv; @�
wi dV;

where�s D fz 2 � W �.z/ � �sg. We have

(7.11)
Z

�s

hv; @�
wi dV D

Z

�s

h@v;wi dV C
Z

@�s

hv; �
@

�.x; �/wi dS:

Of course, the first term on the right side of (7.11) vanishes if v 2 H.�/. Now,
we can take a collar neighborhood of @� and identify @�s with @�, for s small.

Then, for each v 2 H.�/, v.s/ D v
ˇ̌
ˇ
@�s

provides a bounded family in D0.@�/ as

s ! 0. Meanwhile, for any w 2 D0;1,

(7.12) �w.s/ D �
@

�.x; �/w
ˇ̌
ˇ
@�s

! 0 in C1.@�/;
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as s ! 0. Thus the second term on the right side of (7.11) vanishes as s ! 0, so
we have (7.9), and the lemma is proved.

The orthogonal projectionB is called the Bergman projection. If we take as its
defining property that B projects L2.�/ onto H.�/, then the content of Proposi-
tion 7.1 is that we have a formula for B:

(7.13) Bu D u � @
�L�1 @u;

at least for u 2 H 1.�/. The mapping property (5.11) implies B W H j .�/ !
H j�1.�/, for j � 1. If we interpolate this with B W L2.�/ ! L2.�/, we
deduce that

(7.14) B W H j .�/ �! H j�".�/; 8 " > 0; j � 1:

Compare with Exercise 1 in �6. In [K3] it is proved that actually B W H j .�/ !
H j .�/.

Since Bu is holomorphic for each u 2 L2.�/, the evaluation at any z 2 �

is a continuous linear functional on L2.�/, so there exists a unique element of
L2.�/, which we denote as kz, such that

(7.15) Bu.z/ D .u; kz/L2 ; 8 u 2 L2.�/:

Since holomorphic functions are harmonic, the mean-value property implies that
whenever 'z 2 C1

0 .�/ is real-valued and radially symmetric about z 2 �, with
total integral 1, then

(7.16) Bu.z/ D .Bu; 'z/L2 D .u; B'z/L2 ;

so, for each z 2 �,

(7.17) kz D B'z 2 C1.�/:

Also, one can clearly choose 'z.�/ depending smoothly on z and �, so the map
z 7! kz is C1 on�, with values in C1.�/. Thus we can write

(7.18) kz.�/ D K.z; �/; K 2 C1.� ��/:

Then we can rewrite (7.15) as

(7.19) Bu.z/ D
Z

�

u.�/K.z; �/ dV.�/:
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The function K.z; �/ is called the Bergman kernel function. Since B D B�, we
have

(7.20) K.z; �/ D K.�; z/I

hence (7.18) implies

(7.21) K 2 C1.� ��/\ C1.� ��/:

This regularity result is due to [Ker2].
In [F] an analysis was made of the asymptotic behavior of K.z; z/ as z ap-

proaches @�. It was used there as a tool to prove that if �1 and �2 are
two bounded, strongly pseudoconvex domains with smooth boundary and
ˆ W �1 ! �2 is a biholomorphism, then ˆ extends to a diffeomorphism
ˆ W �1 ! �2. Later, S. Bell and E. Ligocka [BL] found a simpler proof of
this mapping result, relying on the property that B W C1.�/ ! C1.�/ (which
follows from (7.14). Nevertheless, the asymptotic analysis ofK.z; z/ has substan-
tial intrinsic interest. A discussion of a number of aspects of this study is given in
the survey [BFG]. In [BSj] the analysis of K.z; z/ is related to an analysis of the
Szegö projection, a projection analogous to the Bergman projection but defined
on L2.@�/. Alternative approaches to the analysis of the Szegö projection are
given in [KS] and in [Tay].

We turn now to a study of Toeplitz operators, defined as follows. Given f 2
L1.�/, we denoteMf u D f u and set

(7.22) Tf u D B.f u/; u 2 H.�/:

Thus Tf W H.�/ ! H.�/. We call Tf a Toeplitz operator. Note that since
kBk D 1, we have an L2-operator norm bound on Tf :

(7.23) kTf k � kf kL1 :

Toeplitz operators have a number of interesting properties, some of which we
derive here. In the statements below, L denotes the space of bounded operators
andK the space of compact operators, acting on the relevant Hilbert space, usually
L2.�/ or H.�/.

Proposition 7.3. If f; g 2 C.�/, then

(7.24) Tf Tg � Tfg 2 K:

Also, if f 2 C.�/,

(7.25) f
ˇ̌
ˇ
@�

D 0 H) Tf 2 K:
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Thus f 7! Tf produces a homomorphism of Banach algebras

(7.26)  W C.@�/ �! L=K:

In view of (7.23), it suffices to prove (7.24) for f; g 2 C1.�/. Also, it suffices to
prove (7.25) for f 2 C1

0 .�/. In fact,

(7.27) f 2 C1
0 .�/ H) Tf W H.�/ ! C1.�/;

so the compactness of Tf in this case is obvious.
To prove (7.24), note that

Tf Tgu � Tfgu D BfBgu � Bfgu D �Bf .I � B/gu;

so (7.24) follows if we show that

(7.28) f 2 C1.�/ H) BMf .I � B/ 2 K:

It is more convenient to show that

(7.29) .I � B/MfB 2 K;

which implies (7.28) upon taking adjoints. To see this, let us use (7.13) to write

(7.30) .I � B/MfBu D @
�L�1 @.fBu/;

at least for u 2 C1.�/. Since Bu is holomorphic, @.fBu/ D .@f /Bu, so we
have

(7.31) .I � B/MfBu D @
�L�1

�
.@f /Bu

�
;

an identity that extends to L2.�/ since both sides are bounded on L2.�/. Thus
(7.29) will be established, and the proof of Proposition 7.3 will be complete, when
we establish the following:

Lemma 7.4. We have

(7.32) @
�L�1 W L2.�;ƒ0;1/ �! L2.�/ compact:
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Proof. For v 2 H1, we have k@�
vkL2 � kL1=2vkL2 , so, for u 2 L2.�;ƒ0;1/,

(7.33) k@�L�1ukL2 � kL�1=2ukL2 :

Since L�1=2 is compact on L2, (7.32) easily follows.

Proposition 7.3 extends to the case when f and g take values in End.Cm/, and
Tf ; Tg act onm-tuples of elements of H.�/. We then have the following.

Proposition 7.5. If f 2 C
�
�;End.Cm/

�
and f .z/ is invertible for each z 2 @�,

then Tf is Fredholm.

Proof. Let g 2 C
�
�;End.Cm/

�
satisfy fg D gf D I on @�. Then

Proposition 7.3 implies

I � Tf Tg 2 K; I � TgTf 2 K;

so Tg is a Fredholm inverse of Tf .

It is natural to ask what is the index of Tf , which clearly depends only on the
homotopy class of f W @� ! Gl.m;C/, by general results on Fredholm opera-
tors established in �7 of Appendix A, on functional analysis. A formula for Index
Tf is given by [Ven] in case � is a ball in Cn. The case of a general, strongly
pseudoconvex domain is treated in [B2]. The formula given there is equivalent to
an identity of the form

(7.34) Index Tf D Index Pf ;

where Pf is an elliptic pseudodifferential operator on @�, constructed as fol-
lows. The manifold @� possesses a spinc structure and associated Dirac operator
D@� (objects defined in Chap. 10). The operatorD@� is a self-adjoint operator on
L2.@�; S/, where S ! @� is a certain spinor bundle. Denote by HC the closed
linear span of the positive eigenspaces of D@� and by PC the orthogonal projec-
tion onto HC. If f takes values in End.Cm/, let PC also denote the orthogonal
projection of L2.@�; S ˝ Cm/ ontoHC ˝ Cm. Then we set

(7.35) Pf D PCMf PC C .I � PC/; acting on L2.@�; S ˝ Cm/:

We see that Pf 2 OPS0.@�/ if f is smooth, and Pf is elliptic if f
ˇ̌
ˇ
@�

is

invertible. The index of Pf is given by the Atiyah–Singer formula; see (8.22)–
(8.25) in Chap. 10.

We note that the correspondencef 7! Pf has properties like those established
for f 7! Tf in Proposition 7.3. That is, if f; g 2 C.@�/,

(7.36) Pf Pg � Pfg 2 K;
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so f 7! Pf produces a homomorphism of Banach algebras

(7.37) � W C.@�/ �! L=K:

In fact, (7.36) is established more easily than (7.24); if f; g 2 C1.@�/, we have
Pf Pg � Pfg 2 OPS�1.@�/. In addition, one can also show that

(7.38) .f / D .f /�; �.f / D �.f /�:

The maps  and � are said to produce extensions of C.@�/ by K. There are cer-
tain equivalence relations among such extensions, first specified by [BDF], and
the resulting equivalence classes define elements of the K-homology group
K1.@�/. In [BDT] it is proved that  and � define the same element of
K1.@�/, a result that implies (7.34) and hence refines Boutet de Monvel’s index
theorem.

Exercises

1. Let fuj g be an orthonormal basis of H.�/. Show that

K.z; �/ D
X

j

uj .z/uj .�/;

the series converging in C1.� ��/.
2. Show that

K.z; z/ � 1

vol �
; 8 z 2 �:

(Hint: Take a orthonormal basis fuj g of H.�/ with u1 D const.)
3. Show that ‰.z/ D log K.z; z/ is strongly plurisubharmonic on �, in the sense defined

in (2.15). Deduce that

hjk.z/ D @2‰

@zj @zk
defines a positive-definite Hermitian metric on �. This is called the Bergman metric
on �.

4. Suppose F W �1 ! �2 is a biholomorphic diffeomorphism between two strongly
pseudoconvex domains �1 and �2. Compute the relation between the Bergman kernel
functions, and deduce that F preserves the Bergman metric.

5. Let Bn be the unit ball in Cn. Show that an orthonormal basis for H.Bn/ is given by

u˛.z/ D b˛z˛; b˛ D
r
.nC j˛j/Š

˛Š
:

Deduce that the Bergman kernel function for Bn is given by

K.z; �/ D V �1
n .1 � z � �/�.nC1/;

where Vn D Vol Bn. Compute the Bergman metric for the ball.
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8. The @-Neumann problem on .0; q/-forms

So far, we have analyzed the @-Neumann problem for .0; 1/-forms, but it was
formulated for .p; q/-forms in �1. Here we extend the analysis of ��2–6 to .0; q/-
forms. Our first order of business is to try to extend Morrey’s inequality. We try to
parallel the computation in (2.5)–(2.11). It is convenient to perform the computa-
tion in a more invariant way, using (1.10)–(1.11), that is,

(8.1) @@
�
u C @

�
@u D �u D �1

2
�u;

where � acts on u componentwise, for u 2 ƒ0;q.�/; � � Cn. We have, as in
(3.20)–(3.21),

(8.2) k@uk2
L2

C k@�
uk2
L2

D .�u; u/L2 � 1

i

Z

@�

D
�
@

�.x; �/ @u; u
E
dS;

for u 2 D0;q , the other boundary integrand
D
@

�
u; �

@
�.x; �/u

E
vanishing in this

case. Also, we have

(8.3) .�u; u/L2 D 2
X

k

���
@u

@zk

���
2

L2
C 2

i

Z

@�

X

k

D
�@=@zk .x; �/

@u

@zk
; u
E
dS:

Hence, for u 2 D0;q ,

(8.4) k@uk2
L2

C k@�
uk2
L2

D 2
X

k

���
@u

@zk

���
2

L2
C �.u; u/;

where

(8.5) �.u; u/ D �1
i

Z

@�

D
�
@

�.x; �/ @u � 2
X

k

�@=@zk .x; �/
@u

@zk
; u
E
dS:

Note that when q D 1, the first term on the right side of (8.4) is equal to the
first term on the right side of (2.11), since jd zj j2 D 2.

Let us write the integrand in (8.5) as ˛.u; u/C ˇ.u; u/, with

(8.6) ˛.u; u/ D �1
i

D
�
@

�.x; �/ @u; u
E

D �h@u; @� ^ ui

and

(8.7) ˇ.u; u/ D 2

i

X

k

D
�@=@zk .x; �/

@u

@zk
; u
E

D 2
X

k

@�

@zk

D @u

@zk
; u
E
:
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Note that in the case q D 1, when u D P
uj d zj , so @u is given by (2.3), we have

(8.8) @� ^ u D
X

j<k

�
@�

@zj
uk � @�

@zk
uj

	
d zj ^ d zk;

so

(8.9)

˛.u; u/ D �4
X

j<k

�
@uj
@zk

� @uk
@zj

	�
@�

@zj
uk � @�

@zk
uj

	

D 4
X

j;k

�
@�

@zk

@uj
@zk

uj � @�

@zj

@uj
@zk

uk

	
:

Here, the first part of the last sum cancels ˇ.u; u/, and the rest is what appears on
the left side of (2.8) (multiplied by �4). Upon applying the identity (2.8), we thus
recover the identity (2.11), for q D 1.

More generally, if u is a .0; q/-form:

(8.10) u D
X

u˛ d z˛;

summed over ˛1 < � � � < ˛q , then

(8.11)

˛.u; u/ D �
X�

@u˛
@zj

d zj ^ d z˛;
@�

@zk
uˇ d zk ^ d zˇ

�

D �2qC1X sgn

 
j˛

kˇ

!
@�

@zk

@u˛
@zj

uˇ ;

where sgn
�
j˛
kˇ

�
is C1 if j; ˛1; : : : ; ˛q are distinct and are an even permutation of

k; ˇ1; : : : ; ˇq , is �1 if an odd permutation, and is zero otherwise. We also have

(8.12) ˇ.u; u/ D 2qC1X

j;˛

@�

@zj

@u˛
@zj

u˛ ;

which cancels out the part of the last sum in (8.11) for which j D k and ˛ D ˇ.
We next want to extend the identity (2.8), so we look for some derivatives

tangent to @�, arising from u 2 D0;q . A calculation gives

(8.13) �
@

�.x; �/u D
X

�

�X

j;˛

sgn

 
˛

j�

!
u˛
@�

@zj

�
d z� ;

summed over �1 < � � � < �q�1. Thus, if u 2 D0;q , then
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(8.14)
X

j;˛

sgn

 
˛

j�

!
u˛

@

@zj
� D 0; 8 �1 < � � � < �q�1:

Hence, extending (2.7), we have

(8.15)
X

j;k;˛;ˇ

sgn

 
ˇ

j�

!
u�

@

@zj

�
sgn

 
˛

k�

!
u˛
@�

@zk

�
D 0;

for all �1 < � � � < �q�1 and �1 < � � � < �q�1. Hence

(8.16)
X

j;k;˛;ˇ

sgn

 
ˇ

j�

!
sgn

 
˛

k�

!n
uˇ
@u˛
@zj

@�

@zk
C uˇu˛

@2�

@zj @zk

o
D 0;

for all such � and � . In this sum we also require ˇ1 < � � � < ˇq .
Now we can put (8.11) and (8.12) together with (8.16), to establish the

following:

Proposition 8.1. If u 2 D0;q , then

(8.17)

k@uk2
L2

C k@�
uk2
L2

D 2
X

k

���
@u

@zk

���
2

L2
C 2qC1X

�

Z

@�

X

j;k

@2�

@zj @zk
W j�Wk� dS;

with

(8.18) Wk� D
X

˛

sgn

 
˛

k�

!
u˛:

Proof. It suffices to show that ˛.u; u/ C ˇ.u; u/, given by (8.11) and (8.12), is
equal to

(8.19) �
X

sgn

 
ˇ

j�

!
sgn

 
˛

k�

!
@�

@zk

@u˛
@zj

uˇ ;

where we sum over j; k; ˛; ˇ; � , with ˛1 < � � � < ˛q , and so on.
To establish the identity at a given point p 2 @�, rotate coordinates so

r�.p/ D @=@yn, and hence @�=@zk D �.i=2/ıkn. Then, at p, the quantity (8.19)
is equal to i times

(8.20)
1

2

X

j;˛;ˇ;�

sgn

 
ˇ

j�

!
sgn

 
˛

n�

!
@u˛
@zj

uˇ :
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That u 2 D0;q implies that uˇ D 0 at p whenever n occurs in ˇ, so we can take
the sum in (8.20) over j ¤ n. Meanwhile, (8.11) and (8.12) sum to i times

(8.21)
1

2

X

j;˛;ˇ

sgn

 
j˛

nˇ

!
@u˛
@zj

uˇ � 1

2

X

˛

@u˛
@zn

u˛

at p; this is equal to

(8.22)
1

2

X

˛;ˇ

sgn

 
˛

ˇ

!
@u˛
@zn

uˇ � 1

2

X

˛

@u˛
@zn

u˛ C 1

2

X

j¤n
sgn

 
j˛

nˇ

!
@u˛
@zj

uˇ :

Now the first two sums in (8.22) cancel and the last sum is equal to (8.20). This
proves the proposition.

Note that (8.13) is equivalent to
P
j Wj� @�=@zj D 0 for all � , so the hypoth-

esis that the Levi form be positive-definite implies

(8.23)
X

j;k

@2�

@zj @zk
W j�Wk� � C

X

j

jWj� j2; 8 �:

Hence the last term in (8.17) is

(8.24) � C
X

j;�

Z

@�

jWj� j2 dS;

when � is strongly pseudoconvex. On the other hand, the map u 7! .Wk� / is
clearly injective, so

P
j;� jWj� j2 � C juj2. We hence have the following:

Corollary 8.2. If � is strongly pseudoconvex and u 2 D0;q ; q � 1, then

(8.25) k@uk2
L2

C k@�
uk2
L2

� 2
X

k

���
@u

@zk

���
2

L2
C C

Z

@�

juj2 dS:

In the rest of this section, we assume that� is a bounded, strongly pseudocon-
vex domain in Cn.

From here, we can use the argument from Proposition 3.1 to show that

(8.26) k@uk2
L2

C k@�
uk2
L2

� Ckuk2
H1=2

; 8 u 2 D0;q;

as long as q � 1, and more precisely we can use kuk2
.1;�1=2/ on the right, as in

(3.9).
As in (3.12)–(3.16), we can define an unbounded, self-adjoint operator L on

L2.�;ƒ0;q/, for each q � 1, such that D.L1=2/ is the completion of D0;q with
respect to the square normQ.u; u/ D k@uk2

L2
C k@�

uk2
L2

, and
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(8.27) kL1=2uk2
L2

D Q.u; u/; 8 u 2 D.L1=2/:

By (8.25) and (8.26), L1=2 has compact resolvent, and zero is not in the spectrum
of L1=2, so L�1 exists and is a compact operator on L2.�;ƒ0;q/, for 1 � q � n.
Furthermore, Proposition 3.2 extends, so (3.18) holds for u 2 D.L/.

Then the higher-order a priori estimates of �4 and the regularity results of �5
extend, to yield the following:

Proposition 8.3. For 1 � q � n,

(8.28) L�1 W H j .�;ƒ0;q/ �! H jC1.�;ƒ0;q/; j � 0;

and

(8.29) L�1 W ƒ0;q.�/ �! ƒ0;q.�/:

Thus the material of �6 extends. We have the next result:

Proposition 8.4. Given u 2 ƒ0;q.�/; q � 1, we have

(8.30) u D @@
�L�1u C @

�
@L�1u D P

@
u C P

@
� u:

The two terms on the right side are mutually orthogonal in L2.�;ƒ0;q/. Further-
more, for j � 1,

(8.31) P
@
; P

@
� W H j .�;ƒ0;q/ �! H j�".�;ƒ0;q/; 8 " > 0:

Corollary 8.5. If q � 1 and f 2 ƒ0;q.�/ satisfies @f D 0, then there exists
u 2 ƒ0;q�1.�/ satisfying @u D f .

Note that there is no “cohomology” here. In the more general case of strongly
pseudoconvex complex manifolds, which will be discussed in �10, there can per-
haps be cohomology, arising from a nontrivial null space of L onƒ0;q.�/; q � 1.

We next echo some constructions of �A. We define vector bundlesEj ! � by

(8.32) E0 D
M

j�0
ƒ0;2j ; E1 D

M

j�0
ƒ0;2jC1; E D E0 ˚ E1:

We then define the unbounded operator DN on L2.�;E/ to be the closure of
@C @

�
, acting on

L
q�0D0;q . As usual, D0;q is as defined in (2.2); in particular,

we have D0;0 D ƒ0;0.�/. Note that, for q � 1; D.DN /\L2.�;ƒ0;q/ coincides
with D.L1=2/, as defined in �3 for q D 1 and in this section for general q � 1.
Also, the orthogonality relations imply that

(8.33) D.DN / D
M

q�0
D.DN / \L2.�;ƒ0;q/:
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It is easily verified from Green’s formula that DN is symmetric; in fact, such
arguments as needed for Exercise 1 in �3 imply that DN is self-adjoint.

General considerations imply that the Friedrichs extension method, applied to
the quadratic form Q.u; u/ D kDN uk2

L2
on H1 D D.DN /, gives rise precisely

to the positive, self-adjoint operator D�
NDN D D2

N . In view of the construction
of the self-adjoint operator L on L2.�;ƒ0;q/ discussed above, we have

(8.34) D2
N D L on each factor L2.�;ƒ0;q/;

for q � 1. In particular, we have the identity of the domains of these operators.
The operator DN provides an example of the following structure. DN D D

has the form

(8.35) D D
�
0 A�
A 0

	
;

a self-adjoint operator on a Hilbert spaceH D H0 ˚H1, where A W H0 ! H1 is
a closed, densely defined operator. In the present case, Hj D L2.�;Ej /. Thus

(8.36) D2 D
�
A�A 0

0 AA�
	
;

and our results on L imply that

(8.37) .D2 C 1/�1 is compact on H1:

Of course, .D2 C 1/�1 is not compact on H0 in this case, since it coincides
with the identity on H.�/ � L2.�;ƒ0;0/ � H0, which is an infinite-
dimensional space. There is another important property, namely that, for any
f 2 C1.�/; Mf preserves D.DN / and

(8.38) ŒMf ;D	 extends to a bounded operator on H0 ˚H1:

Using these properties, we will establish the following, which, as we will see,
complements Proposition 7.3. Set

(8.39) F D D.D2 C 1/�1=2 D
�
0 T �
T 0

	
; T D A.A�AC 1/�1=2:

Proposition 8.6. The operator F has closed range, and for all f 2 C.�/, we
have a compact commutator:

(8.40) ŒMf ; F 	 2 K.H0 ˚H1/:
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To establish (8.40), we may as well assume f 2 C1.�/. Then we can write

(8.41) ŒMf ; F 	 D ŒMf ;D	.D
2 C 1/�1=2 CDŒMf ; .D

2 C 1/�1=2	:

It follows from (8.38) that the first term on the right is compact on H1. Before
looking at the last term on the right, we derive a result that gives some information
on the behavior of the first term on H0.

Lemma 8.7. The operator .D2 C 1/�1=2 is compact on the orthogonal comple-
ment of ker D (in H0).

Proof. We are saying that .A�AC 1/�1=2 is compact on the orthogonal comple-
ment of ker A in H0. We will deduce this via the identity

(8.42) Ag.A�A/ D g.AA�/A on D.A/;

which holds for any bounded, continuous function g on Œ0;1/. The identity (8.42)
is a consequence of the identity

(8.43) Dg.D2/ D g.D2/D on D.D/:

Another ingredient in the proof of the lemma is the following. Since AA� has
compact resolvent,H1 has an orthonormal basis of eigenvectors for AA�, and we
have

(8.44)
A W Eigen.�; A�A/ �! Eigen.�; AA�/;
A� W Eigen.�; AA�/ �! Eigen.�; A�A/:

If � ¤ 0, these maps are inverses of each other, up to a factor �, so they are
isomorphisms.

To prove the lemma, we first show that

(8.45) ' 2 C1
0 .R/; '.0/ D 0 H) '.A�A/ 2 K.H0/:

To do this, write '.s/ D s'1.s/'2.s/'3.s/; 'j 2 C1
0 .R/. Then, applying (8.42)

with g D '1'2, we have

(8.46)
'.A�A/ D A�A.'1'2/.A�A/'2.A�A/

D A�'1.AA�/'2.AA�/A'3.A�A/:

Here, A'3.A�A/ 2 L.H0;H1/; '2.AA�/ 2 K.H1/, and A�'1.AA�/ 2
L.H1;H0/, so (8.45) follows. Consequently, the spectrum of A�A, which is
contained in Œ0;1/, is discrete on any compact interval in .0;1/, of finite multi-
plicity. It remains to show that this spectrum cannot accumulate at 0. Indeed, the
argument involving (8.44) shows that

(8.47) f0g [ spec A�A D f0g [ spec AA�;
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and since AA� has compact resolvent, its spectrum does not accumulate at 0, so
Lemma 8.7 is proved.

To proceed with the proof of Proposition 8.6, we next show that the last term
in (8.41) is compact on H1 and on the orthogonal complement of ker D in H0.
One tool will be the integral representation

(8.48)
.D2 C 1/�1=2 D 1

�

Z 1

0

��1=2.D2 C 1C �/�1 d�

D 2

�

Z 1

0

.D2 C 1C s2/�1 ds:

In order to get a convenient formula for ŒMf ; .D
2C1C s2/�1	, set t D p

1C s2

and write

(8.49) .D2 C t2/�1 D .D C i t/�1.D � i t/�1;

so

ŒMf ; .D
2 C t2/�1	 D ŒMf ; .D C i t/�1	.D � i t/�1

C .D C i t/�1ŒMf ; .D � i t/�1	:(8.50)

Since, for f 2 C1.�/; Mf preserves D.D/, we have

(8.51) ŒMf ; .D C i t/�1	 D �.D C i t/�1ŒMf ;D	.D C i t/�1:

Hence

ŒMf ; .D
2 C t2/�1	 D � .D C i t/ŒMf ;D	.D

2 C t2/�1

� .D2 C t2/ŒMf ;D	.D � i t/�1:(8.52)

Therefore the last term in (8.41) is equal to

(8.53)

� 2
�

Z 1

0

D
�
D C i

p
1C s2

��1
ŒMf ;D	.D

2 C 1C s2/�1 ds

� 2
�

Z 1

0

D.D2 C 1C s2/�1ŒMf ;D	
�
D � i

p
1C s2

��1
ds

D T1 C T2:

In view of the operator norm estimates

kD.D ˙ i t/�1k � 1; k.D ˙ i t/�1k � t�1;
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for t � 0, it follows that both integrals in (8.53) are convergent in the operator
norm. Thus T1CT2 is compact on any closed subspace ofH0˚H1 on which the
integrands are compact, for all s 2 Œ0;1/.

The integrand for T1 is a product of bounded operators with the factor .D2 C
1 C s2/�1, which we know to be compact on H1 and on .ker D/?, so T1 is
compact there. The integrand for T2 is a product of bounded operators and
D.D2 C 1 C s2/�1. It follows from Lemma 8.7 that this factor is compact on
all of H0 ˚H1, so T2 is compact on H0 ˚H1.

To complete the proof of compactness of the commutator (8.40), it remains to
show that this commutator is compact on ker D, for f 2 C1.�/. In such a case
we can write, in place of (8.41),

ŒMf ;D.D
2 C 1/�1=2	 D ŒMf ; .D

2 C 1/�1=2D	
D ŒMf ; .D

2 C 1/�1=2	D C .D2 C 1/�1=2ŒMf ;D	;

(8.54)

on D.D/. On ker D, this is equal to

(8.55) .D2 C 1/�1=2ŒMf ;D	:

Now ŒMf ;D	 maps H0 to H1, and .D2 C 1/�1=2 is compact on H1, so (8.55) is
compact on H0. This completes the proof of the compactness assertion (8.40).

Finally, the proof of Lemma 8.7 shows that zero is an isolated point of spec
D2, hence of spec D, so D has closed range, and hence F has closed range. This
completes the proof of Proposition 8.6.

Another consequence of Lemma 8.7 is that

(8.56) F � F0 2 K; F0 D PC � P�;

where PC is the orthogonal projection onto the closed linear span of the positive
eigenspaces ofD, and P� is the orthogonal projection onto the closed linear span
of the negative eigenspaces of D. Thus (8.40) is equivalent to

(8.57) ŒMf ; F0	 2 K;

for all f 2 C.�/. Note that

(8.58) F 20 D PC C P� D I � P 0;

where P 0 is the orthogonal projection onto ker D. Since

ŒMf ; F
2
0 	 D ŒMf ; F0	F0 C F0ŒMf ; F0	;

we have the following variant of (8.40):
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Proposition 8.8. For all f 2 C.�/, we have compact commutators:

(8.59) ŒMf ; P
C	; ŒMf ; P

�	; ŒMf ; P
0	 2 K.H0 ˚H1/:

In our present situation, P 0 preserves each factor L2.�;ƒ0;q/ in H0 ˚ H1.
In fact, P 0 is zero on all these spaces except L2.�;ƒ0;0/, on which it is the
Bergman projection. Thus the compactness of ŒMf ; P

0	 is equivalent to the com-
pactness of ŒMf ; B	, established in Proposition 7.3.

The value of Propositions 8.6–8.8 as a complement to Proposition 7.3 is par-
ticularly revealed in its relevance to the index identity (7.34). We will give only a
brief description of this connection here, referring to [BDT] for details. As shown
in [BDT], the results in Propositions 8.6–8.8 imply that DN determines a rel-
ative K-homology class, ŒDN 	 2 K0.�; @�/, and that the K-homology class
Œ 	 2 K1.@�/ described in �7 is obtained from ŒDN 	 by applying a natural bound-
ary map:

@ W K0.�; @�/ �! K1.@�/:

It is then shown in [BDT] that a certain identity in K0.�; @�/ leads, via the
application of this boundary map, to the identity Œ 	 D Œ�	 2 K1.@�/ mentioned
in �7, an identity that in turn implies the index identity (7.34).

Exercises

1. Extend the results of this section to

@ W C1.�; V ˝ƒ0;q/ �! C1.�; V ˝ƒ0;qC1/;

for any finite-dimensional, complex vector space V . Deduce results for

@ W ƒp;q.�/ �! ƒp;qC1.�/:

2. Establish an analogue of Proposition A.4 for the @-complex.

9. Reduction to pseudodifferential equations on the boundary

In this section we reduce the @-Neumann problem on � to a system of equations
on @�. This method provides an alternative to the sort of analysis carried out in
��2–5. We consider the boundary problem

(9.1)
�u D 0 on �;

�
@

�.x; �/u D 0; �
@

�.x; �/@u D f on @�:

We write u in terms of a solution to the Dirichlet problem:

(9.2) �u D 0 on �; u
ˇ̌
ˇ
@�

D g;
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that is, u D PI g. Thus, g satisfies the equation

(9.3) Ag D f;

where

(9.4) Ag D �
@

�.x; �/ @.PI g/
ˇ̌
ˇ
@�
;

and we require

(9.5) �
@

�.x; �/g D 0:

Thus, we can regard A as a linear operator

(9.6) A W C1.@�;E/ �! C1.@�;E/;

where E ! @� is the complex vector bundle

(9.7) E D Ker �
@

�.x; �/ D Im �
@

�.x; �/:

Here, if we are looking at � on .0; q/-forms, the first �
@

�.x; �/ in (9.7) acts on

ƒ0;q
ˇ̌
ˇ
@�

and the second acts on ƒ0;qC1
ˇ̌
ˇ
@�

. The second identity in (9.7) follows

from the exactness of the symbol sequence for the @-complex.
For simplicity, we confine attention to the case q D 1, which was studied in

��2–6. Thus u D PI g has the form

(9.8) u D
X

uj d zj ; uj D gj on @�:

Say � D P
.�j dxj C �j dyj /, so

(9.9) � C iJ t� D
X

'j d zj ; 'j D �j � i�j :

The condition that �
@

�.x; �/u D 0 on @� is equivalent to

(9.10)
X

'jgj D 0:

A computation gives

(9.11) �
@

�.x; �/ @u D
X

fj d zj ; fj D 1

4

X

k

'k

�
@uj
@zk

� @uk
@zj

	
:

Note that
P
'jfj D 0, a fact consistent with the second identity in (9.7).
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To express (9.11) in the form (9.3), write

(9.12)
@u

@zk
D 1

2
.Yk C akN /g;

for u D PI g, where Yk is a (complex) vector field tangent to @�; ak 2
C1.@�/, and N is the Neumann operator for the Dirichlet problem:

(9.13) Ng D @u

@�
; u D PI g:

Thus we get Ag D f , that is, fj D Aj
kgk , with

(9.14) 8fj D
X

k

'k.Yk C akN /gj �
X

k

'k.Yj C ajN /gk :

Note that
P
k 'kgk D 0 ) P

k 'kYjgk D �Pk.Yj'k/gk , for each j . Thus
we can write the system as

(9.15) 8fj D .iY C aN /gj � aj
X

k

'kNgk C
X

k

.Yj'k/gk;

with

(9.16) iY D
X

k

'kYk; a D
X

k

ak'k:

Now, (9.12) implies that Re ak D �k and Im ak D �k , or

(9.17) ak D 'k:

Also, of course, 1 D P
.�2j C �2j / D P j'j j2, so we have a D 1 in (9.16).

Furthermore, if � is a defining function for �, as in �2 (so � D 0 and jr�j D 1

on @�; � < 0 on �), then 'k D �2@�=@zk and, for all v 2 C1.�/,

(9.18)
X @�

@zk

@v

@zk
D 1

2
h@v; @�iI

so, if uj D PI gj , we have

(9.19) .iY C aN /gj D h@uj ; @�i
ˇ̌
ˇ
@�
:

Fix p 2 @�, and rotate coordinates so @� is tangent to fyn D cg at p, and
r� D �@=@yn at p. Then @� D �.i=2/ d zn at p, so we have

(9.20) .iY C aN /gj D �i @gj
@xn

C Ngj :
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We recapture the identity a D 1 and see that, in (9.15), Y is a real vector field
tangent to @�, namely

(9.21) Y D �J.r�/:

Note that we can write (9.10), and the analogous result for f , as

(9.22)
X

gj aj D 0 D
X

fjaj :

If we define Q 2 C1.@�;End.Cn// to be the orthogonal projection that annihi-
lates .a1; : : : ; an/, then Qg D g and Qf D f , so we can applyQ to (9.15), and
write

(9.23) 8f D .N C iY /g C Cg;

where C D C1 C C2, with

(9.24) C1g D ŒQ;N C iY 	g; .C2g/j D
X

k;`

Qj
`.Y`'k/.Qg/k:

Note that, for each x 2 @�; R.Q.x// D Ex D Hx.@�/ (defined by (2.33)) in
this case.

Thus we need to analyze the pseudodifferential operator

(9.25) �C D N C iY C C 2 OPS1.@�/;

which we claim to be hypoelliptic. The principal symbol is given by

(9.26) ��C.x; �/ D �j�j C .x; �/; .x; �/ D hY; �i;

which is � 0 everywhere and vanishes to second order on the ray bundle gen-
erated by J t .d�/, which we will denote as †C � T �.@�/ n 0. Thus †C is the
characteristic set of �C.

Since ��C D �NCiY vanishes to second order on †C, it follows that C1 D
ŒQ;N C iY 	 2 OPS0.@�/ satisfies

(9.27) �C1.x; �/ D 0 on †C:

It will turn out that this implies that the presence of C1 does not affect the hypoel-
lipticity of �C.

The operator C2 (also of order zero) requires further study. If we fix p 2 @�

and rotate coordinates so that Tp.@�/ is given by fyn D cg, thenQ.p/ annihilates
the last component of a vector in Cn, and we have
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(9.28) C2g.p/ D 2

0

@
X

k�n�1

@'k

@z1
gk ; : : : ;

X

k�n�1

@'k

@zn�1
gk ; 0

1

A :

Note that the Levi form arises here:

(9.29) 2
@'k

@zj
D �4 @2�

@zj @zk
D �4Lkj

on @�. Thus, for any g; h 2 L2.@�;Cn/, we have

(9.30) .C2g; h/L2 D �4
Z

@�

L.Qg;Qh/ dS:

If g and h are sections of E ! @�, we can omit the Qs in (9.30).
We have used the fact that N D �p��X mod OPS0.@�/ in the symbol

calculation (9.26), where �X is the Laplace operator on X D @�. We next make
use of a finer analysis of N , given in �C at the end of this chapter, which says

(9.31) N D �
p

��X C B; B 2 OPS0.@�/; �B.x; �/ D 1

2
Tr .ANP 0� /;

where AN is the Weingarten map (arising from the second fundamental form
of @� � R2n) and P 0

�
is the orthogonal projection of Tx.@�/ onto the linear

subspace annihilated by �. Thus

(9.32) ��C D
p

��X � iY C B1; B1 D �B � C 2 OPS0.@�/:

In (9.29) we have related the principal symbol of the most important part C2 of C
to the Levi form. If we use (B.20), we can write the principal symbol of B on †C
as

(9.33) �B .x; 
/ D 2
�

TrbL
�
I; 
 D J t .d�/;

where we use the Hermitian metric on H.@�/ to produce the section

bL 2 C1
�
@�;End H

�

from the Levi form. Hence

(9.34) �B1.x; �/ D �2
h
.TrbL/I � 2bLQ

i
C ˇ.x; �/;

where ˇ.x; �/ vanishes on †C.
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The action of �C on sections of E is of major interest, but it is convenient to
analyze �C on general functions u 2 L2.@�;Cn/. To do this, it is convenient to
replacebLQ by

bLQ D bLQ C �.x/.I �Q/;

where �.x/ is a positive function to be specified later. Thus, we replace (9.34) by

(9.35) �B1.x; �/ D �2
h
.TrbL/I � 2bLQ

i
C ˇ.x; �/:

From now on, we work with this modified �C.
The structure of �C is to some degree simplified by composing on the left by

��, defined by

(9.36) ��� D
p

��X C iY C B2;

where B2 2 OPS0.@�/ will be specified shortly. Note the different sign in front
of iY . Thus �� is elliptic on †C; its characteristic set is †�, the ray bundle in
T �.@�/ n 0 generated by �J t .d�/. We have

(9.37) ���C D ��X C Y 2 C F;

where F 2 OPS1.@�/ is given by
(9.38)

F D
�p

��X C iY
�
B1 � i

hp
��X ; Y

i
C B2

�p
��X � iY

�
C B2B1:

Since
˙i

hp
��X ; Y

i
D
hp

��X ;
p

��X ˙ iY
i

and
p��X ˙ iY is doubly characteristic on †
, we see that

(9.39) �i Œ
p��X ;Y �.x; �/ D 0 on †C [†�:

Now .x; �/ D ˙j�j on †˙. Consequently, the principal symbol of F satisfies

(9.40) �F .x; �/ D
(
2j�j�B1.x; �/ on †C

2j�j�B2.x; �/ on †�

)
:

Thus, if B2 is chosen so that

(9.41) �B2.x; �/ D 2
h
.TrbL/I � 2bLQ

i
on †�;

then

(9.42) �F .x; �/ D �4
h
.TrbL/I � 2bLQ

i
.x; �/ on † D †C [†�:
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If �� is constructed in this fashion, we have

(9.43) ���C D ��X C Y 2 � i˛.x/Y CR D �b CR;

with

(9.44) ˛.x/ D 4
h
.TrbL/I � 2bLQ

i
; R 2 OPS1.@�/; �R.x; �/ D 0 on †:

As we have suggested, R will play a minor role in the analysis. Now the opera-
tor �b D ��X C Y 2 C i˛.x/Y is a second-order differential operator, doubly
characteristic on † D †C [†�. It is essentially the “Kohn Laplacian” on @�.

We now derive an analogue of the “1=2-estimate” for �b CR. In the analysis,
R (or perhaps R0 or Rj ) will denote an arbitrary element of OPS1.@�/ (some-
times a differential operator) whose principal symbol vanishes on †; it might

vary from line to line. We begin with an estimate on
�
.�b C R/u; u

�

L2
when

u is supported on an open set O � @� diffeomorphic to a ball in R2n�1. Let
fXj W 1 � j � 2ng be a smooth, orthonormal frame field for H.@�/ over O, such
that XnCj D JXj .

Lemma 9.1. Assume bL is positive-definite on Hx.@�/, for all x 2 @�. Also as-
sume n � 3. If u 2 C1

0 .O;Cn/, then, for some Cj > 0,

(9.45) Re
�
.�b CR/u; u

�

L2
� C0

X
kXj uk2

L2
C C0kuk2

H1=2
� C1kuk2

L2
:

Proof. Note that

(9.46) ��X C Y 2 D �
2nX

jD1
X2j CR:

Now set

(9.47) Zj D Xj � iXjCn; Zj D Xj C iXjCn:

We have

(9.48)
ZjZj D X2j CX2jCn � 1

2
ŒZj ; Zj 	;

ZjZj D X2j CX2jCn C 1

2
ŒZj ; Zj 	:

If we use (B.7), and recall that Y D �J.r�/, we have

(9.49)
1

2
ŒZj ; Zj 	 D �iˇj .x/Y CRj ; ˇj .x/ D 4L.Xj ; Xj / D 4hbLXj ; Xj i:
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(The factor of 4 arises from a slightly different definition ofZj andZj in (B.10).)
Note also that

(9.50) ZjZj D �ZjZ�
j CRj ; ZjZj D �Z�

jZj CR0
j :

Hence, since
P
ˇj D 4 TrbL,

(9.51)
��X C Y 2 D

X
ZjZ

�
j C 4i.TrbL/Y CR1

D
X

Z�
jZj � 4i.TrbL/Y CR2:

Thus,

(9.52)
�b CR D

X
ZjZ

�
j C iA1.x/Y CR1

D
X

Z�
jZj � iA2.x/Y CR2;

where

(9.53) A1.x/ D 8bLQ; A2.x/ D 8
�
.TrbL/I �bLQ

�
:

Recall that bLQ D bLQ C �.x/.I � Q/. As long as �.x/ > 0; A1.x/ is a
positive-definite matrix function. Also, as long as n � 3, Tr bL exceeds any sin-
gle eigenvalue of bL, so we can pick �.x/ > 0 small enough that A2.x/ is also a
positive-definite matrix function.

Given that A1.x/ and A2.x/ are positive-definite, we want to take a “convex
combination” of the two expressions on the right side of (9.52) and obtain an
expression for which the estimate (9.45) is obvious. Let 'j .x; �/ 2 S0 be real-
valued and satisfy

(9.54) 'j .x; �/ � ı > 0; '1.x; �/
2 C '2.x; �/

2 D 1:

Then the operators 'j .x;D/ are elliptic, and we have

(9.55)

�b CR D '1.x;D/
� XZjZ

�
j '1.x;D/

C '2.x;D/
� XZ�

jZj'2.x;D/

C i
h
A1.x/'1.x;D/ �A2.x/'2.x;D/

i
Y CR0:

Now the operator

(9.56) V D i
h
A1.x/'1.x;D/ � A2.x/'2.x;D/

i
Y
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has symbol on† given by

(9.57) �V .x; �/ D ˙
h
A1.x/'.x; �/ � A2.x/'2.x; �/

i
j�j on †˙:

Given that A1.x/ is positive-definite, we see that �V .x; �/ is positive-definite on
†C as long as '2.x; �/ is sufficiently small on†C; similarly, if A2.x/ is positive-
definite, then �V .x; �/ is positive-definite on†� as long as '1.x; �/ is sufficiently
small on †�.

Thus, under the hypotheses of Lemma 9.1, we can arrange

(9.58) �V .x; �/ � c0j�jI on †; c0 > 0:

Now we can write

(9.59) V D W CR; �W .x; �/ � c0j�jI on T �O n 0;

and deduce from (9.55) that

(9.60)

Re
�
.�bCR/u; u

�

L2

D
Xn

kZ�
j '1.x;D/uk2

L2
C kZj'2.x;D/uk2

L2

o

C Re.W u; v/L2 C Re.Ru; u/L2 ;

Gårding’s inequality implies

(9.61) Re.W u; u/L2 � C0kuk2
H1=2

� C1kuk2
L2
:

If we note that ŒZj ; '1.x;D/	 and ŒZ�
j ; '2.x;D/	 belong to OPS0.@�/ and use

elliptic estimates, we see that the sum over j on the right side of (9.60) is

(9.62) � C0

2nX

jD1
kXj uk2

L2
� C1kuk2

L2
:

Finally, given R 2 OPS1.@�/; �R.x; �/ D 0 on †, we can write

(9.63) R D
X

SjXj C S0; Sj 2 OPS0.@�/
and obtain

(9.64) j.Ru; u/j � C
X

kXj ukL2kukL2 C Ckuk2
L2
:

From these estimates, we have (9.45).
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Note that since Re
�
.�b C R/u; u

�

L2
� kukH1=2k.�b C R/ukH�1=2 , the in-

equality (9.45) implies the estimate

(9.65)
X

kXj uk2
L2

C kuk2
H1=2

� Ck.�b CR/uk2
H�1=2 C Ckuk2

L2
;

for u 2 C1
0 .O;Cn/.

We can localize the estimate (9.65) as follows. Given  0 2 C1
0 .O/, we see

that

(9.66)  0.x/.�b CR/� .�b CR/ 0.x/ D R0:

Assuming  j 2 C1
0 .O/;  jC1 D 1 on supp  j , we have

(9.67)  0.�b CR/�  1.�b CR/ 0 D  1R
0 2 C  1Œ 2; R

0	:

Applying (9.65) with u replaced by  0u, we then have

(9.68)

X
kXj . 0u/k2

L2
C k 0uk2

H1=2

� Ck 0.�b CR/uk2
H�1=2 C C

X
kXj . 2u/k2

H�1=2

C Ck 0uk2
L2

C Ckuk2
H�1 ;

for u 2 C1.@�;Cn/.
If we cover @� by a finite collection of open sets O	 , diffeomorphic to balls,

and sum the resulting estimates, we obtain a global estimate of the form
(9.69)

krHuk2
L2

C kuk2
H1=2

� Ck.�b CR/uk2
H�1=2 C CkrHuk2

H�1=2 C Ckuk2
L2
;

for all u 2 C1.@�;Cn/, where, for each component uj of u, rHuj .x/ is the
orthogonal projection of ruj .x/ 2 C˝Tx.@�/ ontoC˝RHx.@�/, so rHu.x/ 2
Cn ˝R Hx.@�/. We can write

(9.70) krHuk2
H�1=2 � "krHuk2

L2
C C."/krHuk2

H�1

and absorb the term "krHuk2
L2

, obtaining

(9.71) krHuk2
L2

C kuk2
H1=2

� Ck.�b CR/uk2
H�1=2 C Ckuk2

L2
:

We can obtain higher-order estimates as follows. With ƒ D p��X C I , we
have

(9.72) ƒk.�b CR/� .�b CR/ƒk D R0ƒk ;
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so applying (9.71) with u replaced by ƒku yields

(9.73)
krHƒ

kuk2
L2

C kƒkuk2
H1=2

� Ckƒk.�b CR/uk2
H�1=2 C CkR0ƒkuk2

H�1=2 C Ckƒkuk2:

Now we have kR0ƒkuk2
H�1=2 � CkrHƒ

kuk2
H�1=2CCkƒkuk2

H�1=2 , so standard
methods yield the a priori estimate

(9.74) krHuk2
Hk

C kuk2
HkC1=2 � Ck.�b CR/uk2

Hk�1=2 C Ckuk2
L2
;

for all u 2 C1.@�;Cn/.
We can go from the estimate (9.74) to the associated regularity theorem:

Theorem 9.2. If � is a bounded, strongly pseudoconvex domain in Cn and
n � 3, then the operator �b C R given by (9.43)–(9.44) is hypoelliptic. If
u 2 L2.@�;Cn/, then, for any s 2 Œ�1=2;1/,

(9.75) .�b CR/u 2 H s H) u 2 H sC1:

Proof. We first establish the local version of (9.75), for s D k�1=2; k D 0; 1; 2,
and so on. Let O be a coordinate patch on @�, identified with a ball in R2nC1.
Take  j 2 C1

0 .O/ such that  jC1 D 1 on supp  j . Let ' 2 C1
0 .R

2nC1/
satisfy '.�/ D 1 for j�j � 1; 0 for j�j � 3=2. Consider the following families of
operators, for " 2 .0; 1	:

(9.76) J"u D  1.x/'."D/ 0.x/u; K"u D  3.x/'.2
�1"D/ 2.x/u:

We have

(9.77) J"; K" bounded in OPS01;0; O."�k/ in OPS�k
1;0 ;

and

(9.78) K"J" � J" bounded in OPS�1
1;0 :

The formula (9.46) yields

(9.79) K".�b CR/� .�b CR/K" D �
X

ŒK"; X
2
j 	 � i ŒK"; ˛Y 	C ŒK"; R

0	;

which is equal to

(9.80)
X

Bj"Rj ; Bj" bounded in OPS01;0; O."
�k/ in OPS�k

1;0 :
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Also we have

(9.81) Bj"RjJ" bounded in OPS�1
1;0 :

Now, we apply (9.74) with u replaced by J"u, to get

(9.82)

krHJ"uk2
Hk

C kJ"uk2
HkC1=2

� CkK".�b CR/uk2
Hk�1=2

C C
X

kBj"RjJ"uk2
Hk�1=2 C CkJ"uk2

L2

� Ck.�b CR/uk2
Hk�1=2 C Ckuk2

L2
:

Passing to the limit " ! 0 yields the local version of the regularity result (9.75),
for s D k�1=2; k D 0; 1; 2; : : : , and the result (9.75) for general s 2 Œ�1=2;1/

can be deduced via an interpolation argument.

We are now in a position to prove the main result of this section.

Theorem 9.3. If � is a bounded, strongly pseudoconvex domain in Cn, and
n� 2, then the operator �C given by (9.25) is hypoelliptic. If u 2 L2.@�;Cn/,
then, for any s 2 Œ1=2;1/,

(9.83) �Cu 2 H s H) u 2 H s :

Proof. If n � 3, this is immediate from Theorem 9.2. It remains to deal with the
case n D 2.

What happens to the argument involving ���C D �b C R when n D 2 is

that we cannot pick 'j .x; �/ to satisfy (9.54) and arrange that �V .x; �/
ˇ̌
ˇ
†

, given

by (9.57), be � c0j�j, with c0 > 0. The reason is that A2 is not positive definite.

Recall from (9.53) that A2.x/ D 8
�
.TrbL/I �bLQ

�
, so if n D 2, zero must be an

eigenvalue of A2.x/; 8 x 2 @�. This makes it impossible to make �V .x; �/ �
c0j�j on †�. However, we can still arrange that �V .x; �/ � c0j�j on †C. In fact,
for this we can just take '1.x; �/ D 1 � ı; '2.x; �/ D ı, for small, positive ı.

To fix �b CR, we merely alter it on a small conic neighborhood of †�. Set

(9.84) e�b D �b CRC S;

where S 2 OPS1; S.x; �/ is supported on a small conic neighborhood of †�,

and furthermore S.x; �/
ˇ̌
ˇ
†�

� c1j�j, for sufficiently large, positive c1. Then the

arguments used to prove Lemma 9.1 and Theorem 9.2, starting with (9.58)–(9.60),
show that e�b is hypoelliptic and

(9.85) e�bu 2 H s H) u 2 H sC1:

Since e�b is equal to ���C microlocally near †C and �C is elliptic away from
†C, this is enough to complete the proof of Theorem 9 .3.
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Though we will not pursue details, we mention that there are constructions
of parametrices for various classes of hypoelliptic operators with double char-
acteristics which include the operators studied above. Constructions making use
of Fourier integral operators are given in [B1, Sj], and [Tr2]. Another approach
makes use of analysis on the Heisenberg group; this was initiated in [FS] and pur-
sued in a number of papers, including [BG, BGS, BS, D, Gel, GS, RS], and [Tay].
The Heisenberg group approach provides a convenient way to obtain estimates in
other function spaces, such as Lp-Sobolev spaces and Hölder spaces, on which
results were first obtained, by other methods, in [Ker].

The reduction of the @-Neumann problem to the study of �C was made in
[GS], for (0,1)-forms, on a strongly pseudoconvex manifold, with a special met-
ric, typically different from the Euclidean metric, called a Levi metric. A special
property of a Levi metric is thatbL, arising as in (9.33) and (9.34), is a multiple of
the identity. A reduction of the @-Neumann problem for (0,1)-forms, with a gen-
eral metric, was made in [Cha]. The analogous study for .0; q/-forms, q � 1, is
made in [LR], for a Levi metric, and in [BS] for a general metric. In these analy-
ses,� can be a general strongly pseudoconvex complex manifold, not necessarily
a domain in Cn. In �10 we will derive estimates for the @-Neumann problem on
such manifolds, via the sort of energy-estimate approach used in ��2–5 and 8.
The details of the reduction to the boundary made in this section would have to be
modified to treat the more general situation, since we made use of the fact that �
is (a constant multiple of) the Laplace operator, acting componentwise, on forms
on a domain in Cn, with its standard flat metric.

While we have emphasized C1 regularity, there are also results on the ana-
lytic regularity of solutions to the @-Neumann problem when @� is real analytic
and strongly pseudoconvex, in [Tar, Tr1], and [Gel], the latter two making use of
analytic pseudodifferential operator calculi on @�.

Exercises

1. Work out the formula for �C when� is the unit ball in Cn, using (C.29), withm D 2n.
2. Extend the results of Theorems 9.2 and 9.3 to all s. (Hint: For any invertible, elliptic
ƒ
 2 OPS
 .@�/ with scalar principal symbol, write

ƒ�
 .�b CR/ƒ
 D �b CR0:/
3. Show that the regularity results of �5 follow from Theorem 9.3. (Hint: If U solves

�U D F , with homogeneous @-Neumann boundary conditions of the form (1.12),
write U D U0 C u, where U0 solves the Dirichlet problem

�U0 D F on �; U0

ˇ̌
ˇ
@�

D 0;

and u solves (9.1), with
f D ��

@
� .x; �/@U0

ˇ̌
ˇ
@�
:/

4. Show that under the hypotheses of Theorem 9.3 (but with no restriction on s 2 R),

(9.86) �Cu 2 H s.@�/ H) u 2 H s.@�/ and rHu 2 H s� 12 .@�/:
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Let v D PI u. If (9.86) holds, for some s � �1=2, then

v 2 H sC1=2.�/:

5. Let P be a first-order differential operator with constant coefficients, acting on
ƒ0;1.�/. Suppose

(9.87) Pv
ˇ̌
ˇ
@�

D A.x/
@v

@�
C Ptanv;

where � is the inward normal, and suppose

(9.88) �A.x/j�j C �Ptan.x; �/ vanishes on †C:

Show that if v is as in Exercise 4, then

(9.89) Pv 2 H s.�/:

(Hint: Pv is harmonic on �. Write Pv
ˇ̌
ˇ
@�

D w D A.x/Nu C Ptanu, and show that

w 2 H s�1=2.@�/:)
6. Suppose v satisfies the hypotheses of Exercise 4 and, in addition, that u D v

ˇ̌
ˇ
@�

is a

section of E, so that Qu D u. Show that the conclusion (9.89) of Exercise 5 still holds,
when the hypothesis (9.88) is weakened to

(9.90)
�
�A.x/j�j C �Ptan.x; �/

�
Q.x/ vanishes on †C:

7. Show that Exercise 6 applies to @
�
v. Using this, establish (6.19).

10. The @-equation on complex manifolds and almost
complex manifolds

LetM be a compactC1-manifold with boundary. We can assumeM is contained
in a smooth manifold O without boundary, such that the interior M is open in O.
An almost complex structure on M is a smooth section J of End.TM/ such that
J 2 D �I . If there is such a structure, the real dimension of M must be even,
say k D 2n. Thus, for p 2 M; TpM , regarded as a complex vector space, has
complex dimension n.

A .0; 1/-form on M is a section of the complexified cotangent bundle CT �M
of the form

(10.1) ˛ D ˇ � iJ tˇ;

where ˇ is a section of T �M , and J t W T �
pM ! T �

pM is the adjoint of J .

Similarly, a .1; 0/-form on M has the form ˛0 D ˇ C iJ tˇ. We have vector
bundlesƒ0;1M andƒ1;0M , and clearlyCT �M D ƒ0;1M˚ƒ1;0M . An obvious
algebraic procedure yields subbundlesƒp;qM of CƒrT �M; r D p C q, and
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(10.2) CƒrT �M D
M

pCqDr
ƒp;qM:

We also use ƒp;q.M/ to denote the spaces of C1-sections of these bundles.
Let …pq denote the natural projection of CƒrT �M onto ƒp;qM . We define

the operators

(10.3) @ W ƒp;q.M/ �! ƒp;qC1.M/; @ W ƒp;q.M/ �! ƒpC1;q.M/

by

(10.4) @u D …p;qC1 du; @u D …pC1;q du:

The basic case of an almost complex manifold is a complex manifold. For
example, we say O is a complex manifold if it has a covering by coordinate charts
(into open subsets of Cn) whose transition maps are holomorphic. Then M � O
is a complex manifold with boundary. In such a case, @ and @ are as defined in �1
(in any local holomorphic coordinate patch), and the following relations hold:

(10.5) @
2 D 0; @2 D 0; d D @C @:

These relations need not hold for an arbitrary, almost complex manifold, but it is
readily verified that if any one of them holds, so do the other two. In such a case,
the almost complex structure is said to be integrable. Thus, for a complex mani-
fold, the almost complex structure is integrable. The converse to this is known as
the Newlander–Nirenberg theorem; any manifold with an integrable, almost com-
plex structure has a holomorphic coordinate chart. We will say more about this
later in this section. There is also a direct characterization of the integrability con-
dition in terms of J , which we will not need for our analysis, but we will mention
it in the exercises.

In the rest of this section, we assume M has an integrable, almost complex
structure. As in earlier sections, we are interested in the equation

(10.6) @u D f on M;

for u 2 ƒ0;q.M/, given f 2 ƒ0;qC1.M/, satisfying @f D 0. For this to lead to
a @-Neumann problem, we need an operator

(10.7) @
� W ƒp;qC1.M/ �! ƒp;q.M/;

a formal adjoint of @. We assume M has a Riemannian metric with the property
that J W TpM ! TpM is an isometry, which can be obtained from an arbitrary
Riemannian metric by averaging over the action of fI; J; J 2; J 3g.

The Riemannian metric yields both a volume element on M and a Hermitian
metric on Cƒ�T �M , hence inner products .u; v/L2 for u; v 2 ƒp;q.M/, and
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Hilbert spaces L2.�;ƒp;q/, as well as the operator @
�
. As in (2.2), we can define

(10.8) Dp;q D fu 2 ƒp;q.M/ W �
@

�.x; �/u D 0 on @M g

and then consider

(10.9) Q.u; v/ D .@u; @v/L2 C .@
�

u; @
�
v/L2 ; u; v 2 D0;q :

We can define the subbundle H.@M/ of T .@M/ in a fashion similar to that
done in �2; given p 2 @M ,

(10.10) Hp.@M/ D fX 2 Tp.@M/ W JX 2 Tp.@M/g:

We can define the notion of a strongly pseudoconvex manifold, though it is more
convenient to use an approach of �B than that of �2. Suppose � 2 C1.M/; � < 0

on M; � D 0 on @M; jr�j D 1 on @M . Then, as in (B.14)–(B.15), define the
Levi form as a quadratic form on H.@M/ by

(10.11) L.X;X/ D
D
ŒJX;X	; ˛

E
D .d˛/.X; JX/; ˛ D J t .d�/:

If L.X;X/ > 0 for all nonzero X 2 Hp.@M/, we say M is strongly pseudocon-
vex at p.

The version of Morrey’s inequality available in this setting is a little weaker
than (2.1). We will prove the following.

Proposition 10.1. IfM is strongly pseudoconvex, then, for someC >0, all q� 1,

(10.12) k@uk2
L2

C k@�
uk2
L2

C kuk2
L2

� C

Z

@M

juj2 dS; 8 u 2 D0;q :

It will suffice to establish (10.12) when u 2 D0;q has support in some coor-
dinate patch U intersecting @M . We can assume that, over U , there is a smooth
orthonormal frame field f!j W 1 � j � ng for ƒ1;0, with !n D p

2@�. Let
fLj W 1 � j � ng be the dual basis, consisting of (complex) vector fields. Set

(10.13) Cjk D eL.Lj ; Lk/ D
D
ŒLj ; Lk	; !n

E
; 1 � j; k � n � 1:

One can verify that this is essentially equivalent to the Levi form. In particular,M
is strongly pseudoconvex if and only if .Cjk/ is a positive-definite matrix, at each
p 2 @M . Then, for u 2 ƒ0;q.U /, we can write

(10.14) u D
X

u˛!
˛:
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Here and below, all multi-indices will be increasing (see the conventions in �8).
Note that

(10.15) u 2 D0;q ” u˛ D 0 on @M whenever n 2 ˛:

Using these frames, we have the following formulas:

(10.16)

@u D
X

k;˛;ˇ

sgn

 
ˇ

k˛

!
.Lku˛/!

ˇ C Au;

@
�
u D �

X

k;˛;�

sgn

 
˛

k�

!
.Lku˛/!

� C Bu;

where A and B are operators of order zero.
Let us set

(10.17) E.u/2 D
X

˛;k

kLku˛k2
L2

C kuk2
L2

C
Z

@M

juj2 dS:

The following result will suffice to prove Proposition 10.1.

Lemma 10.2. Assume that .Cjk/ is diagonal at p 2 @M , with eigenvalues
�1; : : : ; �n�1. Let ı > 0 be given. There is a neighborhood U of p such that
if q � 1 and u 2 D0;q is supported in U , then

(10.18) k@uk2
L2

Ck@�
uk2
L2

D
X

k;˛

kLku˛k2
L2

C
X

˛

X

k2˛
�k

Z

@M

ju˛j2 dSCR.u/;

where

(10.19) jR.u/j � ıE.u/2 C CkukL2E.u/:

To begin the estimates, we use (10.16) to write

(10.20)

k@uk2
L2

D
X

k…˛
kLku˛k2

L2

C
X

sgn

 
�

k˛

!
sgn

 
�

jˇ

!
.Lku˛; Lj uˇ /L2 CR2;

where jR2j � C
P kLku˛kL2kukL2 C Ckuk2

L2
. Here and below, the quantities

Rj will all satisfy estimates (either stronger than or) of the form (10.19). From
this we can deduce
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(10.21)

k@uk2
L2

D
X

k;˛

kLku˛k2
L2

�
X

sgn

 
˛

j�

!
sgn

 
ˇ

k�

!
.Lku˛; Lj uˇ /L2 CR3:

Now

(10.22)
�.Lku˛; Lj uˇ /L2 D .LjLku˛; uˇ /L2 CR4

D �.Lj u˛; Lkuˇ /L2 C .ŒLj ; Lk	u˛; uˇ /L2 CR5;

so the second term on the right side of (10.21) is equal to

(10.23)

�
X

sgn

 
˛

j�

!
sgn

 
ˇ

k�

!
.Lj u˛; Lkuˇ /L2

C
X

sgn

 
˛

j�

!
sgn

 
ˇ

k�

!�
ŒLj ; Lk 	u˛; uˇ /L2 CR6:

Meanwhile, the formula for @
�
u in (10.16) implies that the first sum in (10.23) is

equal to

(10.24) �k@�
uk2
L2

CR7:

Putting together (10.21)–(10.24), we have

(10.25)

k@uk2
L2

C k@�
uk2
L2

D
X

k;˛

kLku˛k2
L2

C
X

sgn

 
˛

j�

!
sgn

 
ˇ

k�

!�
ŒLj ; Lk 	u˛; uˇ

�

L2
CR8:

To pass from here to (10.20), it remains to consider the second sum on the right
side of (10.25). Making use of (10.15), one can show that if j 2 ˛ and k 2 ˇ,
then

(10.26)�
ŒLj ; Lk	u˛; uˇ

�

L2
D p

2.CjkLnu˛; uˇ /L2 CR9 if j; k � n � 1;

R10 if j D n or k D n:

Now write

(10.27) Cjk D �kıjk C bjk ; bjk.p/ D 0:
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Note that ˛ D ˇ for nonzero terms for which j D k, in the last sum in (10.25).
Also

(10.28)

.�kıjkLnu˛; u˛/L2 D �kıjk.u˛; Lnu˛/L2

C �kıjk

Z

@M

1

i

D
�Ln .x; �/u˛; u˛

E
dS CR11

D 1p
2
�kıjk

Z

@M

ju˛j2 dS CR12:

Similarly,

(10.29) .bjkLnu˛; uˇ /L2 D 1p
2

Z

@M

bjku˛uˇ dS CR13;

and if U is such a small neighborhood of p that sup jbjk j is small compared to ı,
this can also be denoted as R14.

Combining (10.26)–(10.29) and summing, we have

(10.30)

X
sgn

 
˛

j�

!
sgn

 
ˇ

k�

!�
ŒLj ; Lk	u˛ ; uˇ

�

L2

D
X

k2˛
�k

Z

@M

ju˛j2 dS CR15:

Using this in (10.25), we have Lemma 10.2.
We can now use the Friedrichs method to define an unbounded, self-adjoint

operator L on L2.M;ƒ0;q/, for any q � 1, such that D.L1=2/ is the completion
of D0;q with respect to the square normQ.u; u/C kuk2

L2
, whereQ.u; v/ is given

by (10.9), and .Lu; v/L2 D Q.u; v/ for u 2 D.L/; v 2 D0;q . One difference
between this situation and those that arose in ��3 and 8 is that, while L � 0, we
might possibly have 0 2 spec L. The estimates of ��3 and 4 and the regularity
result of �5 extend without difficulty if M is strongly pseudoconvex, which we
will assume in the rest of this section.

We have

(10.31) u 2 D.L/; Lu D f 2 H j .M;ƒ0;q/ H) u 2 H jC1.M;ƒ0;q/I

for q � 1; in particular,

(10.32) Ker L � ƒ0;q.M/:

Denote this space by H0;q.M/. In fact, we have

(10.33) H0;q.M/ D fu 2 D0;q W @u D 0 D @
�
ug:
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Let Ph denote the orthogonal projection of L2.M;ƒ0;q/ onto Ker L. Given f 2
L2.M;ƒ0;q/, let Gf denote the unique element u of .Ker L/? such that Lu D
.I � Ph/f . Clearly,

(10.34) G W H j .M;ƒ0;q/ �! H jC1.M;ƒ0;q/;

for q � 1. We have the following Hodge decomposition for u 2 ƒ0;q.M/:

(10.35) u D @@
�
Gu C @

�
@Gu C Phu D P@u C P

@
�u C Phu:

Arguments used in ��6 and 8 extend to show that these three terms are mutually
orthogonal in L2.M;ƒ0;q/, so P@ and P

@
� (as well as Ph) extend to bounded op-

erators onL2.M;ƒ0;q/, which in fact are orthogonal projections. Such arguments
as used before also yield

(10.36) P@; P@
� W H j .M/ �! H j�".M/; 8 " > 0:

In connection with the Hodge decomposition, note that just as in (6.4), we have

(10.37) w 2 D0;qC1 H) @
�
w ? ker @ \ƒ0;q.M/:

We hence have the following extension of Theorem 6.2 and Corollary 8.5:

Proposition 10.3. If q � 1 and f 2 ƒ0;q.M/ satisfies

(10.38) @f D 0 and f ? H0;q.M/;

then there exists u 2 ƒ0;q�1.M/ satisfying @u D f .

Proof. With g D Gf 2 ƒ0;q.M/, we have the decomposition into orthogonal
pieces

(10.39) f D @@
�
g C @

�
@g C Phf:

Now (10.37), applied to w D @g, implies @
�
@g ? f , while the second hypothesis

in (10.38) implies Phf D 0. This gives

(10.40) f D @.@
�
g/;

so we have the desired result, with u D @
�
g.

Note also by (6.3) that if u 2 ƒ0;q�1.M/ and f D @u, then f ? w when-
ever w 2 D0;q and @

�
w D 0, so the condition f ? H0;q.M/ is necessary for

solvability.
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Since solving @u D f is of primary importance, the last result suggests two
objects of study: Determine when H0;q.M/ D 0, and work out how to deal with
the requirement that f ? H0;q.M/ if you cannot show that H0;q.M/ D 0.

Here is an example of the first sort. Suppose Js is a smooth family of integrable,
almost complex structures on a compact Riemannian manifold with boundary,
parameterized by s 2 Œ0; a	. We can adjust the metric to depend smoothly on
s and make each Js an isometry. Denote the resulting object by M s. We have
operators @s ; @

�
s ; Ls , etc.; we often drop the subscript when s D 0. Assume M 0

is strongly pseudoconvex; then M s is strongly pseudoconvex if jsj is sufficiently
small.

Proposition 10.4. If q � 1 and H0;q.M0/ D 0, then H0;q.Ms/ D 0 for jsj
sufficiently small.

Proof. The proof of the Morrey-type estimates and consequent derivation of the
1=2-estimate yields

(10.41) .I C Ls/�1 bounded in L
�
L2.Ms; ƒ

0;q/;H 1=2.Ms ; ƒ
0;q/

�
;

for jsj small. Now, suppose sj ! 0; H0;q.Msj / ¤ 0. Pick

(10.42) usj 2 H0;q.Msj /; kusj kL2 D 1:

Then (10.41) implies kusj kH1=2 � K . Hence, passing to a subsequence, we have

(10.43) usj ! u0 strongly in L2.M/; weakly in H 1=2.M/:

In particular, ku0kL2 D 1. Now, via (10.37), we can say

(10.44) usj ? @
�
sj
.D0;qC1

sj
/ H) u0 ? @

�
.D0;qC1/;

while, by the remark after (10.40), we can say

(10.45) usj ? @sj

�
ƒ0;q�1.M sj /

�
H) u0 ? @

�
ƒ0;q�1.M/

�
:

The conclusions of (10.44) and (10.45) imply that u0 2 H0;q.M0/. Since ku0kL2
D 1, this means H0;q.M0/ ¤ 0, so we have a contradiction to the hypothesis that
H0;q.Msj / ¤ 0.

Corollary 10.5. Under the hypotheses of Proposition 10.4, we have, for each
j � 0,

(10.46) L�1
s bounded in L

�
H j .Ms; ƒ

0;q/;H jC1.Ms; ƒ
0;q/

�
;

for jsj sufficiently small.
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Proof. A check of the sorts of estimates arising in �4 shows that

(10.47) .I C Ls/�1 bounded in L
�
H j .Ms; ƒ

0;q/;H jC1.Ms; ƒ
0;q/

�
;

for jsj sufficiently small. Passing from this to (10.46) can be done by arguments
similar to those used in the proof of Proposition 10.4.

Let us give an example of a situation where Proposition 10.4 and Corol-
lary 10.5 apply. Let O be a manifold of real dimension 2n, with an integrable,
almost complex structure J , and fix p 2 O. Without loss of generality, we

identify a neighborhood U of p with an open set in Cn, and suppose J
ˇ̌
ˇ
TpU

coincides with the “standard” complex structure on Cn, which for now we denote
J0. We may as well suppose p D 0. Use the standard metric on Cn, and consider
B" D fz 2 Cn W jzj < "g. For small "; B" is strongly pseudoconvex both for J0
and for J . Now we produce a family Ms of almost complex manifolds as follows.
As a set, Ms D M D B1 D fz 2 Cn W jzj < 1g. We have 's W Ms ! Bs , given
by 's.z/ D sz, and we pull back J (restricted to Bs) to get integrable, almost
complex structures Js on Ms, for 0 < s � a (for some a > 0). Clearly, such Js
and J0 fit together smoothly. Also, since M0 is a strongly pseudoconvex domain
in Cn, the results of ��2 and 8 imply H0;q.M0/ D 0 for q � 1. Using this family,
we will now prove the Newlander–Nirenberg theorem. This proof was given by
Kohn in [K1], following a suggestion of D. Spencer.

Theorem 10.6. If O has an integrable, almost complex structure, then O has
holomorphic coordinate charts, so O is a complex manifold.

Proof. It suffices to show that any point p 2 O has a neighborhood B such that
there are smooth complex-valued functions uj on B (i.e., uj 2 ƒ0;0.B/) that are
holomorphic (i.e., @uj D 0), and such that du1; : : : ; dun are linearly independent
at p.

Let us bring in the structure described in the preceding paragraph. Thus we
have a family of small neighborhoodsBs of p, blown up to Ms, with integrable,
almost complex structures, and Proposition 10.4 and Corollary 10.5 apply to Ms

for jsj small. As a set, Ms D M is the unit ball in Cn. We will be done if we
produce some s0 > 0 and u1; : : : ; un 2 ƒ0;0.Ms0/ such that @s0uj D 0 and
duj .0/ are linearly independent.

We write ujs D zj C vjs , where the functions zj are the standard coordinate
functions on Cn, and we pick vjs to be convenient solutions to

(10.48) @svjs D rjs on Ms; rjs D �@szj :

Namely, we take

(10.49) vjs D @
�
sL�1

s rjs :
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It follows from Proposition 10.4 and Corollary 10.5 that, for jsj sufficiently small,
(10.49) is well defined, and, for each ` 2 ZC,

(10.50) kvjskH`.M/ � K`krjskH`.M/;

with K` independent of s.
On the other hand, since Js approaches J0 as s ! 0, we have

(10.51) krjskH`.M/ � C`s:

Now if we pick ` > nC 1, we deduce that

(10.52) @sujs D 0; ujs D zj C vjs ; kvjskC1 � Cs:

It is thus clear that, for s D s0 sufficiently small, a desired coordinate system is
produced.

The reader can compare this argument with the proof of the existence of
isothermal coordinates on a two-dimensional Riemannian manifold, given in �10
of Chap. 5.

An important class of strongly pseudoconvex complex manifolds arises as fol-
lows. Let X be a compact, real analytic manifold; we can regard X � TX as the
zero section. Then there is a neighborhood U of X in TX that has the structure
of a complex manifold, and U contains a strongly pseudoconvex neighborhood
M of X , diffeomorphic to the unit ball bundle of X (given some Riemannian
metric), so @M is diffeomorphic to the unit sphere bundle of X . The solution to
the @-Neumann problem on such M yields the result that there is a real analytic
imbedding of X into Euclidean space RN . See Chap. 8 of [Mor] for an account
of this. It was in the process of tackling this problem that the “Morrey inequality”
was derived.

In this section we have continued to restrict our attention to the case of strongly
pseudoconvex manifolds. However, as discovered in [Ho1], the basic estimate
(10.12) holds for u 2 Dp;q under a more general condition, called “condition
Z.q/.” This condition is that (if dim @M D 2n � 1) the Levi form has either at
least n� q positive eigenvalues or at least q C 1 negative eigenvalues. A strongly
pseudoconvex manifold satisfies condition Z.q/ for all q � 1, and for a bounded
domain in Cn this is the only way conditionZ.q/ can be satisfied, at least over all
of @M . But there are open domains M with smooth boundary in compact, com-
plex manifolds (such as complex projective space) which can satisfy condition
Z.q/ for some but not all q, by virtue of the Levi form on @M having some nega-
tive eigenvalues. A proof of the estimate (10.12) under conditionZ.q/ is given in
[FK]. Also, [BS] analyzes the @-Neumann problem via reduction to pseudodiffer-
ential operators on @M , under condition Z.q/.
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Exercises

In Exercises 1–7, M is a Riemannian manifold with an almost complex structure J
satisfying hX; Y i D hJX; J Y i, where h ; i is the Riemannian inner product.

1. For X; Y 2 TM , set
.X; Y / D hX; Y i C ihX; J Y i:

Show that

.X;X/ D hX;Xi; .JX; Y / D i.X; Y /; .X; Y / D .Y;X/;

so we have a Hermitian metric. Thus we will call such M a Hermitian manifold.
2. Show that if M is actually a complex manifold, the Lie bracket of two vector fields
X C iJX and Y C iJ Y has the same form, that is,

N .X; Y / D J
�
ŒX; Y 	 � ŒJX; J Y 	

�
�
�
ŒJX; Y 	C ŒX; J Y 	

�

vanishes. Show that N .fX; gY / D fgN .X; Y / for f; g 2 C1.M/, so N defines a
tensor field of type (1,2). A related tensor N , defined by N.X; Y / D 2JN .X; Y /, is
called the Nijenhuis tensor.

3. Show that on any almost complex manifold, the vanishing of N is equivalent to the
integrability condition (10.5).

4. Let r be the Levi–Civita connection on M , and set

!.X; Y / D hX; J Y i;
a 2-form on M . Show that

2
D
.rXJ /Y;Z

E
D .d!/.X; J Y; JZ/� .d!/.X; Y; Z/C

D
N .Y; Z/;X

E
:

A Riemannian manifold M is called a symmetric space if, for each p 2 M , there is
an isometry �p W M ! M such that �p.p/ D p and D�p.p/ D �I on TpM . If M is
an almost complex manifold with metric as above (i.e., a Hermitian manifold), and is
also a symmetric space, and if each isometry �p preserves the almost complex structure
J , then M is called a Hermitian symmetric space.

5. Show that if M is a Hermitian symmetric space, then, for all vector fields X ,

rXJ D 0:

(Hint: Consider the tensor field F D rJ , of type (1,2). Show that ��pF D F on M and
that ��pF D �F at p, so that F D �F at p, for all p 2 M:)

6. Show that the almost complex structure of any Hermitian symmetric space is integrable.
(Hint: Show that rJ D 0 ) r! D 0 ) d! D 0, and then use Exercise 4.)

7. More generally, a Hermitian manifold M is said to be a Kähler manifold if rJ D 0.
Show that M is Kähler if and only if the almost complex structure J is integrable and
d! D 0.

8. Show that the @-operator is well defined:

@ W C1.M;E ˝ƒ0;q/ �! C1.M ;E ˝ƒ0;qC1/;

for any holomorphic vector bundle E over the complex manifold with boundary M .
Extend the results of this section to this case.
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B. Complements on the Levi form

In this appendix we will give further formulas and other results for the Levi form
on a hypersurface in Cn. As a preliminary, we reexamine the formulas (2.7) and
(2.8) in terms of the complex vector fields

(B.1) Z D
X

uk
@

@zk
; Z D

X
uk

@

@zk
:

We assume that at each p 2 @�; u.p/ D .u1; : : : ; un/ belongs to Hp.@�/, de-
fined by (2.13). As noted in �2, this hypothesis is equivalent both to Z� D 0 and
to Z� D 0 on @�. Then (2.7) simply says ZZ� D 0 on @�. Also, of course,
ZZ� D 0 on @�, and hence

ŒZ;Z	� D 0 on @�;

but this is not the content of (2.8). To restate (2.8), note that

(B.2) ŒZ;Z	 D
X

j;k

�
uk
@uj
@zk

@

@zj
� uj

@uk
@zj

@

@zk

	
:

Now let us apply the operator J that gives the complex structure of Cn, so

(B.3) J
@

@xj
D @

@yj
; J

@

@yj
D � @

@xj
;

and hence

(B.4) J
@

@zj
D i

@

@zj
; J

@

@zj
D �i @

@zj
:

We have

(B.5) W D J ŒZ;Z	 D �i
X

j;k

�
uk
@uj
@zk

@

@zj
C uk

@uj
@zk

@

@zj

	
;

where to get the last term in parentheses from J applied to (B.2), we have inter-
changed the roles of j and k. Hence

(B.6) W� D �2i Re

0

@
X

j;k

uk
@uj
@zk

@�

@zj

1

A :

Now the quantity in parentheses here is precisely the left side of (2.8). Since the
right side of (2.8) is clearly real-valued, we have
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(B.7)
1

2i

D
J ŒZ;Z	; d�

E
D
X

j;k

Ljkujuk on @�:

Let ˛ D J td�, so the left side of (B.7) is 1=2i times ˛.ŒZ;Z	/. Since

.d˛/.Z;Z/ D Z � ˛.Z/ �Z � ˛.z/ � ˛.ŒZ;Z	/

and ˛.Z/ D d�.JZ/ D �iZ� D 0, we have .d˛/.Z;Z/ D �˛.ŒZ;Z	/, so
(B.7) implies

(B.8)
X

j;k

Ljkuj uk D � 1

2i
.d˛/.Z;Z/;

another useful formula for the Levi form.
It is also useful to write these formulas in terms of

(B.9) X D
X

k

�
fk

@

@xk
C gk

@

@yk

	
; uk D fk C igk;

where fk D Re uk; gk D Im uk . The hypothesis Z� D 0 is still in effect, so,
for p 2 @�; X.p/ 2 Hp.@�/ � Tp@� � R2n. Note that

(B.10) 2Z D X � iJX; 2Z D X C iJX:

Thus (B.8) implies

(B.11) 4
X

j;k

Ljkuj uk D �.d˛/.X; JX/:

Following the trail (B.7))(B.8) backward, we note that .d˛/.X; JX/ D X �
˛.JX/�.JX/ �˛.X/�˛.ŒX; JX	/ and ˛.X/ D 0 D ˛.JX/, so .d˛/.X; JX/ D
�˛.ŒX; JX	/, and hence

(B.12) 4
X

j;k

Ljkuj uk D ˛.ŒX; JX	/ D
D
J ŒX; JX	; d�

E
:

Note also that, by direct calculation,

(B.13) 4
X

j;k

Ljkujuk D H.X;X/CH.JX; JX/;

whereH is the .2n/�.2n/ real Hessian matrix of second-order partial derivatives
of � with respect to .x1; : : : ; xn; y1; : : : ; yn/.
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We can recast the Levi form in the following more invariant way, as done in
[HN]. For a local section X of H.@�/, we will define

(B.14) Lp.X;X/ 2 H0p.@�/;

where H0p.@�/ � T �
p .@�/ is the annihilator of Hp.@�/ � Tp.@�/. To do this,

we set

(B.15)
4L.X;X/.˛/ D hŒX; JX	; ˛i

D �.d˛/.X; JX/:

When ˛ D J td�, this coincides with (B.11)–(B.12). This object is clearly invari-
ant under conjugation by biholomorphic maps (i.e., under biholomorphic changes
of coordinates). The property of positivity of L is invariantly defined, since the
real line bundle H0p.@�/ has a natural orientation, defined by declaring that
J td� > 0. Thus we have the following:

Proposition B.1. If � is strongly pseudoconvex at p 2 @� and if F W O !U

� Cn is a biholomorphic map defined on a neighborhood of p, then F.O\�/ D
e� is strongly pseudoconvex at Qp D F.p/.

It follows readily from (B.13) that � is strongly pseudoconvex at any p 2 @�
at which � is strongly convex. By Proposition B.1 we see then that any (local)
biholomorphic image of a strongly convex � � Cn is (locally) strongly pseudo-
convex.

We can also relate the Levi form to the second fundamental form of @� as a
hypersurface of R2n, using the following:

Lemma B.2. If II is the second fundamental form of @� � R2n, and if X is a
section of H.@�/, then

(B.16) II.X;X/ D �PNJ rX .JX/ D �JPJN rX .JX/:

Here, r is the Levi–Civita connection on @�; PN is the orthogonal projection
of R2n onto the span of N D �r� (the sign chosen so N points inward), and
PJN is the orthogonal projection of R2n onto the span of JN . We denote the
span of JN by H?.@�/, which is isomorphic to H0.@�/, via the Riemannian
metric on @�.

To prove the lemma, recall from �4 of Appendix C (Connections and Cur-
vature) that if X and Y are tangent to @�, then II.X; Y / D PNDXY , where
DX denotes the standard flat connection on R2n. Of course, also II.X; Y / D
DXY � rXY . Note that DX .J Y / D JDXY , so II.JX;X/ D II.X; JX/ D
PNDX .JX/ D PNJ.DXX/. Hence

(B.17) II.JX;X/ D PNJ II.X;X/C PNJ rXX:
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Similarly, II.JX; JX/ D PNJDJXX D PNJ II.JX;X/C PNJ rJXX , and
substituting (B.17) yields

II.JX; JX/ D PNJPNJ II.X;X/C PNJPNJ rXX C PNJ rJXX:

Now, JPNJ D �PJN , which is orthogonal to PN , so PNJPNJ D 0, and we
have

(B.18) II.JX; JX/ D PNJ rJXX D JPJN rJXX:

Replacing X by JX hence yields (B.16) and proves the lemma.
We can add (B.16) and (B.18), obtaining

(B.19)
II .X;X/C II.JX; JX/

D PNJ
h
rJXX � rX .JX/

i
D PNJ ŒJX;X	:

Comparing this with (B.12) and using the notation II.X; Y / D fII .X; Y /N , as
in (4.15) of Appendix C, we see that

(B.20) 4
X

j;k

Ljkuj uk D fII .X;X/C fII .JX; JX/:

This can also be obtained from (B.13), plus formula (4.25) of Appendix C.
We will consider one more formula for the Levi form, in terms of the geometry

of H.@�/ as a subbundle of the trivial bundle @�� R2n � @�� Cn. Associated
to this subbundle there is a second fundamental form IIH, defined as in (4.40) of
Appendix C. A formula for IIH can be given as follows. Let K.@�/ denote the
orthogonal complement of H.@�/; this can be viewed as a real vector bundle of
rank 2, generated by N and JN , or as a complex line bundle generated by N . If
PK denotes the orthogonal projection of R2n onto K, then we have

(B.21) IIH.X; Y / D PKDXY;

when X and Y are sections of H.@�/.
We want to relate IIH to the Levi form. It is convenient to use the previous

analysis of II . Since PK D PN C PJN , we have

IIH.X;X/ D II.X;X/C PJNDXX:

As noted in the proof of (B.16), II.JX;X/ D PNJ DXX , which is equal to
JPJN DXX , so we have

(B.22) IIH.X;X/ D II.X;X/� J II.JX;X/:
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Substituting JX for X , we have

(B.23) IIH.JX; JX/ D II.JX; JX/C J II.JX;X/;

and adding this to (B.22) and using (B.20), we obtain

(B.24) IIH.X;X/C IIH.JX; JX/ D 4
�X

j;k

Ljkuj uk
�
N:

C. The Neumann operator for the Dirichlet problem

Let M be a compact Riemannian manifold with boundary @M D X . Then X has
an induced Riemannian metric, and X ,! M has a second fundamental form,
with associated Weingarten map

(C.1) AN W TxX �! TxX;

defined as in �4 of Appendix C, Connections and Curvature. We take N to be the
unit normal to X , pointing into M .

Both M and X have Laplace operators, which we denote � and �X , respec-
tively. The Neumann operator N is an operator on D0.X/ defined as follows:

(C.2) Nf D @u

@N
; u D PI f;

where to say u D PI f is to say

(C.3) �u D 0 on M; u
ˇ̌
ˇ
@M

D f:

As shown in ��11 and 12 of Chap. 7, N is a negative-semidefinite, self-adjoint
operator, and also an elliptic operator in OPS1.X/. It is fairly easy to see that

(C.4) N D �
p

��X mod OPS0.X/:

Our main purpose here is to capture the principal part of the difference.

Proposition C.1. The Neumann operator N is given by

(C.5) N D �
p

��X C B mod OPS�1.X/;

where B 2 OPS0.X/ has principal symbol

(C.6) �B .x; �/ D 1

2

�
Tr AN � hA�

N �; �i
h�; �i

	
:
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Here, A�
N W T �

x X ! T �
x X is the adjoint of (C.1), and h ; i is the inner product on

T �
x X arising from the given Riemannian metric.

To prove this, we choose coordinates x D .x1; : : : ; xm�1/ on an open set in X
(if dim M D m) and then coordinates .x; y/ on a neighborhood in M such that
y D 0 on X and jryj D 1 near X while y > 0 on M and such that x is constant
on each geodesic segment in M normal to X . Then the metric tensor on M has
the form

(C.7)
�
gjk.x; y/

�
D
�
hjk.x; y/ 0

0 1

	
;

where, in the first matrix, 1 � j; k � m, and in the second, 1 � j; k � m � 1.
Thus the Laplace operator� on M is given in local coordinates by

(C.8)

�u D g�1=2@j
�
g1=2gjk@ku

�

D h�1=2@y.h1=2@yu/C h�1=2@j
�
h1=2hjk@ku

�

D @2yu C 1

2

hy

h
@yu C L.y; x;Dx/u;

where, as usual,

(C.9) g D det.gjk/; h D det.hjk/I

we set hy D @h=@y, and L.y/ D L.y; x;Dx/ is a family of Laplace operators on

X , associated to the family of metrics
�
hjk.y/

�
on X , so L.0/ D �X . In other

words,

(C.10) �u D @2yu C a.y/@yu C L.y/u; a.y/ D 1

2

hy

h
:

We will construct smooth families of operatorsAj .y/ 2 OPS1.X/ such that

(C.11) @2y C a.y/@y C L.y/ D
�
@y �A1.y/

��
@y C A2.y/

�
;

modulo a smoothing operator. The principal parts of A1.y/ and A2.y/ will bep�L.y/. It will follow that

(C.12) N D �A2.0/ mod OPS�1.X/;

and we can then read off (C.5)–(C.6).
To construct Aj .y/, we compute that the right side of (C.11) is equal to

(C.13) @2y �A1.y/@y CA2.y/@y C A0
2.y/ � A1.y/A2.y/;
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so we need

(C.14)
A2.y/ �A1.y/ D a.y/;

�A1.y/A2.y/CA0
2.y/ D L.y/:

Substituting A2.y/ D A1.y/C a.y/ into the second identity, we get an equation
for A1.y/:

(C.15) A1.y/
2 CA1.y/a.y/ �A0

1.y/ D �L.y/C a0.y/:

Now set

(C.16) A1.y/ D ƒ.y/C B.y/; ƒ.y/ D p�L.y/:

We get an equation for B.y/:

(C.17)
2B.y/ƒ.y/C Œƒ.y/; B.y/	 C B.y/2 � B 0.y/CB.y/a.y/

D ƒ0.y/ �ƒ.y/a.y/C a0.y/:

Granted thatB.y/ is a smooth family inOPS0.X/, the principal part B0.y/must
satisfy 2B0.y/ƒ.y/ D ƒ0.y/ � a.y/ƒ.y/, or

(C.18) B0.y/ D 1

2
ƒ0.y/ƒ.y/�1 � 1

2
a.y/ modOPS�1.X/:

We can inductively obtain further terms Bj .y/ 2 OPS�j .X/ and establish that,
with B.y/ � P

j�0 Bj .y/, the operators

A1.y/ D p�L.y/C B.y/; A2.y/ D p�L.y/C B.y/C a.y/

do yield (C.11) modulo a smoothing operator. Details are similar to those arising
in the decoupling procedure in �12 of Chap. 7.

Given this, we have (C.5) with

(C.19) �B D B0.0/C a.0/ D 1

2
ƒ0.0/ƒ.0/�1 C 1

2
a.0/ modOPS�1.X/:

In turn, since ƒ.y/ D p�L.y/, we have

(C.20) ƒ0.0/ƒ.0/�1 D 1

2
L0.0/L.0/�1 mod OPS�1.X/:

Hence

(C.21) �B D 1

4

�
L0.0/L.0/�1 C hy

h
.0; x/

�
:



534 12. The @-Neumann Problem

To compute the symbol of B , note that

(C.22) �L0.0/.x; �/ D �
X

@yh
jk.0; x/�j �k ;

while, of course, �L.0/.x; �/ D �P hjk.0; x/�j �k D �h�; �i. Now, (4.68)–
(4.70) of Appendix C, Connections and Curvature, we have

(C.23)
X

@yhjk.0; x/UjVk D �2hANU; V i;

so

(C.24)
X

@yh
jk.0; x/�j �k D 2hA�

N �; �i:

Thus,

(C.25) �L0.0/L.0/�1.x; �/ D 2
hA�
N �; �i

h�; �i :

Next, for h D Det.hjk/ D Det H , we have hy D h Tr.H�1Hy/. Looking in a
normal coordinate system on X , centered at x0, we have

(C.26)
hy

h
.0; x0/ D

X

j

@yhjj .0; x0/ D �2 Tr AN ;

the last identity by (C.23). Combining (C.25) and (C.26) yields the desired for-
mula (C.6).

The following alternative way of writing (C.6) is useful. We have

(C.27) �B .x; �/ D 1

2
Tr .A�

NP
?
� /;

where, for nonzero � 2 T �
x X; P

?
�

is the orthogonal projection of T �
x X onto the

orthogonal complement of the linear span of �. Another equivalent formula is

(C.28) �B.x; �/ D 1

2
Tr .ANP 0� /;

where P 0
�

is the orthogonal projection of TxX onto the subspace annihilated by �.

To close, we mention the special case where M is the closed unit ball in Rm,
so @M D Sm�1. It follows from (4.5)–(4.6) of Chap. 8 that

(C.29) N D �
q

��X C c2m C cm; cm D m � 2
2

;
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in this case. Note that, in this case, AN D I , so this formula is consistent with
(C.5)–(C.6).

We mention that calculations of the symbol of N in a similar spirit (but for a
different purpose) were done in [LU]. Another approach was taken in [CNS].
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et du Szegö, Asterisque 34–36(1976), 123–164.

[BT] L. Boutet de Monvel and F. Treves, On a class of pseudodifferential operators
with double characteristics, CPAM 27(1974), 59–89.

[BDF] L. Brown, R. Douglas, and P. Fillmore, Extensions of C�-algebras and
K-homology, Ann. Math. 105(1977), 265–324.

[Cat] D. Catlin, Subelliptic estimates for the @-Neumann problem on pseudoconvex
domains, Ann. Math. 126(1987), 131–191.
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C

Connections and Curvature

Introduction

In this appendix we present results in differential geometry that serve as a
useful background for material in the main body of the book. Material in �1 on
connections is somewhat parallel to the study of the natural connection on a Rie-
mannian manifold made in �11 of Chap. 1, but here we also study the curvature
of a connection. Material in �2 on second covariant derivatives is connected with
material in Chap. 2 on the Laplace operator. Ideas developed in ��3 and 4, on the
curvature of Riemannian manifolds and submanifolds, make contact with such
material as the existence of complex structures on two-dimensional Riemannian
manifolds, established in Chap. 5, and the uniformization theorem for compact
Riemann surfaces and other problems involving nonlinear, elliptic PDE, arising
from studies of curvature, treated in Chap. 14. Section 5 on the Gauss–Bonnet
theorem is useful both for estimates related to the proof of the uniformization
theorem and for applications to the Riemann–Roch theorem in Chap. 10. Further-
more, it serves as a transition to more advanced material presented in ��6–8.

In �6 we discuss how constructions involving vector bundles can be derived
from constructions on a principal bundle. In the case of ordinary vector fields,
tensor fields, and differential forms, one can largely avoid this, but it is a very
convenient tool for understanding spinors. The principal bundle picture is used to
construct characteristic classes in �7. The material in these two sections is needed
in Chap. 10, on the index theory for elliptic operators of Dirac type. In �8 we show
how one particular characteristic class, arising from the Pfaffian, figures into the
higher-dimensional version of the Gauss–Bonnet formula. The proof given here
is geometrical and uses the elements of Morse theory. In Chap. 10 this result is
derived as a special case of the Atiyah–Singer index formula.

M.E. Taylor, Partial Differential Equations II: Qualitative Studies of Linear Equations,
Applied Mathematical Sciences 116, DOI 10.1007/978-1-4419-7052-7 7,
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1. Covariant derivatives and curvature on general vector
bundles

Let E ! M be a vector bundle, either real or complex. A covariant derivative,
or connection, on E is a map

(1.1) rX W C1.M;E/ �! C1.M;E/

assigned to each vector field X on M , satisfying the following three conditions:

rX .u C v/ D rXu C rXv;(1.2)

r.fXCY /u D f rXu C rY u;(1.3)

rX .f u/ D f rXu C .Xf /u;(1.4)

where u; v are sections of E , and f is a smooth scalar function. The examples
contained in Chaps. 1 and 2 are the Levi–Civita connection on a Riemannian man-
ifold, in which case E is the tangent bundle, and associated connections on tensor
bundles, discussed in �2.2.

One general construction of connections is the following. Let F be a vector
space, with an inner product; we have the trivial bundle M � F . Let E be a sub-
bundle of this trivial bundle; for each x 2 M , let Px be the orthogonal projection
of F on Ex � F . Any u 2 C1.M;E/ can be regarded as a function from M to
F , and for a vector fieldX , we can applyX componentwise to any function onM
with values in F ; call this action u 7! DXu. Then a connection onM is given by

(1.5) rXu.x/ D PxDXu.x/:

If M is imbedded in a Euclidean space RN , then TxM is naturally identified
with a linear subspace of RN for each x 2 M . In this case it is easy to verify
that the connection defined by (1.5) coincides with the Levi–Civita connection,
where M is given the metric induced from its imbedding in RN . Compare with
the discussion of submanifolds in �4 below.

Generally, a connection defines the notion of “parallel transport” along a curve
� in M . A section u of E over � is obtained from u.�.t0// by parallel transport if
it satisfies rT u D 0 on � , where T D P�.t/.

Formulas for covariant derivatives, involving indices, are produced in terms of
a choice of “local frame” for E , that is, a set e˛; 1 � ˛ � K , of sections of E
over an open set U which forms a basis of Ex for each x 2 U IK D dim Ex .
Given such a local frame, a smooth section u of E over U is specified by

(1.6) u D u˛e˛ (summation convention):

If Dj D @=@xj in a coordinate system on U , we set

(1.7) rDj u D u˛Ij e˛ D .@j u˛ C uˇ�˛ˇj /e˛;
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the connection coefficients �˛ˇj being defined by

(1.8) rDj eˇ D �˛ˇj e˛:

A vector bundle E ! M may have an inner product on its fibers. In that case,
a connection on E is called a metric connection provided that

(1.9) Xhu; vi D hrXu; vi C hu;rXvi;

for any vector field X and smooth sections u; v of E .
The curvature of a connection is defined by

(1.10) R.X; Y /u D ŒrX ;rY 	u � rŒX;Y �u;

where X and Y are vector fields and u is a section of E . It is easy to verify that
(1.10) is linear in X; Y , and u, over C1.M/. With respect to local coordinates,
giving Dj D @=@xj , and a local frame fe˛g on E , as in (1.6), we define the
componentsR˛ˇjk of the curvature by

(1.11) R.Dj ;Dk/eˇ D R˛ˇjke˛;

as usual, using the summation convention. Since Dj and Dk commute,
R.Dj ;Dk/eˇ D ŒrDj ;rDk 	eˇ . Applying the formulas (1.7) and (1.8), we
can express the components of R in terms of the connection coefficients. The
formula is seen to be

(1.12) R˛ˇjk D @j�
˛
ˇk � @k�˛ˇj C �˛�j�

�
ˇk � �˛�k��ˇj :

The formula (1.12) can be written in a shorter form, as follows. Given a choice
of local frame fe˛ W 1 � ˛ � Kg, we can define K � K matrices �j D .�˛ˇj /

and also Rjk D .R˛ˇjk/. Then (1.12) is equivalent to

(1.13) Rjk D @j�k � @k�j C Œ�j ; �k 	:

Note that Rjk is antisymmetric in j and k. Now we can define a “connection
1-form” � and a “curvature 2-form”� by

(1.14) � D
X

j

�j dxj ; � D 1

2

X

j;k

Rjk dxj ^ dxk :

Then the formula (1.12) is equivalent to

(1.15) � D d� C � ^ �:
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The curvature has symmetries, which we record here, for the case of general
vector bundles. The Riemann curvature tensor, associated with the Levi–Civita
connection, has additional symmetries, which will be described in �3.

Proposition 1.1. For any connection r on E ! M , we have

(1.16) R.X; Y /u D �R.Y;X/u:

If r is a metric connection, then

(1.17) hR.X; Y /u; vi D �hu; R.X; Y /vi:

Proof. Equation (1.16) is obvious from the definition (1.10); this is equivalent to
the antisymmetry of R˛ˇjk in j and k noted above. If r is a metric connection,
we can use (1.9) to deduce

0 D .XY � YX � ŒX; Y 	/hu; vi
D hR.X; Y /u; vi C hu; R.X; Y /vi;

which gives (1.17).

Next we record the following implication of a connection having zero curva-
ture. A section u of E is said to be “parallel” if rXu D 0 for all vector fields X .

Proposition 1.2. If E ! M has a connection r whose curvature is zero, then
anyp 2 M has a neighborhoodU on which there is a frame fe˛g forE consisting
of parallel sections: rXe˛ D 0 for all X .

Proof. If U is a coordinate neighborhood, then e˛ is parallel provided rj e˛ D 0

for j D 1; : : : ; n D dimM . The condition that R D 0 is equivalent to the
condition that the operators rDj all commute with each other, for 1� j � n.
Consequently, Frobenius’s theorem (as expanded in Exercise 5 in �9 of Chap. 1)
allows us to solve the system of equations

(1.18) rDj e˛ D 0; j D 1; : : : ; n;

on a neighborhood of p, with e˛ prescribed at the point p. If we pick e˛.p/; 1 �
˛ � K , to be a basis ofEp, then e˛.x/; 1 � ˛ � K , will be linearly independent
in Ex for x close to p, so the local frame of parallel sections is constructed.

It is useful to note, in general, several formulas that result from choosing a
local frame fe˛g by parallel translation along rays through a point p 2 M , the
origin in some coordinate system .x1; : : : ; xn/, so

(1.19) rr@=@re˛ D 0; 1 � ˛ � K:
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This means
P
xjrDj e˛ D 0. Consequently, the connection coefficients (1.8)

satisfy

(1.20) x1�
˛
ˇ1 C � � � C xn�

˛
ˇn D 0:

Differentiation with respect to xj gives

(1.21) �˛ˇj D �x1@j�˛ˇ1 � � � � � xn@j�
˛
ˇn:

In particular,

(1.22) �˛ˇj .p/ D 0:

Comparison of (1.21) with

(1.23) �˛ˇj D x1@1�
˛
ˇj .p/C � � � C xn@n�

˛
ˇj .p/CO.jxj2/

gives

(1.24) @k�
˛
ˇj D �@j�˛ˇk; at p:

Consequently, the formula (1.12) for curvature becomes

(1.25) R˛ˇjk D 2 @j�
˛
ˇk ; at p;

with respect to such a local frame. Note that, near p,

(1.26) R˛ˇjk D @j�
˛
ˇk � @k�

˛
ˇj CO.jxj2/:

Given vector bundles Ej ! M with connections rj , there is a natural co-
variant derivative on the tensor-product bundle E1 ˝ E2 ! M , defined by the
derivation property

(1.27) rX .u ˝ v/ D .r1
Xu/˝ v C u ˝ .r2

Xv/:

Also, if A is a section of Hom.E1; E2/, the formula

(1.28) .r#
XA/u D r2

X .Au/�A.r1
Xv/

defines a connection on Hom.E1; E2/.
Regarding the curvature tensorR as a section of .˝2T �/˝ End.E/ is natural

in view of the linearity properties of R given after (1.10). Thus if E ! M has
a connection with curvature R, and if M also has a Riemannian metric, yielding
a connection on T �M , then we can consider rXR. The following, known as
Bianchi’s identity, is an important result involving the covariant derivative of R.
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Proposition 1.3. For any connection on E ! M , the curvature satisfies

(1.29) .rZR/.X; Y /C .rXR/.Y;Z/C .rYR/.Z;X/ D 0;

or equivalently

(1.30) R˛ˇ ijIk CR˛ˇjkIi CR˛ˇki Ij D 0:

Proof. Pick any p 2 M . Choose normal coordinates centered at p, and choose
a local frame field for E by radial parallel translation, as above. Then, by (1.22)
and (1.26),

(1.31) R˛ˇ ijIk D @k@i�
˛
ˇj � @k@j�

˛
ˇi ; at p:

Cyclically permuting .i; j; k/ here and summing clearly give 0, proving the
proposition.

Note that we can regard a connection on E as defining an operator

(1.32) r W C1.M;E/ �! C1.M; T � ˝ E/;

in view of the linear dependence of rX on X . If M has a Riemannian metric and
E a Hermitian metric, it is natural to study the adjoint operator

(1.33) r� W C1.M; T � ˝ E/ �! C1.M;E/:

If u and v are sections of E; � a section of T �, we have

�
v;r�.� ˝ u/

� D .rv; � ˝ u/

D .rXv; u/
D .v;r�

Xu/;

(1.34)

where X is the vector field corresponding to � via the Riemannian metric. Using
the divergence theorem we can establish:

Proposition 1.4. If E has a metric connection, then

(1.35) r�.� ˝ u/ D r�
Xu D �rXu � .div X/u:

Proof. The first identity follows from (1.34) and does not require E to have a
metric connection. If E does have a metric connection, integrating

hrXv; ui D �hv;rXui CXhv; ui
and using the identity
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(1.36)
Z

M

Xf dV D �
Z

M

.div X/f dV; f 2 C1
0 .M/;

give the second identity in (1.35) and complete the proof.

Exercises

1. If r ander are two connections on a vector bundle E ! M , show that

(1.37) rXu D erXu C C.X; u/;

whereC is a smooth section of Hom.T˝E;E/ � T �˝ End.E/. Show that conversely,
if C is such a section and r a connection, then (1.37) defineser as a connection.

2. If r and er are related as in Exercise 1, show that their curvatures R and eR are related
by

(1.38) .R �eR/.X; Y /u D ŒCX ;erY 	u � ŒCY ;erX 	u � CŒX;Y �u C ŒCX ; CY 	u;

where CX is the section of End.E/ defined by CXu D C.X; u/.
In Exercises 3–5, let P.x/; x 2 M , be a smooth family of projections on a vector
space F , with range Ex , forming a vector bundle E ! M I E gets a natural connection
via (1.5).

3. Let � W I ! M be a smooth curve through x0 2 M . Show that parallel transport of
u.x0/ 2 Ex0 along I is characterized by the following (with P 0.t/ D dP.�.t//=dt):

du

dt
D P 0.t/u:

4. If each P.x/ is an orthogonal projection of the inner-product space F onto Ex , show
that you get a metric connection. (Hint: Show that du=dt ? u.�.t// via P 0P D .I �
P /P 0:)

5. In what sense can � D �dP P D �.I �P / dP be considered the connection 1-form,
as in (1.13)? Show that the curvature form (1.15) is given by

(1.39) � D P dP ^ dP P:

For more on this, see (4.50)–(4.53).
6. Show that the formula

(1.40) d� D � ^ � � � ^�
follows from (1.15). Relate this to the Bianchi identity. Compare with (2.13) in the next
section.

7. Let E ! M be a vector bundle with connection r, with two local frame fields fe˛g
and ff˛g, defined over U � M . Suppose

f˛.x/ D gˇ˛.x/eˇ .x/; e˛.x/ D hˇ ˛.x/fˇ .x/I

note that gˇ � .x/h�˛.x/ D ıˇ˛ . Let �˛ˇj be the connection coefficients for the frame
field fe˛g, as in (1.7) and (1.8), and let e�˛ˇj be the connection coefficients for the
frame field ff˛g. Show that
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(1.41) e�˛ˇj D h˛��
�
�j g

�
ˇ C h˛� .@j g

�
ˇ /:

2. Second covariant derivatives and covariant-exterior
derivatives

Let M be a Riemannian manifold, with Levi–Civita connection, and let E ! M

be a vector bundle with connection. In �1 we saw that the covariant derivative
acting on sections of E yields an operator

(2.1) r W C1.M;E/ �! C1.M; T � ˝ E/:

Now on T � ˝ E we have the product connection, defined by (1.27), yielding

(2.2) r W C1.T � ˝ E/ �! C1.M; T � ˝ T � ˝ E/:

If we compose (2.1) and (2.2), we get a second-order differential operator called
the Hessian:

(2.3) r2 W C1.M;E/ �! C1.T � ˝ T � ˝ E/:

If u is a section ofE andX and Y are vector fields, (2.3) defines r2
X;Y as a section

of E; using the derivation properties, we have the formula

(2.4) r2
X;Y u D rXrY u � r.rXY /u:

Note that the antisymmetric part is given by the curvature of the connection onE:

(2.5) r2
X;Y u � r2

Y;Xu D R.X; Y /u:

Now the metric tensor onM gives a linear map T � ˝ T � ! R, hence a linear
bundle map � W T � ˝ T � ˝ E ! E . We can consider the composition of this
with r2 in (2.3):

(2.6) � ı r2 W C1.M;E/ �! C1.M;E/:

We want to compare � ı r2 and r�r, in the case whenE has a Hermitian metric
and a metric connection.

Proposition 2.1. If r is a metric connection on E , then

(2.7) r�r D �� ı r2 on C1.M;E/:
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Proof. Pick a local orthonormal frame of vector fields fej g, with dual frame fvj g.
Then, for u 2 C1.M;E/; ru D P

vj ˝ rej u, so (1.35) implies

(2.8) r�ru D
X��rejrej u � .div ej /u

�
:

Using (2.4), we have

(2.9) r�ru D �
X

r2
ej ;ej

u �
X�rrej ej u C .div ej /rej u

�
:

The first term on the right is equal to �� ı r2u. Now, given p 2 M , if we choose
the local frame fej g such that rej ek D 0 at p, the rest of the right side vanishes
at p. This establishes the identity (2.7).

We next define a “covariant-exterior derivative” operator

(2.10) dr W C1.M;ƒkT � ˝ E/ �! C1.M;ƒkC1T � ˝ E/

as follows. For k D 0; dr D r, given by (2.1), and we require

(2.11) dr.ˇ ^ u/ D .dˇ/ ^ u � ˇ ^ dru

whenever ˇ is a 1-form and u is a section of ƒkT � ˝E . The operator dr is also
called the “gauge exterior derivative.” Unlike the case of the ordinary exterior
derivative,

dr ı dr W C1
�
M;ƒkT � ˝ E

�
�! C1

�
M;ƒkC2T � ˝ E

�

is not necessarily zero, but rather

(2.12) drdru D � ^ u;

where � is the curvature, and we use the antisymmetry (1.16) to regard � as a
section of ƒ2T � ˝ End.E/, as in (1.15). The verification of (2.12) is a straight-
forward calculation; (2.5) is in fact the special case of this, for k D 0.

The following is an alternative form of Bianchi’s identity (1.29):

(2.13) dr� D 0;

where the left side is a priori a section of ƒ3T � ˝ End.E/. This can also be de-
duced from (2.12), the associative law dr.drdr/ D .drdr/dr , and the natural
derivation property generalizing (2.11):

(2.14) dr.A ^ u/ D �
drA

� ^ u C .�1/jA ^ dru;

where u is a section of ƒkT � ˝E and A is a section of ƒjT � ˝ End.E/.
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Exercises

1. LetE ! M be a vector bundle with connection r; u 2 C1.M;E/. Fix p 2 M . Show
that if ru.p/ D 0, then r2

X;Y
u.p/ is independent of the choice of connection on M .

2. In particular, Exercise 1 applies to the trivial bundle R�M , with trivial flat connection,
for which rXu D hX; dui D Xu. Thus, if u 2 C1.M/ is real-valued and du.p/ D 0,
then D2u.p/ is well defined as a symmetric bilinear form on TpM . If, in a coordinate
system, X D P

Xj @=@xj ; Y D P
Yj @=@xj , show that

(2.15) D2X;Y u.p/ D
X @2u

@xj @xk
.p/ Xj Yk :

Show that this invariance fails if du.p/ ¤ 0.
3. If u is a smooth section of ƒkT � ˝E, show that

dru.X0; : : : ; Xk/ D
X

j

.�1/jrXj u
�
X0; : : : ;bXj ; : : : ; Xk

�

C
X

j<`

.�1/jC`u
��
Xj ; X`

�
; X0; : : : ;bXj ; : : : ;bX`; : : : ; Xk

�
:

(2.16)

Compare with formula (13.56) of Chap. 1 and Exercises 2 and 3 in �3 of Chap. 2.
4. Verify the identity (2.12), namely, drdr u D � ^ u.
5. If r and er are connections on E ! M , related by rXu D erXu C C.X; u/;
C 2 C1.M; T � ˝ End.E//, with curvatures R andeR, and curvature forms � and e�,
show that

(2.17) � �e� D drC C C ^ C:
Here the wedge product of two sections of T �˝End.E/ is a section of the bun-
dle ƒ2T �˝End.E/, produced in a natural fashion, as in (1.15). Show that (2.17) is
equivalent to (1.38).

3. The curvature tensor of a Riemannian manifold

The Levi–Civita connection, which was introduced in �11 of Chap. 1, is a metric
connection on the tangent bundleTM of a manifoldM with a Riemannian metric,
uniquely specified among all such connections by the zero-torsion condition

(3.1) rYX � rXY D ŒY;X	:

We recall the defining formula

2hrXY;Zi D XhY;Zi C Y hX;Zi �ZhX; Y i
C hŒX; Y 	; Zi � hŒX;Z	; Y i � hŒY;Z	; Xi;(3.2)
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derived in (11.22) of Chap. 1. Thus, in a local coordinate system with the naturally
associated frame field on the tangent bundle, the connection coefficients (1.8) are
given by

(3.3) �`jk D 1

2
g`�


@gj�

@xk
C @gk�

@xj
� @gjk

@x�

�
:

The associated curvature tensor is the Riemann curvature tensor:

(3.4) R.X; Y /Z D ŒrX ;rY 	Z � rŒX;Y �Z:
In a local coordinate system such as that discussed above, the expression for the
Riemann curvature is a special case of (1.12), namely,

(3.5) Rj k`m D @`�
j
km � @m�

j
k` C �j 	`�

	
km � �j 	m�

	
k`:

Consequently, we have an expression of the form

(3.6) Rj k`m D L
�
g˛ˇ ; @�@	g�ı

�CQ.g˛ˇ ; @�g�ı/;

where L is linear in the second-order derivatives of g˛ˇ .x/ and Q is quadratic in
the first-order derivatives of g˛ˇ .x/, each with coefficients depending on g˛ˇ .x/.

Building on Proposition 1.2, we have the following result on metrics whose
Riemannian curvature is zero.

Proposition 3.1. If .M; g/ is a Riemannian manifold whose curvature tensor
vanishes, then the metric g is flat; that is, there is a coordinate system about
each p 2 M in which gjk.x/ is constant.

Proof. It follows from Proposition 1.2 that on a neighborhood U of p there are
parallel vector fields V.j /; j D 1; : : : ; n D dimM , namely, in a given coordinate
system

(3.7) rDkV.j / D 0; 1 � j; k � n;

such that V.j /.p/ form a basis of TpM . Let v.j / be the 1-forms associated to V.j /
by the metric g, so

(3.8) v.j /.X/ D g.X; V.j //;

for all vector fields X . Hence

(3.9) rDkv.j / D 0; 1 � j; k � n:

We have v.j / D P
vk
.j /
dxk , with vk

.j /
D v.j /.Dk/ D hDk; v.j /i. The zero-

torsion condition (3.1), in concert with (3.8), gives

(3.10) @`hv.j /;Dki � @khv.j /;D`i D hv.j /;rD`Dki � hv.j /;rDkD`i D 0;
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which is equivalent to

(3.11) d v.j / D 0; j D 1; : : : ; n:

Hence, locally, there exist functions xj ; j D 1; : : : ; n, such that

(3.12) v.j / D dxj :

The functions .x1; : : : ; xn/ give a coordinate system near p. In this coordinate
system the inverse of the matrix

�
gjk.x/

�
has entries gjk.x/ D hdxj ; dxki. Now,

by (1.9),

(3.13) @`g
jk.x/ D hrD` dxj ; dxki C hdxj ;rD` dxki D 0;

so the proof is complete.

We have seen in Proposition 1.1 that R has the following symmetries:

R.X; Y / D �R.Y;X/;(3.14)

hR.X; Y /Z;W i D �hZ;R.X; Y /W i:(3.15)

In other words, in terms of

(3.16) Rjk`m D hR.D`;Dm/Dk;Dj i;

we have

(3.17) Rjk`m D �Rjkm`
and

(3.18) Rjk`m D �Rkj`m:

The Riemann tensor has additional symmetries:

Proposition 3.2. The Riemann tensor satisfies

(3.19) R.X; Y /Z CR.Y;Z/X CR.Z;X/Y D 0

and

(3.20) hR.X; Y /Z;W i D hR.Z;W /X; Y i;

or, in index notation,

(3.21) Rijk` CRik j̀ CRi j̀k D 0
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and

(3.22) Rijk` D Rk`ij:

Proof. Plugging in the definition of each of the three terms of (3.19), one gets a
sum that is seen to cancel out by virtue of the zero-torsion condition (3.1). This
gives (3.19) and hence (3.21). The identity (3.22) is an automatic consequence of
(3.17), (3.18), and (3.21), by elementary algebraic manipulations, which we leave
as an exercise, to complete the proof. Also, (3.22) follows from (3.50) below.

The identity (3.19) is sometimes called Bianchi’s first identity, with (1.29) then
called Bianchi’s second identity.

There are important contractions of the Riemann tensor. The Ricci tensor is
defined by

(3.23) Ricjk D Rij ik D g`mR j̀mk ;

where the summation convention is understood. By (3.22), this is symmetric in
j; k. We can also raise indices:

(3.24) Ricj k D gj`Ric`k I Ricjk D gk`Ricj `:

Contracting again defines the scalar curvature:

(3.25) S D Ricj j :

As we will see below, the special nature of Rijk` for dim M D 2 implies

(3.26) Ricjk D 1

2
Sgjk if dim M D 2:

The Bianchi identity (1.29) yields an important identity for the Ricci tensor.
Specializing (1.30) to ˛ D i; ˇ D j and raising the second index give

(3.27) Rij ij Ik CRij jkIi CRij ki Ij D 0;

hence, SIk � Rici kIi � Ricj kIj D 0, or

(3.28) SIk D 2 Ricj kIj :

This is called the Ricci identity. An equivalent form is

(3.29) Ricjk Ij D 1

2
.S gjk/Ij :
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The identity in this form leads us naturally to a tensor known as the Einstein
tensor:

(3.30) Gjk D Ricjk � 1

2
S gjk :

The Ricci identity is equivalent to

(3.31) Gjk Ij D 0:

As shown in Chap. 2, this means the Einstein tensor has zero divergence. This fact
plays an important role in Einstein’s equation for the gravitational field. Note that
by (3.26) the Einstein tensor always vanishes when dim M D 2. On the other
hand, the identity (3.31) has the following implication when dim M > 2.

Proposition 3.3. If dim M D n > 2 and the Ricci tensor is a scalar multiple of
the metric tensor, the factor necessarily being 1=n times the scalar curvature:

(3.32) Ricjk D 1

n
Sgjk ;

then S must be a constant.

Proof. Equation (3.32) is equivalent to

(3.33) Gjk D
�
1

n
� 1

2

	
Sgjk :

By (3.31) and the fact that the covariant derivative of the metric tensor is 0, we
have

0 D
�
1

n
� 1

2

	
SIkgjk ;

or SIk D 0, which proves the proposition.

We now make some comments on the curvature of Riemannian manifolds M
of dimension 2. By (3.17) and (3.18), in this case each component Rjk`m of the
curvature tensor is either 0 or ˙ the quantity

(3.34) R1212 D R2121 D gK; g D det.gjk/:

One calls K the Gauss curvature of M when dim M D 2.
Suppose we pick normal coordinates centered at p 2 M , so gjk.p/ D ıjk .

We see that if dim M D 2,

Ricjk.p/ D R1j1k CR2j2k:

Now, the first term on the right is zero unless j D k D 2, and the second term is
zero unless j D k D 1. Hence, Ricjk.p/ D K.p/ıjk , in normal coordinates, so
in arbitrary coordinates

(3.35) Ricjk D Kgjk I hence K D 1

2
S if dim M D 2:
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Explicit formulas for K when M is a surface in R3 are given by (4.22) and
(4.29), in the next section. (See also Exercises 2 and 5–7 below.) The following
is a fundamental calculation of the Gauss curvature of a two-dimensional surface
whose metric tensor is expressed in orthogonal coordinates:

(3.36) ds2 D E.x/ dx21 CG.x/ dx22 :

Proposition 3.4. Suppose dim M D 2 and the metric is given in coordinates by
(3.36). Then the Gauss curvature k.x/ is given by

(3.37) k.x/ D � 1

2
p
EG


@1

�
@1Gp
EG

	
C @2

�
@2Ep
EG

	�
:

To establish (3.37), one can first compute that

�1 D �
�j k1

� D 1

2

�
E�1@1E E�1@2E

�G�1@2E G�1@1G

	
;

�2 D �
�j k2

� D 1

2

�
E�1@2E �E�1@1G
G�1@1G G�1@2G:

	

Then, computing R12 D .Rj k12/ D @1�2 � @2�1 C �1�2 � �2�1, we have

R1212 D � 1

2
@1

�
@1G

E

	
� 1

2
@2

�
@2E

E

	

C 1

4

�
�@1E
E

@1G

E
C @2E

E

@2G

G

	
� 1

4

�
@2E

E

@2E

E
� @1G

E

@1G

G

	
:

(3.38)

Now R1212 D E R1212 in this case, and (3.34) yields

(3.39) k.x/ D 1

EG
R1212 D 1

G
R1212:

If we divide (3.38) byG and then in the resulting formula for k.x/ interchangeE
and G, and @1 and @2, and sum the two formulas for k.x/, we get

k.x/ D � 1

4


1

G
@1

�
@1G

E

	
C 1

E
@1

�
@1G

G

	�

� 1

4


1

E
@2

�
@2E

G

	
C 1

G
@2

�
@2E

E

	�
;

which is easily transformed into (3.37).
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If E D G D e2v, we obtain a formula for the Gauss curvature of a surface
whose metric is a conformal multiple of the flat metric:

Corollary 3.5. Suppose dim M D 2 and the metric is given in coordinates by

(3.40) gjk.x/ D e2vıjk ;

for a smooth v. Then the Gauss curvature k.x/ is given by

(3.41) k.x/ D �.�0v/e�2v;

where �0 is the flat Laplacian in these coordinates:

(3.42) �0v D @2v

@x21
C @2v

@x22
:

For an alternative formulation of (3.41), note that the Laplace operator for the
metric gjk is given by

�f D g�1=2 @j .gjkg1=2 @kf /;

and in the case (3.40), gjk D e�2vıjk and g1=2 D e2v , so we have

(3.43) �f D e�2v�0f;

and hence (3.41) is equivalent to

(3.44) k.x/ D ��v:

The comparison of the Gauss curvature of two surfaces that are conformally
equivalent is a source of a number of interesting results. The following general-
ization of Corollary 3.5 is useful.

Proposition 3.6. Let M be a two-dimensional manifold with metric g, whose
Gauss curvature is k.x/. Suppose there is a conformally related metric

(3.45) g0 D e2ug:

Then the Gauss curvature K.x/ of g0 is given by

(3.46) K.x/ D ���u C k.x/
�
e�2u;

where � is the Laplace operator for the metric g.

Proof. We will use Corollary 3.5 as a tool in this proof. It is shown in Chap. 5,
�11, that .M; g/ is locally conformally flat, so we can assume without loss of
generality that (3.40) holds; hence k.x/ is given by (3.41). Then
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(3.47) .g0/jk D e2wıjk ; w D u C v;

and (3.41) gives

(3.48) K.x/ D �.�0w/e�2w D ��.�0u/e�2v � .�0v/e
�2v�e�2u:

By (3.43) we have .�0u/e�2v D �u, and applying (3.41) for k.x/ gives (3.46).

We end this section with a study of @j @kg`m.p0/ when one uses a geodesic
normal coordinate system centered at p0. We know from �11 of Chap. 1 that in
such a coordinate system, �`jk.p0/ D 0 and hence @jgk`.p0/ D 0. Thus, in
such a coordinate system, we have

(3.49) Rj k`m.p0/ D @`�
j
km.p0/� @m�

j
k`.p0/;

and hence (3.3) yields

(3.50) Rjk`m.p0/ D 1

2

�
@j @mgk` C @k@`gjm � @j @`gkm � @k@mgj`

�
:

In light of the complexity of this formula, the following may be somewhat sur-
prising. Namely, as Riemann showed, one has

(3.51) @j @kg`m.p0/ D �1
3
R j̀mk � 1

3
R`kmj :

This is related to the existence of nonobvious symmetries at the center of a
geodesic normal coordinate system, such as @j @kg`m.p0/ D @`@mgjk.p0/. To
prove (3.51), by polarization it suffices to establish

(3.52) @2jg``.p0/ D �2
3
R j̀ j̀ ; 8 j; `:

Proving this is a two-dimensional problem, since (by (3.50)) both sides of the
asserted identity in (3.52) are unchanged if M is replaced by the image under
Expp of the two-dimensional linear span of Dj and D`. All one needs to show is
that if dim M D 2,

(3.53) @21g22.p0/ D �2
3
K.p0/ and @21g11.p0/ D 0;

where K.p0/ is the Gauss curvature of M at p0. Of these, the second part is
trivial, since g11.x/ D 1 on the horizontal line through p0. To establish the first
part of (3.53), it is convenient to use geodesic polar coordinates, .r; �/, in which

(3.54) ds2 D dr2 CG.r; �/ d�2:

It is not hard to show that G.r; �/ D r2H.r; �/, with H.r; �/ D 1 C O.r2/. For
the metric (3.54), the formula (3.37) implies that the Gauss curvature is

(3.55) K D � 1

2G
@2rG C 1

4G2
.@rG/

2 D �Hr
rH

� Hrr

2H
C H 2

r

4H 2
;
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so at the center

(3.56) K.p0/ D �Hrr � 1

2
Hrr D �3

2
Hrr :

On the other hand, in normal coordinates .x1; x2/, along the x1-axis, we have
g22.s; 0/ D G.s; 0/=s2 D H.s; 0/, so the rest of the identity (3.53) is established.

Exercises

Exercises 1–3 concern the problem of producing two-dimensional surfaces with con-
stant Gauss curvature.

1. For a two-dimensional Riemannian manifold M , take geodesic polar coordinates, so
the metric is

ds2 D dr2 CG.r; �/ d�2:

Use the formula (3.55) for the Gauss curvature, to deduce that

K D �@
2
r

p
Gp
G

:

Hence, if K D �1, then
@2r

p
G D p

G:

Show that p
G.0; �/ D 0; @r

p
G.0; �/ D 1;

and deduce that
p
G.r; �/ D '.r/ is the unique solution to

'00.r/� '.r/ D 0; '.0/ D 0; '0.0/ D 1:

Deduce that
G.r; �/ D sinh2 r:

Use this computation to deduce that any two surfaces with Gauss curvature �1 are
locally isometric.

2. Suppose M is a surface of revolution in R3, of the form

x2 C y2 D g.z/2:

If it is parameterized by x D g.u/ cos v; y D g.u/ sin v; z D u, then

ds2 D �
1C g0.u/2/ du2 C g.u/2 dv2:

Deduce from (3.37) that

K D � g00.u/
g.u/

�
1C g0.u/2

�2 :

Hence, if K D �1,
g00.u/ D g.u/

�
1C g0.u/2

�2
:

Note that a sphere of radius R is given by such a formula with g.u/ D
p
R2 � u2.

Compute K in this case.
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2A. Suppose instead that M is a surface of revolution, described in the form

z D f

�q
x2 C y2

	
:

If it is parameterized by x D u cos v; y D u sin v; z D f .u/, then

ds2 D �
1C f 0.u/2

�
du2 C u2 dv2:

Show that

K D � 1

u
p
1C f 0.u/2

d

du

 
1p

1C f 0.u/2

!
D �'

0.u/
2u

; '.u/ D 1

1C f 0.u/2 :

Thus deduce that

K D �1 ) '.u/ D u2 C c ) f .u/ D
Z s

1

u2 C c
� 1 du:

We note that this is an elliptic integral, for most values of c. Show that, for c D 0, you
get

f .u/ D
p
1 � u2 � 1

2
log

�
1C

p
1 � u2

�
C 1

2
log

�
1 �

p
1 � u2

�
:

3. Suppose M is a region in R2 whose metric tensor is a conformal multiple of the
standard flat metric

gjk D E.x/ıjk D e2v ıjk :

Suppose E D E.r/; v D v.r/. Deduce from (3.37) and (3.41) that

K D � 1

2E2

�
E 00.r/C 1

r
E 0.r/

	
C 1

2E3
E 0.r/2 D �

�
v00.r/C 1

r
v0.r/

	
e�2v:

Hence, if K D �1,

v00.r/C 1

r
v0.r/ D e2v:

Compute K when

gjk D 4

.1 � r2/2
ıjk :

4. Show that whenever gjk.x/ satisfies gjk.p0/ D ıjk ; @`gjk.p0/ D 0, at some point
p0, then (3.50) holds at p0. If dim M D 2, deduce that

(3.57) K.p0/ D �1
2

�
@21g22 C @22g11 � 2@1@2g12

�
:

5. Suppose M � R3 is the graph of

x3 D f .x1; x2/;

so, using the natural .x1; x2/-coordinates on M ,

ds2 D .1C f 21 / dx
2
1 C 2f1f2 dx1 dx2 C .1C f 22 / dx

2
2 ;

where fj D @j f . Show that if rf .0/ D 0, then Exercise 4 applies, so
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(3.58) rf .0/ D 0 H) K.0/ D f11f22 � f 212:
Compare the derivation of (4.22) in the next section.

6. If M � R3 is the surface of Exercise 5, then the Gauss map N W M ! S2 is given
by

N
�
x; f .x/

� D .�f1;�f2; 1/q
1C f 21 C f 22

:

Show that if rf .0/ D 0, then, at p0 D �
0; f .0/

�
, DN.p0/ W R2 ! R2 is given by

(3.59) DN.p0/ D �
 
@21f .0/ @1@2f .0/

@2@1f .0/ @22f .0/:

!

Here, Tp0M and T.0;0;1/S
2 are both identified with the .x1; x2/-plane. Deduce from

Exercise 5 that
K.p0/ D detDN.p0/:

7. Deduce from Exercise 6 that whenever M is a smooth surface in R3, with Gauss map
N W M ! S2, then, withDN.x/ W TxM ! TN.x/S

2,

(3.60) K.x/ D det DN.x/; 8 x 2 M:
(Hint: Given x 2 M , rotate coordinates so that TxM is parallel to the .x1; x2/-plane.)
This result is Gauss’ Theorema Egregium for surfaces in R3. See Theorem 4.4 for a
more general formulation; see also (4.35), and Exercises 5, 8, 9, and 14 of �4.

8. Recall from �11 of Chap. 1 that if �s.t/ is a family of curves �s W Œa; b	 ! M

satisfying �s.a/ D p; �s.b/ D q, and if E.s/ D R b
a hT; T idt; T D � 0

s.t/;

then, with V D .@=@s/�s.t/jsD0, E 0.s/ D �2 R ba hV;rT T i dt; leading to the
stationary condition for E that rT T D 0, which is the geodesic equation. Now sup-
pose �r;s.t/ is a two-parameter family of curves, �r;s.a/ D p; �r;s.b/ D q. Let
V D .@=@s/�r;s.t/j0;0; W D .@=@r/�r;s.t/j0;0. Show that

(3.61)
@2

@s@r
E.0; 0/ D 2

Z b

a
ŒhR.W; T /V; T i C hrT V;rTW i � hrW V;rT T i	 dt:

Note that the last term in the integral vanishes if �0;0 is a geodesic.
9. If Z is a Killing field, generating an isometry on M (as in Chap. 2, �3), show that

Zj IkI` D Rm`kj Zm:

(Hint: From Killing’s equation Zj Ik C ZkIj D 0, derive Zj IkI` D �ZkI`Ij �
Rmk j̀ Zm. Iterate this process two more times, going through the cyclic permu-
tations of .j; k; `/. Use Bianchi’s first identity.) Note that the identity desired is
equivalent to r2

.X;Y /
Z D R.Y;Z/X if Z is a Killing field:

10. Derive the following equation of Jacobi for a variation of geodesics. If �s.t/ is a one-
parameter family of geodesics, X D � 0

s.t/, and W D .@=@s/�s , then

rXrX W D R.X;W /X:

(Hint: Start with 0 D rW rXX , and use ŒX;W 	 D 0:)
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11. Raising the second index of Rj k`m, you obtain Rjk`m, the coordinate expression
for R, which can be regarded as a section of End.ƒ2T /. Suppose M D X � Y

with a product Riemannian metric and associated curvatures R;RX ;RY . Using the
splitting

ƒ2.V ˚W / D ƒ2V ˚ �
ƒ1V ˝ƒ1W

�˚ƒ2W;

write R as a 3 � 3 block matrix. Show that

R D

0

B@
RX 0 0

0 0 0

0 0 RY

1

CA :

In Exercises 12–14, let X; Y;Z, and so forth, belong to the space g of left-invariant
vector fields on a Lie group G, assumed to have a bi-invariant Riemannian metric.
(Compact Lie groups have these.)

12. Show that any (constant-speed) geodesic � on G with �.0/ D e, the identity element,
is a subgroup of G, that is, �.s C t/ D �.s/�.t/. Deduce that rXX D 0 for X 2 g.
(Hint: Given p D �.t0/, consider the “reflection” Rp.g/ D pg�1p, an isometry on
G that fixes p and leaves � invariant, though reversing its direction. From this, one
can deduce that p2 D �.2t0/:)

13. Show that rXY D .1=2/ŒX; Y 	 for X; Y 2 g. (Hint: 0D rXX D rY Y D r.XCY /
.X C Y /:)
This identity is called the Maurer-Cartan structure equation.

14. Show that

R.X; Y /Z D �1
4
ŒŒX; Y 	;Z	; hR.X; Y /Z;W i D �1

4

˝
ŒX; Y 	; ŒZ;W 	

˛
:

15. If E ! M is a vector bundle with connection er , and r D er C C , as in Exercises 1
and 2 of �1, andM has Levi–Civita connectionD, so that Hom.T ˝E;E/ acquires a
connection fromD ander, which we’ll also denote aser , show that (1.38) is equivalent
to

(3.62) .R �eR/.X; Y /u D .erXC/.Y; u/ � .erY C/.X; u/C ŒCX ; CY 	u:

This is a general form of the “Palatini identity.”
16. If g is a metric tensor and h a symmetric, second-order tensor field, consider the

family of metric tensors g� D g C h, for  close to zero, yielding the Levi–Civita
connections

r� D r C C./;

where r D r0. If C 0 D C 0.0/, show that

(3.63) hC 0.X; Y /;Zi D 1

2
.rXh/.Y; Z/C 1

2
.rY h/.X; Z/� 1

2
.rZh/.X; Y /:

(Hint: Use (3.2).)
17. Let R./ be the Riemann curvature tensor of g� , and set R0 D R0.0/. Show that

(3.62) yields

(3.64) R0.X; Y /Z D .rXC 0/.Y;Z/� .rY C 0/.X;Z/:
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Using (3.63), show that

2hR0.X; Y /Z;W i D .r2Y;W h/.X;Z/C .r2X;Zh/.Y;W / � .r2X;W h/.Y;Z/
� .r2Y;Zh/.X;W /C h

�
R.X; Y /Z;W

�C h
�
R.X; Y /W;Z

�
:

(3.65)

(Hint: Use the derivation property of the covariant derivative to obtain a formula for
rXC 0 from (3.63).)

18. Show that

6hR.X; Y /Z;W i D QK.X CW; Y CZ/� QK.Y CW;X CZ/

� QK.X; Y CZ/ � QK.Y;X CW / � QK.Z;X CW /

� QK.W; Y CZ/C QK.X; Y CW /C QK.Y;Z CW /

C QK.Z; Y CW /C QK.W;X CZ/C QK.X;Z/
C QK.Y;W / � QK.X; Y / � QK.Y;Z/;

(3.66)

where

(3.67) QK.X; Y / D hR.X; Y /Y;Xi:
See (4.34) for an interpretation of the right side of (3.67).

19. Using (3.51), show that, in exponential coordinates centered at p, the function
g D det.gjk/ satisfies, for jxj small,

(3.68) g.x/ D 1 � 1

3

X

`;m

Ric`m.p/x`xm CO
�jxj3�:

Deduce that if An�1 D area of Sn�1 � Rn and Vn D volume of unit ball in Rn,
then, for r small,

(3.69) V
�
Br .p/

� D
�
Vn � An�1

6n.nC 2/
S.p/r2 CO.r3/

	
rn:

4. Geometry of submanifolds and subbundles

Let M be a Riemannian manifold, of dimension n, and let S be a submanifold,
of dimension k, with the induced metric tensor. M has a Levi–Civita connection
r and Riemann tensor R. Denote by r0 and RS the connection and curvature of
S , respectively. We aim to relate these objects. The second fundamental form is
defined by

(4.1) II.X; Y / D rXY � r0
XY;

forX and Y tangent to S . Note that II is linear inX and in Y overC1.S/. Also,
by the zero-torsion condition,

(4.2) II.X; Y / D II.Y;X/:
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Proposition 4.1. II.X; Y / is normal to S at each point.

Proof. If X; Y and Z are tangent to S , we have

hrXY;Zi � hr0
XY;Zi D �hY;rXZi CXhY;Zi C hY;r0

XZi � XhY;Zi;

and making the obvious cancelation, we obtain

(4.3) hII.X; Y /;Zi D �hY; II.X;Z/i:

Using (4.2), we have

(4.4) hII.X; Y /;Zi D �hY; II.Z;X/iI

that is, the trilinear form given by the left side changes sign under a cyclic permu-
tation of its arguments. Since three such permutations produce the original form,
the left side of (4.4) must equal its own negative, hence be 0. This proves the
proposition.

Denote by �.S/ the bundle of normal vectors to S , called the normal bundle
of S . It follows that II is a section of Hom.TS ˝ TS; �.S//.

Corollary 4.2. For X and Y tangent to S; r0
XY is the tangential projection on

TS of rXY .

Let � be normal to S . We have a linear map, called the Weingarten map,

(4.5) A� W TpS �! TpS

uniquely defined by

(4.6) hA�X; Y i D h�; II.X; Y /i:

We also define the section A of Hom.�.S/˝ TS; TS/ by

(4.7) A.�;X/ D A�X:

We define a connection on �.S/ as follows; if � is a section of �.S/, set

r1
X� D P?rX�;

where P?.x/ is the orthogonal projection of TxM onto �x.S/. The following
identity is called the Weingarten formula.

Proposition 4.3. If � is a section of �.S/,

(4.8) r1
X� D rX� C A�X:
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Proof. It suffices to show that rX�CA�X is normal to S . In fact, if Y is tangent
to S ,

hrX�; Y i C hA�X; Y i D Xh�; Y i � h�;rXY i C h�; II.X; Y /i
D 0 � h�;r0

XY i � h�; II.X; Y /i C h�; II.X; Y /i
D 0;

which proves the proposition.

An equivalent statement is that, for X tangent to S; � normal to S ,

(4.9) rX� D r1
X� �A�X

is an orthogonal decomposition, into components normal and tangent to S ,
respectively. Sometimes this is taken as the definition of A� or, equivalently, by
(4.6), of the second fundamental form.

In the special case that S is a hypersurface of M (i.e., dim M D dim S C 1),
if � D N is a smooth unit normal field to S , we see that, for X tangent to S ,

hrXN;N i D 1

2
XhN;N i D 0;

so r1
XN D 0 in this case, and (4.9) takes the form

(4.10) rXN D �ANX;

the classical form of the Weingarten formula.
We now compare the tensorsR andRS . LetX; Y andZ be tangent to S . Then

rXrYZ D rX
�r0
YZ C II.Y;Z/

�

D r0
Xr0

YZ C II.X;r0
YZ/� AII.Y;Z/X C r1

XII.Y;Z/:
(4.11)

Reversing X and Y , we have

rYrXZ D r0
Yr0

XZ C II.Y;r0
XZ/� AII.X;Z/Y C r1

Y II.X;Z/:

Also,

(4.12) rŒX;Y �Z D r0
ŒX;Y �Z C II.ŒX; Y 	; Z/:

From (4.11) and (4.12) we obtain the important identity

.R �RS /.X; Y /Z D˚II.X;r0
YZ/� II.Y;r0

XZ/� II.ŒX; Y 	; Z/

C r1
XII.Y;Z/� r1

Y II.X;Z/



� ˚
AII.Y;Z/X � AII.X;Z/Y



:

(4.13)
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Here, the quantity in the first set of braces f g is normal to S , and the quantity in
the second pair of braces is tangent to S . The identity (4.13) is called the Gauss–
Codazzi equation. A restatement of the identity for the tangential components is
the following, known as Gauss’ Theorema Egregium.

Theorem 4.4. For X; Y;Z andW tangent to S ,

h.R �RS /.X; Y /Z;W i D hII.Y;W /; II.X;Z/i
� hII.X;W /; II.Y;Z/i:(4.14)

The normal component of the identity (4.13) is specifically Codazzi’s equation.
It takes a shorter form in case S has codimension 1 in M . In that case, choose a
unit normal field N , and let

(4.15) II.X; Y / D fII .X; Y /N I

fII is a tensor field of type .0; 2/ on S . Then Codazzi’s equation is equivalent to

(4.16) hR.X; Y /Z;N i D .r0
X
fII /.Y;Z/ � .r0

Y
fII /.X;Z/;

for X; Y;Z tangent to S , since of course RS .X; Y /Z is tangent to S .
In the classical case, where S is a hypersurface in flat Euclidean space, R D 0,

and Codazzi’s equation becomes

(4.17) .r0
Y
fII /.X;Z/� .r0

X
fII /.Y;Z/ D 0;

that is, r0fII is a symmetric tensor field of type .0; 3/. In this case, from the
identity fII jkI` D fII `kIj , we deduce Aj k Ik D Ak

k Ij D .Tr A/Ij , where A D
AN is the Weingarten map. Equivalently,

(4.18) div A D d.Tr A/:

An application of the Codazzi equation to minimal surfaces can be found in the
exercises after �6 of Chap. 14.

It is useful to note the following characterization of the second fundamen-
tal form for a hypersurface M in Rn. Translating and rotating coordinates, we
can move a specific point p 2 M to the origin in Rn and suppose M is given
locally by

xn D f .x0/; rf .0/ D 0;

where x0 D .x1; : : : ; xn�1/. We can then identify the tangent space of M at p
with Rn�1.
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Proposition 4.5. The second fundamental form ofM at p is given by the Hessian
of f :

(4.19) fII .X; Y / D
n�1X

j;kD1

@2f

@xj @xk
.0/ XjYk:

Proof. From (4.9) we have, for any � normal to M ,

(4.20) hII.X; Y /; �i D �hrX�; Y i;

where r is the flat connection on Rn. Taking

(4.21) � D .�@1f; : : : ;�@n�1f; 1/

gives the desired formula.

If S is a surface in R3, given locally by x3 D f .x1; x2/ with rf .0/ D 0, then
the Gauss curvature of S at the origin is seen by (4.14) and (4.19) to equal

(4.22) det

�
@2f .0/

@xj @xk

	
:

Consider the example of the unit sphere in R3, centered at .0; 0; 1/. Then the
“south pole” lies at the origin, near which S2 is given by

(4.23) x3 D 1 � .1 � x21 � x22/1=2:

In this case (4.22) implies that the Gauss curvature K is equal to 1 at the south
pole. Of course, by symmetry it follows that K D 1 everywhere on the unit
sphere S2.

Besides providing a good conception of the second fundamental form of a
hypersurface in Rn, Proposition 4.5 leads to useful formulas for computation, one
of which we will give in (4.29). First, we give a more invariant reformulation of
Proposition 4.5. Suppose the hypersurfaceM in Rn is given by

(4.24) u.x/ D c;

with ru ¤ 0 on M . Then we can use the computation (4.20) with � D grad u to
obtain

(4.25) hII.X; Y /; grad ui D �.D2u/.X; Y /;

whereD2u is the Hessian of u; we can think of .D2u/.X; Y / as Y �.D2u/X , where
D2u is the n � n matrix of second-order partial derivatives of u. In other words,

(4.26) fII .X; Y / D �jgrad uj�1.D2u/.X; Y /;

for X; Y tangent to M .
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In particular, ifM is a two-dimensional surface in R3 given by (4.24), then the
Gauss curvature at p 2 M is given by

(4.27) K.p/ D jgrad uj�2 det .D2u/jTpM ;

where D2ujTpM denotes the restriction of the quadratic form D2u to the tangent
space TpM , producing a linear transformation on TpM via the metric on TpM .
With this calculation we can derive the following formula, extending (4.22).

Proposition 4.6. If M � R3 is given by

(4.28) x3 D f .x1; x2/;

then, at p D .x0; f .x0// 2 M , the Gauss curvature is given by

(4.29) K.p/ D �
1C jrf .x0/j2��2 det

�
@2f

@xj @xk

	
:

Proof. We can apply (4.27) with u.x/ D f .x1; x2/ � x3. Note that jruj2 D
1C jrf .x0/j2 and

(4.30) D2u D
�
D2f 0

0 0

	
:

Noting that a basis of TpM is given by .1; 0; @1f / D v1; .0; 1; @2f / D v2, we
readily obtain

(4.31) det D2ujTpM D det
�
vj � .D2u/vk

�

det.vj � vk/ D �
1C jrf .x0/j2��1 det D2f;

which yields (4.29).

If you apply Proposition 4.6 to the case (4.23) of a hemisphere of unit radius,
the calculation that K D 1 everywhere is easily verified. The formula (4.29)
gives rise to interesting problems in nonlinear PDE, some of which are studied in
Chap. 14.

We now define the sectional curvature of a Riemannian manifold M . Given
p 2 M , let … be a 2-plane in TpM; † D Expp.…/. The sectional curvature of
M at p is

(4.32) Kp.…/ D Gauss curvature of† at p:

If U and V form an orthonormal basis of Tp† D …, then by the definition of
Gauss curvature,

(4.33) Kp.…/ D hR†.U; V /V; U i:
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We have the following more direct formula for the sectional curvature.

Proposition 4.7. With U and V as above, R the Riemann tensor of M ,

(4.34) Kp.…/ D hR.U; V /V; U i:

Proof. It suffices to show that the second fundamental form of † vanishes at p.
Since II.X; Y / is symmetric, it suffices to show that II.X;X/ D 0 for each
X 2 TpM . So pick a geodesic � in M such that �.0/ D p; � 0.0/ D X . Then
� � †, and � must also be a geodesic in S , so

rT T D r0
T T; T D � 0.t/;

which implies II.X;X/ D 0. This proves (4.34).

Note that if S � M has codimension 1, p 2 S , and… � TpS , then, by (4.14),

(4.35) KS
p .…/�KM

p .…/ D det

�fII .U;U / fII .U; V /
fII .V; U / fII .V; V /

	
:

Note how this is a direct generalization of (3.60).
The results above comparing connections and curvatures of a Riemannian man-

ifold and a submanifold are special cases of more general results on subbundles,
which arise in a number of interesting situations. Let E be a vector bundle over a
manifoldM , with an inner product and a metric connection r. Let E0 ! M be a
subbundle. For each x 2 M , let Px be the orthogonal projection of Ex onto E0x .
Set

(4.36) r0
Xu.x/ D PxrXu.x/;

when u is a section of E0. Note that, for scalar f ,

r0
Xf u.x/ D Px

�
f rXu.x/C .Xf /u

�

D fPxrXu.x/C .Xf /u.x/;

provided u is a section ofE0, so Pxu.x/ D u.x/. This shows that (4.36) defines a
connection on E0. Since hr0

Xu; vi D hrXu; vi for sections u; v of E0, it is clear
that r0 is also a metric connection. Similarly, if E1 is the orthogonal bundle, a
subbundle of E , a metric connection on E1 is given by

(4.37) r1
Xv.x/ D .I � Px/rXv.x/;

for a section v of E1.
It is useful to treat r0 and r1 on an equal footing, so we define a new connec-

tion er on E , also a metric connection, by
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(4.38) er D r0 ˚ r1:

Then there is the relation

(4.39) rX D erX C CX ;

where

(4.40) CX D
�
0 II 1X
II 0X 0

	
:

Here, II 0X W E0 ! E1 is the second fundamental form of E0 � E , and II 1X W
E1 ! E0 is the second fundamental form of E1 � E . We also set II j .X; u/ D
II

j
Xu. In this context, the Weingarten formula has the form

(4.41) C tX D �CX ; i.e., II 1X D ��II 0X
�t
:

Indeed, for any two connections related by (4.39), with C 2 Hom.TM ˝ E;E/,
if r and er are both metric connections, the first part of (4.41) holds.

We remark that when � is a curve in a Riemannian manifold M , and for
p 2 �; Ep D TpM; E0p D Tp�; E1p D �.�/, the normal space, and if r is the
Levi–Civita connection on M , then er is sometimes called the Fermi-Walker
connection on � . One also (especially) considers a timelike curve in a Lorentz
manifold.

Let us also remark that if we start with metric connections rj on Ej , then
form er on E by (4.38), and then define r on E by (4.39), provided that (4.40)
holds, it follows that r is also a metric connection on E , and the connections rj

are recovered by (4.36) and (4.37).
In general, for any two connections r and er, related by (4.39) for some

End.E/ valued 1-form C , we have the following relation between their curva-
ture tensors R and eR, already anticipated in Exercise 2 of �1:

(4.42) .R � eR/.X; Y /u D ˚
ŒCX ;erY 	� ŒCY ;erX 	 � CŒX;Y �



u C ŒCX ; CY 	u:

In case er D r0 ˚ r1 on E D E0 ˚ E1, and r has the form (4.39), where CX
exchanges E0 and E1, it follows that the operator in brackets f g on the right
side of (4.42) exchanges sections of E0 and E1, while the last operator ŒCX ; CY 	
leaves invariant the sections of E0 and E1. In such a case these two components
express respectively the Codazzi identity and Gauss’ Theorema Egregium.

We will expand these formulas, writing R.X; Y / 2 End.E0˚E1/ in the block
matrix form

(4.43) R D
�
R00 R01
R10 R11

	
:
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Then Gauss’ equations become

.R00 � R0/.X; Y /u D II 1XII
0
Y u � II 1Y II 0Xu;

.R11 � R1/.X; Y /u D II 0XII
1
Y u � II 0Y II 1Xu;

(4.44)

for a section u of E0 or E1, respectively. Equivalently, if v is also a section of E0
or E1, respectively,

h.R00 �R0/.X; Y /u; vi D hII 0Xu; II 0Y vi � hII 0Y u; II 0Xvi;
h.R11 �R1/.X; Y /u; vi D hII 1Xu; II 1Y vi � hII 1Y u; II 1Xvi:(4.45)

The second part of (4.45) is also called the Ricci equation.
Codazzi’s equations become

R10.X; Y /u D II 0Xr0
Y u � II 0Yr0

Xu � II 0ŒX;Y �u C r1
XII

0
Y u � r1

Y II
0
Xu;

R01.X; Y /u D II 1Xr1
Y u � II 1Yr1

Xu � II 1ŒX;Y �u C r0
XII

1
Y u � r0

Y II
1
Xu;

(4.46)

for sections u of E0 and E1, respectively. If we take the inner product of the first
equation in (4.46) with a section v of E1, we get

hR10.X; Y /u; vi
D � hr0

Y u; II 1Xvi C hr0
Xu; II 1Y vi � hII 0ŒX;Y �u; vi

C hII 0Xu;r1
Y vi � hII 0Y u;r1

Xvi CXhII 0Y u; vi � Y hII 0Xu; vi;
(4.47)

using the metric property of r0 and r1, and the antisymmetry of (4.40). If we
perform a similar calculation for the second part of (4.46), in light of the fact that
R10.X; Y /

t D �R01.X; Y /, we see that these two parts are equivalent, so we
need retain only one of them. Furthermore, we can rewrite the first equation in
(4.46) as follows. Form a connection on Hom.TM ˝E0; E1/ via the connections
rj on Ej and a Levi–Civita connection rM on TM , via the natural derivation
property, that is,

(4.48) .erXII
0/.Y; u/ D r1

XII
0
Y u � II 0Yr0

Xu � II 0.rM
X Y; u/:

Then (4.46) is equivalent to

(4.49) R10.X; Y /u D .erXII
0/.Y; u/� .erY II

0/.X; u/:

One case of interest is when E1 is the trivial bundle E1 D M � R, with one-
dimensional fiber. For example,E1 could be the normal bundle of a codimension-
one surface in Rn. In this case, it is clear that both sides of the last half of (4.45)
are tautologically zero, so Ricci’s equation has no content in this case.

As a parenthetical comment, suppose E is a trivial bundle E D M � Rn,
with complementary subbundlesEj , having metric connections constructed as in
(4.36) and (4.37), from the trivial connectionD on E , defined by componentwise
differentiation, so
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(4.50) r0
Xu D PDXu; r1

Xu D .I � P/DXu;

for sections of E0 and E1, respectively. There is the following alternative ap-
proach to curvature formulas. For er D r0 ˚ r1, we have

(4.51) erXu D DXu C .DXP/.I � 2P /u:

Note that with respect to a choice of basis ofRn as a global frame field onM�Rn,
we have the connection 1-form (1.13) given by

(4.52) � D dP.I � 2P /:
Since dP D dP P C P dP , we have dP P D .I � P/ dP . Thus, writing the
connection 1-form as � D P dP.I � P/ � .I � P/ dP P casts � D �C in the
form (4.40). We obtain directly from the formula � D d� C � ^ � , derived in
(4.15), that the curvature of er is given by

(4.53) � D dP ^ dP D P dP ^ dP P C .I � P/ dP ^ dP .I � P/;
the last identity showing the respective curvatures of E0 and E1. Compare with
Exercise 5 of �1.

Our next goal is to invert the process above. That is, rather than starting with
a flat bundle E D M � Rn and obtaining connections on subbundles and second
fundamental forms, we want to start with bundles Ej ! M; j D 1; 2, with
metric connections rj , and proposed second fundamental forms II j , sections of
Hom.TM˝Ej ; Ej 0/, and then obtain a flat connection r onE via (4.38)–(4.40).
Of course, we assume II 0 and II 1 are related by (4.41), so (4.39) makes r a
metric connection. Thus, according to equations (4.45) and (4.49), the connection
r is flat if and only if, for all sections u; v of E0,

(4.54)

.erXII
0/.Y; u/� .erY II

0/.X; u/ D 0;

hR0.X; Y /u; vi D hII 0Y u; II 0Xvi � hII 0Xu; II 0Y vi;
and, for all sections u; v of E1,

(4.55) hR1.X; Y /u; vi D hII 1Y u; II 1Xvi � hII 1Xu; II 1Y vi:
If these conditions are satisfied, then E will have a global frame field of sec-

tions e1; : : : ; en, such that rej D 0, at least provided M is simply connected.
Then, for each p 2 M , we have an isometric isomorphism

(4.56) J.p/ W Ep �! Rn

by expanding elements of Ep in terms of the basis fej .p/g. Thus E0 � E is
carried by J.p/ to a family of linear subspaces J.p/E0p D Vp � Rn, with
orthogonal complements J.p/E1p D Np � Rn.
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We now specialize to the case E0 D TM , where M is an m-dimensional
Riemannian manifold, with its Levi–Civita connection;E1 is an auxiliary bundle
overM , with metric connection r1. We will assumeM is simply connected. The
following result is sometimes called the fundamental theorem of surface theory.

Theorem 4.8. Let II 0 be a section of Hom.TM ˝ TM;E1/, and set II 1X D
�.II 0X /t . Make the symmetry hypothesis

(4.57) II 0.X; Y / D II 0.Y;X/:

Assume the equations (4.54) and (4.55) are satisfied, producing a trivialization of
E D E0 ˚ E1, described by (4.56). Then there is an isometric immersion

(4.58) X W M �! Rn;

and a natural identification of E1 with the normal bundle of S D X.M/ � Rn,
such that the second fundamental form of S is given by II 0.

To get this, we will construct the map (4.58) so that

(4.59) DX.p/ D J.p/
ˇ̌
TM

;

for all p 2 M . To see how to get this, consider one of the n components of
J; J	.p/ W Ep ! R. In fact, J	u D he	; ui. Let ˇ	.p/ D J	.p/

ˇ̌
TpM

; thus ˇ	 is
a 1-form on M .

Lemma 4.9. Each ˇ	 is closed, that is, dˇ	 D 0.

Proof. For vector fields X and Y on M , we have

dˇ	.X; Y / D X � ˇ	.Y /� Y � ˇ	.X/ � ˇ	.ŒX; Y 	/

D X � ˇ	.Y /� Y � ˇ	.X/ � ˇ	.r0
XY � r0

YX/:
(4.60)

Using rX D r0
X C II 0X on sections of E0 D TM , we see that this is equal to

X � J	.Y / � Y � J	.X/ � J	.rXY � rYX/C J	.II
0
XY � II 0YX/

D .rXJ	/Y � .rY J	/X C J	.II
0
XY � II 0YX/:

By construction, rXJ	 D 0, while (4.57) says II 0XY �II 0YX D 0. Thus dˇ	 D 0.

Consequently, as long as M is simply connected, we can write ˇ	 D dx	
for some functions x	 2 C1.M/. Let us therefore define the map (4.58) by
X.p/ D .x1.p/; : : : ; x	.p//. Thus (4.59) holds, so X is an isometric mapping.
Furthermore, it is clear that J.p/ maps E1p precisely isometrically onto the nor-
mal space Np � Rn to S D X.M/ at X.p/, displaying II 0 as the second
fundamental form of S . Thus Theorem 4.8 is established.
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Let us specialize Theorem 4.8 to the case where dimM D n� 1, so the fibers
of E1 are one-dimensional. As mentioned above, the Ricci identity (4.55) has
no content in that case. We have the following special case of the fundamental
theorem of surface theory.

Proposition 4.10. Let M be an .n � 1/-dimensional Riemann manifold; assume
M is simply connected. Let there be given a symmetric tensor field fII , of type
(0,2). Assume the following Gauss–Codazzi equations hold:

hRM .X; Y /Z;W i D fII .Y;Z/fII .X;W /� fII .X;Z/fII.Y;W /;
�rM
X
fII
�
.Y;Z/� �rM

Y
fII
�
.X;Z/ D 0;

(4.61)

where rM is the Levi–Civita connection of M and RM is its Riemann curvature
tensor. Then there is an isometric immersion X W M ! Rn such that the second
fundamental form of S D X.M/ � Rn is given by fII .

Exercises

1. Let S � M , with respective Levi–Civita connections r0;r, respective Riemann ten-
sors Rs ; R, and so on, as in the text. Let �s;t W Œa; b	 ! S be a two-parameter family
of curves. One can also regard �s;t W Œa; b	 ! M . Apply the formula (3.52) for the
second variation of energy in these two contexts, and compare the results, to produce
another proof of Gauss’ formula (4.14) for h.R�RS /.X; Y /Z;W i when X; Y;Z;W
are all tangent to S .

2. With the Ricci tensor Ric given by (3.23) and the sectional curvatureKp.…/ by (4.32),
show that, for X 2 TpM , of norm 1, if „ denotes the orthogonal complement of X
in TpM , then

Ric.X;X/ D n� 1

vol Sp.„/

Z

Sp.„/

Kp.U; X/ dV.U /;

where Sp.„/ is the unit sphere in„; n D dim M , and Kp.U;X/ D Kp.…/, where
… is the linear span of U and X . Show that the scalar curvature at p is given by

S D n.n� 1/

vol G2

Z

G2

Kp.…/ dV.…/;

where G2 is the space of 2-planes in TpM .
3. Let � be a curve in R3, parameterized by arc length. Recall the Frenet apparatus. At
p D �.t/; T D � 0.t/ spans Tp� , and if the curvature � of � is nonzero, unit vectors
N and B span the normal bundle �p.�/, satisfying the system of ODE

T 0 D �N;

N 0 D ��T C B;

B 0 D � N;

(4.62)
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and furthermore, B D T � N; T D N � B; N D B � T . Compare with Exercises
4–6 in Chap. 1, �5. Let r denote the standard flat connection on R3, and r0; r1 the
connections induced on T .�/ and �.�/, as in (4.1), (4.8). Show that

(4.63) II.T; T / D �N

and that

r1TN D B;

r1TB D �N:
(4.64)

Compute the right side of the Weingarten formula

(4.65) rT � r1T D �.IIT /t ;
and show that (4.63)–(4.65) are equivalent to (4.62).

4. Let S � R3 be a surface, with connection rS , second fundamental form IIS , and
unit normal �. Let � be the curve of Exercise 3, and suppose � is a curve in S . Show
that

IIS .T; T / D �hN; �i�
D �N � rST T:

If A	 denotes the Weingarten map of S , as in (4.5), show that

A	T D �T � B and N D �;

provided � is a geodesic on S .
5. Use Theorem 4.4 to show that the Gauss curvature K of a surface S � R3 is equal

to det A	 . Use the symmetry of A	 to show that each TpS has an orthonormal basis
T1; T2 such that A	Tj D �jTj ; hence K D �1�2. An eigenvector of A	 is called
a direction of principal curvature. Show that T 2 TpS is a direction of principal
curvature if and only if the geodesic through p in direction T has vanishing torsion 
at p.

6. Suppose M has the property that each sectional curvature Kp.…/ is equal to Kp ,
independent of …. Show that

R D KpI in End.ƒ2Tp/;

where R is as in Exercise 4 of �3. Show that Kp is constant, on each connected
component of M , if dim M � 3. (Hint: To do the last part, use Proposition 3.3.)

7. Show that the formula (4.42) for R � eR is equivalent to the formula (2.17). (This
reiterates Exercise 5 of �2.) Also, relate (4.44) and (4.49) to (3.54).
Let M be a compact, oriented hypersurface in Rn. Let

N W M ! Sn�1

be given by the outward-pointing normal. This is called the Gauss map.
8. If n D 3, show that N�!0 D K!, where !0 and ! are the area forms of S2 and M ,

respectively, and K is the Gauss curvature of M . Note that the degree of the Gauss
map is
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Deg.N / D 1

4�

Z

M

N�!0:

See �19 of Chap. 1 for basic material on degrees of maps.
9. For general n, show that N�!0 D J!, with

J D .�1/n�1 det AN ;

where ! and !0 are the volume forms and AN W TpM ! TpM is the Weingarten
map (4.5). Consequently,

(4.66) Deg.N / D .�1/n�1
An�1

Z

M

�
det AN

�
dV;

where An�1 is the area of Sn�1. (Hint: There is a natural identification of TpM and
Tq.S

n�1/ as linear subspaces of Rn, if q D N.p/. Show that the Weingarten formula
gives

(4.67) DN.p/ D �AN 2 End.TpM/ � L.TpM;TqSn�1/:/

10. Let S be a hypersurface in Rn, with second fundamental form eII , as in (4.15). Sup-
pose eII is proportional to the metric tensor, eII D �.x/g. Show that � is constant,
provided S is connected. (Hint: Use the Codazzi equation (4.17), plus the fact that
r0g D 0:)

11. When S is a hypersurface in Rn, a point p, where eII D �g, is called an umbilic point.
If every point on S is umbilic, show that S has constant sectional curvature �2.
(Hint: Apply Gauss’ Theorema Egregium, in the form (4.14).)

12. Let S � Rn be a k-dimensional submanifold (k < n), with induced metric g and
second fundamental form II . Let � be a section of the normal bundle �.S/. Consider
the one-parameter family of maps S ! Rn,

(4.68) '� .x/ D x C �.x/; x 2 S;  2 .�"; "/:
Let g� be the family of Riemannian metrics induced on S . Show that

(4.69)
d

d
g� .X; Y /

ˇ̌
ˇ̌
�D0

D �2h�; II.X; Y /i:

More generally, if S � M is a submanifold, consider the one-parameter family of
submanifolds given by

(4.70) '� .x/ D Expx
�
�.x/

�
; x 2 S;  2 .�"; "/;

where Expx W TxM ! M is the exponential map, determined by the Riemannian
metric on M . Show that (4.69) holds in this more general case.

13. Let M1 � M2 � M3 be Riemannian manifolds of dimension n1 < n2 < n3,
with induced metrics. For j < k, denote by II jk the second fundamental form of

Mj � Mk and by Ajk the associated Weingarten map. For x 2 Mj , denote by N jkx
the orthogonal complement of TxMj in TxMk and by jkr1 the natural connection
on N jk .Mj /. Let X and Y be tangent to M1, and let � be a section of N 12.M1/.
Show that
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A12
�
X D A13

�
X:

Also show that

13r1X � D 12r1X � C II23.X; �/; orthogonal decomposition,

and that

II13.X; Y / D II12.X; Y /C II23.X; Y /; orthogonal decomposition.

Relate this to Exercises 3–5 when nj D j .
14. If S � M has codimension 1 and Weingarten map A W TpS ! TpS , show that the

Gauss equation (4.14) gives

(4.71)
˝
.R � RS /.X; Y /Z;W

˛ D ˝
.ƒ2A/.X ^ Y /;Z ^W ˛

; X; Y; Z;W 2 TpS:
Show that (with N a unit normal to S) the scalar curvatures of M and S are related
by

(4.72) SM � SS D �2 Tr ƒ2AC 2RicM .N;N/:

5. The Gauss–Bonnet theorem for surfaces

If M is a compact, oriented Riemannian manifold of dimension 2, the Gauss–
Bonnet theorem says that

(5.1)
Z

M

K dV D 2� �.M/;

if K is the Gauss curvature of M and �.M/ its Euler characteristic. There is
an associated formula if M has a boundary. There are a number of significant
variants of this, involving, for example, the index of a vector field. We present
several proofs of the Gauss–Bonnet theorem and some of its variants here.

We begin with an estimate on the effect of parallel translation about a small
closed, piecewise smooth curve. This first result holds for a general vector bundle
E ! M with connection r and curvature

� D 1

2
R˛ˇjk dxj ^ dxk;

with no restriction on dim M .

Proposition 5.1. Let � be a closed, piecewise smooth loop on M . Assume it is
parameterized by arc length for 0 � t � b; �.b/ D �.0/. If u.t/ is a section of E
over � defined by parallel transport (i.e., rT u D 0; T D P� ), then
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(5.2) u˛.b/� u˛.0/ D �1
2

X

j;k;ˇ

R˛ˇjk

0

@
Z

A

dxj ^ dxk
1

A uˇ .0/CO.b3/;

where A is an oriented 2-surface in M with @A D � , and the u˛.t/ are the
components of u with respect to a local frame.

Proof. If we put a coordinate system on a neighborhood of p D �.0/ 2 M and
choose a frame field for E , then parallel transport is defined by

(5.3)
du˛

dt
D ��˛ˇkuˇ

dxk

dt
:

As usual, we use the summation convention. Thus

(5.4) u˛.t/ D u˛.0/�
Z t

0

�˛ˇk.�.s//u
ˇ .s/

dxk

ds
ds:

We hence have

(5.5) u˛.t/ D u˛.0/� �˛ˇk.p/u
ˇ .0/.xk � pk/CO.t2/:

We can solve (5.3) up to O.t3/ if we use

(5.6) �˛ˇj .x/ D �˛ˇj .p/C .xk � pk/ @k�
˛
ˇj CO

�jx � pj2�:

Hence

u˛.t/ D u˛.0/�
Z t

0

�
�˛ˇk.p/C .xj � pj / @j�

˛
ˇk.p/

�

� �uˇ .0/� �ˇ �`.p/u
� .0/.x` � p`/

� dxk
ds

ds CO.t3/:

(5.7)

If �.b/ D �.0/, we get

u˛.b/ D u˛.0/�
Z b

0

xj dxk
�
@j�

˛
ˇk

�
uˇ .0/

C
Z b

0

xj dxk�
˛
ˇk�

ˇ
�j u� .0/CO.b3/;

(5.8)

the components of � and their first derivatives being evaluated at p. Now Stokes’
theorem gives Z

�

xj dxk D
Z

A

dxj ^ dxk ;
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so

(5.9) u˛.b/�u˛.0/ D ��@j�˛ˇk C �˛�k�
�
ˇj

� Z

A

dxj ^dxk uˇ .0/CO.b3/:

Recall that the curvature is given by

� D d� C � ^ �;
that is,

(5.10) R˛ˇjk D @j�
˛
ˇk � @k�˛ˇj C �˛�j�

�
ˇk � �˛�k��ˇj :

Now the right side of (5.10) is the antisymmetrization, with respect to j and k, of
the quantity in brackets in (5.9). Since

R
A dxj ^dxk is antisymmetric in j and k,

we get the desired formula (5.2).

In particular, if dim M D 2, then we can write the End.E/-valued 2-form �

as

(5.11) � D R�;

where � is the volume form onM and R is a smooth section of End.E/ overM .
If E has an inner product and r is a metric connection, then R is skew-adjoint.
If � is a geodesic triangle that is “fat” in the sense that none of its angles is small,
(5.2) implies

(5.12) u.b/� u.0/ D �Ru.0/.Area A/CO
�
.Area A/3=2

�
:

If we specialize further, to oriented two-dimensional M with E D TM ,
possessing the Levi–Civita connection of a Riemannian metric, then we take
J W TpM ! TpM to be the counterclockwise rotation by 90ı, which defines
an almost complex structure on M . Up to a scalar this is the unique skew-adjoint
operator on TpM , and, by (3.34),

(5.13) Ru D �K J u; u 2 TpM;

whereK is the Gauss curvature of M at p. Thus, in this case, (5.12) becomes

(5.14) u.b/� u.0/ D K J u.0/.Area A/CO
�
.Area A/3=2

�
:

On the other hand, if a tangent vector X0 2 TpM undergoes parallel transport
around a geodesic triangle, the action produced on TpM is easily seen to be a
rotation in TpM through an angle that depends on the angle defect of the triangle.
The argument can be seen by looking at Fig. 5.1. We see that the angle from X0
to X3 is

(5.15) .� C ˛/ � .2� � ˇ � � � �/ � � D ˛ C ˇ C � � �:
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FIGURE 5.1 Parallel Transport Around a Triangle

In this case, formula (5.14) implies

(5.16) ˛ C ˇ C � � � D
Z
K dV CO

�
.Area A/3=2

�
:

We can now use a simple analytical argument to sharpen this up to the following
celebrated formula of Gauss.

Theorem 5.2. If A is a geodesic triangle in M 2, with angles ˛; ˇ, and � , then

(5.17) ˛ C ˇ C � � � D
Z

A

K dV:

Proof. Break up the geodesic triangleA intoN 2 little geodesic triangles, each of
diameter O.N�1/, area O.N�2/. Since the angle defects are additive, the esti-
mate (5.16) implies

˛ C ˇ C � � � D
Z

A

K dV CN 2O
�
.N�2/3=2

�

D
Z

A

K dV CO.N�1/;
(5.18)

and passing to the limit as N ! 1 gives (5.17).
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Note that any region that is a contractible geodesic polygon can be divided
into geodesic triangles. If a contractible region � � M with smooth boundary
is approximated by geodesic polygons, a straightforward limit process yields the
Gauss–Bonnet formula

(5.19)
Z

�

K dV C
Z

@�

� ds D 2�;

where � is the geodesic curvature of @�. We leave the details to the reader. An-
other proof will be given at the end of this section.

If M is a compact, oriented two-dimensional manifold without boundary, we
can partition M into geodesic triangles. Suppose the triangulation of M so pro-
duced has

(5.20) F faces (triangles); E edges; V vertices:

If the angles of the j th triangle are j̨ ; ǰ , and �j , then summing all the angles
clearly produces 2�V . On the other hand, (5.17) applied to the j th triangle, and
summed over j , yields

(5.21)
X

j

.˛j C ˇj C �j / D �F C
Z

M

K dV:

Hence
R
M
K dV D .2V � F /� . Since in this case all the faces are triangles,

counting each triangle three times will count each edge twice, so 3F D 2E . Thus
we obtain

(5.22)
Z

M

K dV D 2�.V �E C F /:

This is equivalent to (5.1), in view of Euler’s formula

(5.23) �.M/ D V � E C F:

We now derive a variant of (5.1) when M is described in another fashion.
Namely, suppose M is diffeomorphic to a sphere with g handles attached. The
number g is called the genus of the surface. The case g D 2 is illustrated in
Fig. 5.2. We claim that

(5.24)
Z

M

K dV D 4�.1 � g/

in this case. By virtue of (5.22), this is equivalent to the identity
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FIGURE 5.2 Surface with Handles

(5.25) 2 � 2g D V �E C F D �.M/:

Direct proofs of this are possible, but we will provide a proof of (5.24), based on
the fact that

(5.26)
Z

M

K dV D C.M/

depends only on M , not on the metric imposed. This follows from (5.22), by
forgetting the interpretation of the right side. The point we want to make is, given
(5.26)—that is, the independence of the choice of metric—we can work out what
C.M/ is, as follows.

First, choosing the standard metric on S2, for whichK D 1 and the area is 4� ,
we have

(5.27)
Z

S2

K dV D 4�:

Now suppose M is obtained by adding g handles to S2. Since we can alter the
metric onM at will, we can make sure it coincides with the metric of a sphere near
a great circle, in a neighborhood of each circle where a handle is attached to the
main body A, as illustrated in Fig. 5.2. If we imagine adding two hemispherical
caps to each handleHj , rather than attaching it to A, we turn eachHj into a new
sphere, so by (5.27) we have

(5.28) 4� D
Z

Hj[ caps

K dV D
Z

Hj

K dV C
Z

caps

K dV:

Since the caps fit together to form a sphere, we have
R

capsK dV D 4� , so for
each j ,
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(5.29)
Z

Hj

K dV D 0;

providedM has a metric such as described above. Similarly, if we add 2g caps to
the main body A, we get a new sphere, so

(5.30) 4� D
Z

A[ caps

K dV D
Z

A

K dV C 2g.2�/;

or

(5.31)
Z

A

K dV D 2�.2 � 2g/:

Together (5.29) and (5.31) yield (5.24), and we get the identity (5.25) as a bonus.
We now give another perspective on Gauss’ formula, directly dealing with the

fact that TM can be treated as a complex line bundle, whenM is an oriented Rie-
mannian manifold of dimension 2. We will produce a variant of Proposition 5.1
which has no remainder term and which hence produces (5.16) with no remain-
der, directly, so Theorem 5.2 follows without the additional argument given above.
The result is the following; again dim M is unrestricted.

Proposition 5.3. Let E ! M be a complex line bundle. Let � be a piecewise
smooth, closed loop in M , with �.0/ D �.b/ D p, bounding a surface A. Let r
be a connection on E , with curvature �. If u.t/ is a section of E over � defined
by parallel translation, then

(5.32) u.b/ D
2

4exp

0

@�
Z

A

�

1

A

3

5 u.0/:

Proof. Pick a nonvanishing section (hence a frame field) � ofE over S , assuming
S is homeomorphic to a disc. Any section u of E over S is of the form u D v�

for a complex-valued function v on S . Then parallel transport along �.t/ D
.x1.t/; : : : ; xn.t// is defined by

(5.33)
dv

dt
D �

�
�k
dxk

dt

	
v:

The solution to this single, first-order ODE is

(5.34) v.t/ D


exp

�
�
Z t

0

�k.�.s//
dxk

ds
ds

	�
v.0/:
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Hence

(5.35) v.b/ D
2

4exp

0

@�
Z

�

�

1

A

3

5 v.0/;

where � D P
�k dxk . The curvature 2-form � is given, as a special case of

(5.10), by

(5.36) � D d�;

and Stokes’ theorem gives (5.32), from (5.35), provided A is contractible. The
general case follows from cutting A into contractible pieces.

As we have mentioned, Proposition 5.3 can be used in place of Proposition 5.1,
in conjunction with the argument involving Fig. 5.1, to prove Theorem 5.2.

Next, we relate
R
M

� to the “index” of a section of a complex line bundle
E ! M , whenM is a compact, oriented manifold of dimension 2. Suppose X is
a section ofE overM nS , where S consists of a finite number of points; suppose
that X is nowhere vanishing on M n S and that, near each pj 2 S; X has the
following form. There are a coordinate neighborhood Oj centered at pj , with pj
the origin, and a nonvanishing section �j of E near pj , such that

(5.37) X D vj �j on Oj ; vj W Oj n p ! C n 0:

Taking a small counterclockwise circle �j about pj , vj =jvj j D !j maps �j to S1;
consider the degree j̀ of this map, that is, the winding number of �j about S1.
This is the index of X at pj , and the sum over pj is the total index of X :

(5.38) Index.X/ D
X

j

`j :

We will establish the following.

Proposition 5.4. For any connection on E ! M , with curvature form � and X
as above, we have

(5.39)
Z

M

� D �.2�i/ � Index.X/:

Proof. You can replaceX by a section of E n 0 overM n fpj g, homotopic to the
original, having the form (5.37) with

(5.40) vj D ei`j � C wj ;
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in polar coordinates .r; �/ about pj , with wj 2 C 1.Oj /; wj .0/ D 0. Excise
small disks Dj containing pj ; let D D [Dj . Then, by Stokes’ theorem,

(5.41)
Z

MnD
� D �

X

j

Z

�j

�;

where �j D @Dj and � is the connection 1-form with respect to the section X ,
so that, with rk D rDk ; Dk D @=@xk in local coordinates,

(5.42) rkX D �kX:

Now (5.37) gives (with no summation)

(5.43) �kvj �j D .@kvj C vje�jk/�j

on Dj , where e�jk dxk is the connection 1-form with respect to the section �j .
Hence

(5.44) �k D v�1
j @kvj Ce�jk ;

with remainder terme�jk 2 C 1.Oj /. By (5.40), we have

(5.45)
Z

�j

� D 2�i`j CO.r/

if each Dj has radius � Cr . Passing to the limit as the disks Dj shrink to pj
gives (5.39).

Since the left side of (5.39) is independent of the choice of X , it follows that
the index of X depends only on E , not on the choice of such X . In Chap. 10,
this formula is applied to a meromorphic section of a complex line bundle, and in
conjunction with the Riemann–Roch formula it yields important information on
Riemann surface theory.

In case M is a compact, oriented Riemannian 2-manifold, whose tangent bun-
dle can be given the structure of a complex line bundle as noted above, (5.39) is
equivalent to

(5.46)
Z

M

K dV D 2� Index.X/;

for any smooth vector field X , nonvanishing, on M minus a finite set of points.
This verifies the identity

(5.47) Index.X/ D �.M/

in this case.
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As a further comment on the Gauss–Bonnet formula for compact surfaces, let
us recall from Exercise 8 of �4 that if M is a compact, oriented surface in R3,
with Gauss map N W M ! S2, then

(5.48) Deg.N / D 1

4�

Z

M

N �!0 D 1

4�

Z

M

K dV:

Furthermore, in �20 of Chap. 1, Corollary 20.5 yields an independent proof that,
in this case,

(5.49) Deg.N / D 1

2
Index.X/;

for any vector field X onM with a finite number of critical points. Hence (5.48)–
(5.49) provide another proof of (5.1), at least for a surface in R3. This line of
reasoning will be extended to the higher-dimensional case of hypersurfaces of
RnC1, in the early part of �8, as preparation for establishing the general Chern–
Gauss–Bonnet theorem.

To end this section, we provide a direct proof of the formula (5.19), using an
argument parallel to the proof of Proposition 5.3. Thus, assuming that M is an
oriented surface, we give TM the structure of a complex line bundle, and we
pick a nonvanishing section � of TM over a neighborhood of O. Let � D @O
be parameterized by arc length, T D � 0.s/; 0 � s � b, with �.b/ D �.0/. The
geodesic curvature � of � , appearing in (5.19), is given by

(5.50) rT T D �N; N D JT:

If we set T D u�, where u W O ! C, then, parallel to (5.33), we have (5.50)
equivalent to

(5.51)
du

ds
D �

X
�k

dxk

ds
u C i�u:

The solution to this single, first-order ODE is (parallel to (5.34))

(5.52) u.t/ D


exp

�
i

Z t

0

�.s/ ds �
Z t

0

�k
�
�.s/

� dxk
ds

ds

	�
u.0/:

Hence

(5.53) u.b/ D
2

4exp

0

@i
Z

�

�.s/ ds �
Z

O

�

1

A

3

5 u.0/:
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By (5.13), we have

(5.54) � D �iK dV;

and since u.b/ D u.0/, we have

(5.55) exp

0

@i
Z

�

�.s/ ds C i

Z

O
K dV

1

A D 1;

or

(5.56)
Z

O

K dV C
Z

�

�.s/ ds D 2��;

for some � 2 Z. Now if O were a tiny disc in M , it would be clear that � D 1.
Using the contractibility of O and the fact that the left side of (5.56) cannot jump,
we have � D 1, which proves (5.19).

Exercises

1. Given a triangulation of a compact surface M , within each triangle construct a vector
field, vanishing at seven points as illustrated in Fig. 5.3, with the vertices as attractors,
the center as a repeller, and the midpoints of each side as saddle points. Fit these to-
gether to produce a smooth vector field X on M . Show directly that

Index .X/ D V �E C F:

2. Let L ! M be a complex line bundle, and let u and v be sections of L with a finite
number of zeros. Show directly that u and v have the same index. (Hint: Start with
u D f v on M nZ, where Z is the union of the zero sets and f W M nZ ! C n 0:)

3. LetM1 and M2 be n-dimensional submanifolds of Rk . Suppose a curve � is contained
in the intersection M1 \M2, and assume

FIGURE 5.3 Vector Field on a Triangulation
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p D �.s/ H) TpM1 D TpM2:

Show that parallel translations along � in M1 and in M2 coincide. (Hint: If T D � 0.s/
and X is a vector field along � , tangent to M1 (hence to M2), show that rM1

T
X D

rM2
T
X , using Corollary 4.2.)

4. Let O be the region in S2 � R3 consisting of points in S2 of geodesic distance < r

from p D .0; 0; 1/, where r 2 .0; �/ is given. Let � D @O. Construct a cone, with
vertex at .0; 0; sec r/, tangent to S2 along � . Using this and Exercise 3, show that
parallel translation over one circuit of � is given by

counterclockwise rotation by � D 2�.1 � cos r/:

(Hint: Flatten out the cone, as in Fig. 5.4. Notice that � has length ` D 2� sin r:)
Compare this calculation with the result of (5.32), which in this context implies

u.`/ D
2

4exp i
Z

O
K dV

3

5 u.0/:

5. Let � W Œa; b	 ! R3 be a smooth, closed curve, so �.a/ D �.b/ and � 0.a/ D � 0.b/.
Assume � is parameterized by arc length, so � 0.t/ D T .t/ and T W Œa; b	 ! S2; hence
T is a smooth, closed curve in S2. Note that the normal space to � at p D �.t/ is
naturally identified with the tangent space to S2 at T .t/ D q:

�p.�/ D TqS
2:

a) Show that parallel translation along � of a section of the normal bundle �.�/, with re-
spect to the connection described in Exercise 3 of �4, coincides with parallel translation
along the curve T of vectors tangent to S2. (Hint: Recall Exercise 3 of �1.)
b) Suppose the curvature � of � never vanishes, so the torsion  is well defined, as in
(4.62). Show that parallel translation once around � acts on �p.�/ by multiplication by

exp

0

@�i
Z

�

.s/ ds

1

A :

FIGURE 5.4 Cone Tangent to a Sphere
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Here we use the complex structure on �p.�/ given by JN D B; JB D �N . (Hint:
Use (4.64).) Compare the results of parts a and b.

6. The principal bundle picture

An important tool for understanding vector bundles is the notion of an underlying
structure, namely that of a principal bundle. IfM is a manifold andG a Lie group,

then a principalG-bundle P
p!M is a locally trivial fibration with a G-action on

P such that G acts on each fiber Px D p�1.x/ in a simply transitive fashion. An
example is the frame bundle of an oriented Riemannian manifold M; F.M/ !
M , where Fx.M/ consists of the set of ordered oriented orthonormal bases of
the tangent space Tx to M at x. If n D dim M , this is a principal SO.n/-bundle.

If P ! M is a principalG-bundle, then associated to each representation � of
G on a vector space V is a vector bundle E ! M . The set E is a quotient space
of the Cartesian product P � V , under the equivalence relation

(6.1) .y; v/ � .y � g; �.g/�1v/; g 2 G:

We have written the G-action on P as a right action. One writes E D P � V .
The space of sections of E is naturally isomorphic to a certain subspace of the
space of V -valued functions on P :

(6.2) C1.M;E/ � fu 2 C1.P; V / W u.y � g/ D �.g/�1u.y/; g 2 Gg:

We describe how this construction works for the frame bundle F.M/ of an
oriented Riemannian manifold, which, as mentioned above, is a principal SO.n/-
bundle. Thus, a point y 2 Fx.M/ consists of an n-tuple .e1; : : : ; en/, forming an
ordered, oriented orthonormal basis of TxM . If g D .gjk/ 2 SO.n/, theG-action
is given by

(6.3) .e1; : : : ; en/ � g D .f1; : : : ; fn/; fj D
X

`

g j̀ e`:

One can check that .f1; : : : ; fn/ is also an oriented orthonormal basis of TxM and
that .y �g/ �g0 D y � .gg0/, for g; g0 2 SO.n/. If � is the “standard” representation
of SO.n/ on Rn, given by matrix multiplication, we claim that there is a natural
identification

(6.4) F.M/ � Rn � TM:

In fact, if y D .e1; : : : ; en/ 2 Fx.M/ and v D .v1; : : : ; vn/ 2 Rn, the map (6.4)
is defined by
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(6.5) .y; v/ 7!
X

j

vj ej 2 TxM:

We need to show that this is constant on equivalence classes, as defined by (6.1),
that is, for any g 2 SO.n/,

(6.6) z D y � g D .f1; : : : ; fn/; w D �.g/�1v H)
X

wkfk D
X

vj ej :

In fact, setting g�1 D h D .hjk/, we see that

(6.7)
X

k

wkfk D
X

j;k;`

hkj vjg`ke` D
X

j;`

ı j̀ vj e`

since

(6.8)
X

k

g`khkj D ı j̀ ;

and this implies (6.6).
Connections are naturally described in terms of a geometrical structure on a

principal bundle. This should be expected since, as we saw in �1, a connection
on a vector bundle can be described in terms of a “connection 1-form” (1.14),
depending on a choice of local frame for the vector bundle.

The geometrical structure giving a connection on a principal bundle P ! M

is the following. For each y 2 P , the tangent space TyP contains the subspace
VyP of vectors tangent to the fiber p�1.x/; x D p.y/. The space VyP , called the
“vertical space,” is naturally isomorphic to the Lie algebra g of G. A connection
on P is determined by a choice of complementary subspace, called a “horizontal
space”:

(6.9) TyP D VyP ˚HyP;

with the G-invariance

(6.10) g�.HyP/ D Hy�gP;

where g� W TyP ! Ty�gP is the natural derivative map.
Given this structure, a vector field X on M has a uniquely defined “lift” eX to

a vector field on P , such that p�eXy D Xx .x D p.y// and eXy 2 HyP for each
y 2 P . Furthermore, if E is a vector bundle determined by a representation of G
and u 2 C1.M; V / corresponds to a section v of E , the V -valued function eX � u
corresponds to a section ofE , which we denote rXvI r is the covariant derivative
on E defined by the connection on P just described. If V has an inner product
and � is unitary,E gets a natural metric and r is a metric connection on E .
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If the �j are representations of G on Vj , giving vector bundles Ej ! M

associated to a principal bundle P ! M with connection, then �1 ˝ �2 is a
representation of G on V1 ˝ V2, and we have a vector bundle E ! M; E D
E1 ˝ E2. The prescription above associating a connection to E as well as to E1
and E2 agrees with the definition in (1.29) of a connection on a tensor product of
two vector bundles. This follows simply from the derivation property of the vector
field eX , acting as a first-order differential operator on functions on P .

The characterization (6.9)–(6.10) of a connection on a principal bundle
P !M is equivalent to the following, in view of the natural isomorphism
VyP � g. The splitting (6.9) corresponds to a projection of TyP onto VyP ,
hence to a linear map TyP ! g, which gives the identification VyP � g on the
linear subspace VyP of TyP . This map can be regarded as a g-valued 1-form � on
P , called the connection form, and the invariance property (6.10) is equivalent to

(6.11) g�� D Adg�1�; g 2 G;
where g�� denotes the pull-back of the form �, induced from the G-action on P .

The Levi–Civita connection on an oriented Riemannian manifold gives rise to
a connection on the frame bundle F.M/ ! M in the following way. Fix y 2
F.M/; x D p.y/. Recall that the point y is an ordered (oriented) orthonormal
basis .e1; : : : ; en/ of the tangent space TxM . The parallel transport of each ej
along a curve � through x thus gives a family of orthonormal bases for the tangent
space to M at �.t/, hence a curve �# in F.M/ lying over � . The tangent to �#

at y belongs to the horizontal space HyF.M/, which in fact consists of all such
tangent vectors as the curve � through x is varied. This construction generalizes
to other vector bundles E ! M with connection r. One can use the bundle of
orthonormal frames for E if r is a metric connection, or the bundle of general
frames for a general connection.

Let us restate how a connection on a principal bundle gives rise to connections
on associated vector bundles. Given a principal G-bundle P ! M , consider a
local section � of P , over U � M . If we have a representation � of G on V ,
the associated vector bundle E ! M , and a section u of E , then we have u ı � W
U ! V , using the identification (6.2). Given a connection on P , with connection
1-form �, we can characterize the covariant derivative induced on sections ofE by

(6.12) .rXu/ ı � D LX .u ı �/C �.X/u ı �;
where LX acts componentwise on u ı � , and

(6.13) �.X/ D .d�/
�
�y.bX/

�
; y D �.x/; bX D D�.x/X;

d� denoting the derived representation of g on V . That (6.12) agrees with
.LeXu/ ı � follows from the chain rule, the fact that bX � eX is vertical, and the
fact that if v 2 TyP is vertical, then, by (6.2), Lvu D �d���.v/�u. Note the
similarity of (6.12) to (1.7).
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Recall the curvature R.X; Y / of a connection r on a vector bundle E ! M ,
defined by the formula (1.10). In case E D P � V , and ru is defined as above,
we have (using the identification in (6.2))

(6.14) R.X; Y /u D L
ŒeX;eY �u � L

eŒX;Y �
u:

Alternatively, using (6.12) and (6.13), we see that the curvature of r is given by

(6.15)
R.X; Y /u ı �

D
n
LX�.Y / � LY �.X/C �

�.X/; �.Y /
� � �

�
ŒX; Y 	

�o
u ı �:

This is similar to (1.13). Next we want to obtain a formula similar to (but more
fundamental than) (1.15).

Fix y 2 P; x D p.y/. It is convenient to calculate (6.15) at x by picking the
local section � to have the property that

(6.16) D�.x/ W TxM �! HyP;

which is easily arranged. Then bX D eX at y, so �.X/ D 0 at y. Hence, at x,

R.X; Y /u ı � D ˚
LX�.Y /� LY �.X/



u ı �

D .d�/
˚bX � �.bY /� bY � �.bX/
u ı �

D .d�/
˚
.d���/.X; Y /C .���/.ŒX; Y 	/



u ı �:

(6.17)

Of course, ��� D 0 at x. Thus we see that

(6.18) R.X; Y /u D .d�/
˚
.d�/.eX;eY /



u;

at y, and hence everywhere on P . In other words,

(6.19) R.X; Y / D .d�/
�
�.eX;eY /

�
;

where� is the g-valued 2-form on P defined by

(6.20) �.X#; Y #/ D .d�/.~X#; ~Y #/;

for X#; Y # 2 TyP . Here, ~ is the projection of TyP onto HyP , with respect to
the splitting (6.9). One calls � the curvature 2-form of the connection � on P .

If V and W are smooth vector fields on P , then

(6.21) .d�/.V;W / D V � �.W /�W � �.V / � ��ŒV;W 	�:

In particular, if V D eX; W D eY are horizontal vector fields on P , then since
�.eX/ D �.eY / D 0, we have
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(6.22) .d�/.eX;eY / D ���ŒeX;eY 	�:

Hence, given X#; Y # 2 TyP , we have

(6.23) �.X#; Y #/ D ���ŒeX;eY 	�;

where eX and eY are any horizontal vector fields on P such that eX D ~X# and
eY D ~Y # at y 2 P . Since � annihilates ŒeX;eY 	 if and only if it is horizontal, we
see that�measures the failure of the bundle of horizontal spaces to be involutive.

It follows from Frobenius’s theorem that, if � D 0 on P , there is an integral
manifold S � P such that, for each y 2 S; TyS D HyP . Each translate S � g is
also an integral manifold. We can use this family of integral manifolds to construct
local sections v1; : : : vK of E (K D dim V ), linearly independent at each point,
such that rvj D 0 for all j , given that � D 0. Thus we recover Proposition 1.2,
in this setting.

The following important result is Cartan’s formula for the curvature 2-form.

Theorem 6.1. We have

(6.24) � D d� C 1

2
Œ�; �	:

The bracket Œ�; 
	 of g-valued 1-forms is defined as follows. Suppose, in local
coordinates,

(6.25) � D
X

�j dxj ; 
 D
X


k dxk ; �j ; 
k 2 g:

Then we set

(6.26) Œ�; 
	 D
X

j;k

Œ�j ; 
k 	 dxj ^ dxk D
X

j<k

�
Œ�j ; 
k 	C Œ
j ; �k 	

�
dxj ^ dxk ;

which is a g-valued 2-form. Equivalently, if U and V are vector fields on P ,

(6.27) Œ�; 
	.U; V / D Œ�.U /; 
.V /	C Œ
.U /; �.V /	:

In particular,

(6.28)
1

2
Œ�; �	.U; V / D Œ�.U /; �.V /	:

Note that if � is a representation of G on a vector space V and d� the derived
representation of g on V , if we set Aj D d�.�j /, then, for

(6.29) d�.�/ D ˛ D
X

Aj dxj ;

we have

(6.30) ˛ ^ ˛ D
X

j;k

AjAk dxj ^ dxk D 1

2

X

j;k

.AjAk � AkAj / dxj ^ dxk:
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Hence

(6.31) ˛ ^ ˛ D 1

2
.d�/Œ�; �	:

Thus we see the parallel between (6.24) and (1.15).
To prove (6.24), one evaluates each side on .X#; Y #/, for X#; Y # 2 TyP .

We write X# D eX C Xv, with eX 2 HyP; Xv 2 VyP , and similarly write
Y # D eY C Yv . It suffices to check the following four cases:

(6.32) �.eX;eY /; �.eX; Yv/; �.Xv;eY /; �.Xv; Yv/:

Without loss of generality, one can assume that eX and eY are horizontal lifts of
vector fields on M and that �.Xv/ and �.Yv/ are constant g-valued functions on
P . By (6.20) and (6.28), we have

(6.33) �.eX;eY / D .d�/.eX;eY /;
1

2
Œ�; �	.eX;eY / D Œ�.eX/; �.eY /	 D 0;

so (6.24) holds in this case. Next, clearly

(6.34) �.eX; Yv/ D 0; Œ�.eX/; �.Yv/	 D 0;

while

(6.35) d�.eX; Yv/ D eX � �.Yv/� Yv � �.eX/ � ��ŒeX; Yv	
�
:

Now, having arranged that �.Yv/ be a constant g-valued function on P , we have
that eX � �.Yv/ D 0. Of course, Yv � �.eX/ D 0. Also, ŒeX; Yv	 D �LYveX is
horizontal, by (6.10), so �

�
ŒeX; Yv	

� D 0. This verifies (6.24) when both sides act
on .eX; Yv/, and similarly we have (6.24) when both sides act on .Xv;eY /. We
consider the final case. Clearly,

(6.36) �.Xv; Yv/ D 0;

while

(6.37) d�.Xv; Yv/ D Xv � �.Yv/ � Yv � �.Xv/ � ��ŒXv; Yv	
� D ���ŒXv; Yv	

�

and

(6.38)
1

2
Œ�; �	.Xv ; Yv/ D Œ�.Xv/; �.Yv/	 D �

�
ŒXv; Yv	

�
;

so (6.24) is verified in this last case, and Theorem 6.1 is proved.
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We next obtain a form of the Bianchi identity that will play an important role
in the next section. Compare with (1.40) and (2.13).

Proposition 6.2. We have

(6.39) d� D Œ�; �	:

Here, if � D P
�jk dxj ^ dxk in local coordinates, we set

Œ�; �	 D
X

j;k;`

Œ�jk ; �`	 dxj ^ dxk ^ dx`

D �
X

j;k;`

Œ�`; �jk 	 dx` ^ dxj ^ dxk D �Œ�;�	:
(6.40)

To get (6.39), apply d to (6.24), obtaining (since dd� D 0)

(6.41) d� D 1

2
Œd�; �	 � 1

2
Œ�; d�	 D Œd�; �	;

which differs from Œ�; �	 by .1=2/ŒŒ�; �	; �	. We have

(6.42) ŒŒ�; �	; �	 D
X

j;k;`

ŒŒ�j ; �k 	; �`	 dxj ^ dxk ^ dx`:

Now cyclic permutations of .j; k; `/ leave dxj ^ dxk ^ dx` invariant, so we can
replace ŒŒ�j ; �k	; �`	 in (6.42) by the average over cyclic permutations of .j; k; `/.
However, Jacobi’s identity for a Lie algebra is

ŒŒ�j ; �k 	; �`	C ŒŒ�k ; �`	; �j 	C ŒŒ�`; �j 	; �k 	 D 0;

so ŒŒ�; �	; �	 D 0, and we have (6.39).

Exercises

1. Let P
p!M be a principal G-bundle with connection, where M is a Riemannian man-

ifold. Pick an inner product on g. For y 2 P , define an inner product on TyP D
VyP ˚HyP so that if Z 2 TyP has decomposition Z D Zv CZh, then

kZk2 D k�.Zv/k2 C kDp.y/Zhk2:
Show that this is a G-invariant Riemannian metric on P .

2. Conversely, if P
p!M is a principal G-bundle, and if P has a G-invariant Riemannian

metric, show that this determines a connection on P , by declaring that, for each y 2 P ,
HyP is the orthogonal complement of VyP .

3. A choice of section � of P over an open set U � M produces an isomorphism

(6.43) j
 W C1.U;E/ �! C1.U; V /:
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If Q� is another section, there is a smooth function g W U ! G such that

(6.44) Q�.x/ D �.x/ � g.x/; 8 x 2 U:
Show that

(6.45) jQ
 ı j�1

 v.x/ D �

�
g.x/

��1
v.x/:

4. According to (6.12), if u 2 C1.U;E/ and v D j
u; Qv D jQ
u, we have

(6.46) .rXu/ ı � D X � v C �.X/v; .rXu/ ı Q� D X � Qv Ce�.X/ Qv:
Show that

(6.47) e�.X/ D �
�
g.x/

��1
�.X/�

�
g.x/

�C d�
�
D�g.x/.g.x// ıDg.x/X�;

where Dg.x/X 2 Tg.x/G; �g.h/ D g�1h; D�g .g/ W TgG ! TeG � g. Com-
pare with (1.41). (Hint: Make use of (6.11), plus the identity .d�/.Adg�1A/ D
�.g/�1d�.A/�.g/, A 2 g:)

5. Show that, for X; Y vector fields on M; �.eX;eY / satisfies

(6.48) �.eX;eY /.y � g/ D Ad.g/�1�.eX;eY /:

Deduce that setting

(6.49) �b.X; Y / D �.eX;eY /

defines �b as a section of ƒ2T � ˝ .Ad P /, where Ad P is the vector bundle

(6.50) Ad P D P �Ad g:

6. If �0 and �1 are connection 1-forms on P ! M , show that t�1 C .1 � t/�0 is also, for
any t 2 R. (Hint: If P0 and P1 are projections, show that tP1 C .1 � t/P0 is also a
projection, provided that P0 and P1 have the same range.)

7. Let �0 and �1 be two connection 1-forms for P ! M , and let r be an arbitrary third
connection on P . Consider

(6.51) ˛ D �1 � �0:

If X is a vector field on M and eX the horizontal lift determined by r, show that

(6.52) ˛b.X/ D ˛.eX/

defines ˛b as an element of C1.M;ƒ1T � ˝ Ad P /. Show that ˛b is independent of
the choice of r.

8. In the setting of Exercise 7, if�j are the curvatures of the connection 1-forms �j , show
that

(6.53) �1 ��0 D d˛ C Œ˛; �0	C 1

2
Œ˛; ˛	:

Compare with (2.17) and (3.62). If dr˛b is the .Ad P /-valued 2-form defined as in �2,
via the connection �0, relate dr˛b to d˛ C Œ˛; �0	.
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7. The Chern–Weil construction

Let P ! M be a principal G-bundle, endowed with a connection, as in �6.
Let � be its curvature form, a g-valued 2-form on P ; equivalently, there is
the Ad P -valued 2-form �b on M . The Chern–Weil construction gives closed
differential forms onM , whose cohomology classes are independent of the choice
of connection on P . These “characteristic classes” are described as follows.

A function f W g ! C is called “invariant” if

(7.1) f .Ad.g/X/ D f .X/; X 2 g; g 2 G:

Denote by Ik the set of polynomials p W g ! C which are invariant and homoge-
neous of degree k. If p 2 Ik , there is associated an Ad-invariant k-linear function
P on g, called the polarization of p, given by

(7.2) P.Y1; : : : ; Yk/ D 1

kŠ

@k

@t1 � � � @tk p.t1Y1 C � � � C tkYk/;

such that p.X/ D P.X; : : : ; X/. Into the entries of P we can plug copies of �,
or of �b , to get 2k-forms

(7.3) p.�/ D P.�; : : : ;�/ 2 ƒ2kP

and

(7.4) p.�b/ D P.�b; : : : ; �b/ 2 ƒ2kM:

Note that if � W P ! M is the projection, then

(7.5) p.�/ D ��p.�b/I

we say p.�/, a form on P , is “basic,” namely, the pull-back of a form onM . The
following two propositions summarize the major basic results about these forms.

Proposition 7.1. For any connection r on P ! M; p 2 Ik , the forms p.�/
and p.�b/ are closed. Hence p.�b/ represents a deRham cohomology class

(7.6) Œp.�b/	 2 H2k.M;C/:

If q 2 Ij , then pq 2 IjCk and .pq/.�/ D p.�/ ^ q.�/. Furthermore, if
f W N ! M is smooth and rf the connection on f �P pulled back from r on
P , which has curvature�f D f ��, then

(7.7) p.�bf / D f �p.�b/:
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Proposition 7.2. The cohomology class (7.6) is independent of the connection on
P , so it depends only on the bundle.

The map I� ! H2�.M;C/ is called the Chern–Weil homomorphism. We
first prove that d p.�/ D 0 on P , the rest of Proposition 7.1 being fairly
straightforward. If we differentiate with respect to t at t D 0 the identity

(7.8) P
�
Ad.Exp tY /X; : : : ;Ad.Exp tY /X

� D p.X/;

we get

(7.9)
X

P.X; : : : ; ŒY;X	; : : : ; X/ D 0:

Into this we can substitute the curvature form� for X and the connection form �

for Y , to get

(7.10)
X

P.�; : : : ; Œ�;�	; : : : ;�/ D 0:

Now the Bianchi identity d� D �Œ�;�	 obtained in (6.8) shows that (7.10) is
equivalent to d p.�/ D 0 on P . Since �� W ƒjM ! ƒjP is injective and (7.5)
holds, we also have d p.�b/ D 0 on M , and Proposition 7.1 is proved.

The proof of Proposition 7.2 is conveniently established via the following
result, which also has further uses.

Lemma 7.3. Let �0 and �1 be any g-valued 1-forms on P (or any manifold). Set
˛ D �1� �0; �t D �0C t˛, and�t D d�t C .1=2/Œ�t ; �t 	. Given p 2 Ik , we have

(7.11) p.�1/ � p.�0/ D k d

Z 1

0

P.˛;�t ; : : : ; �t / dt

�
:

Proof. Since .d=dt/�t D d˛ C Œ�t ; ˛	, we have

(7.12)
d

dt
p.�t / D k P.d˛ C Œ�t ; ˛	;�t ; : : : ; �t /:

It suffices to prove that the right side of (7.12) equals k dP.˛;�t ; : : : ; �t /. This
follows by the “Bianchi” identity d�t D �Œ�t ; �t 	 and the same sort of argu-
ments used in the proof of Proposition 7.1. Instead of (7.8), one starts with

P
�
Ad.Exp tY /Z;Ad.Exp tY /X; : : : ;Ad.Exp tY /X

� D P.Z;X; : : : ; X/:

To apply this to Proposition 7.2, let �0 and �1 be the connection forms asso-
ciated to two connections on P ! M , so �0 and �1 are their curvature forms.
Note that each �t defines a connection form on P , with curvature form �t . Fur-
thermore, ˛ D �1 � �0, acting on X# 2 TyP , depends only on ��X# 2 TxM and
gives rise to an Ad P -valued 1-form ˛b onM . Thus the right side of (7.11) is the
pull-back via �� of the .2k � 1/-form
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(7.13) k d

Z 1

0

P.˛b ; �bt ; : : : ; �
b
t / dt

�

on M , which yields Proposition 7.2.
We can also apply Lemma 7.3 to �1 D �, a connection 1-form, and �0 D 0.

Then �t D t�; denote d�t C .1=2/Œ�t ; �t 	 byˆt . We have the .2k� 1/-form on P
called the transgressed form:

(7.14) Tp.�/ D k

Z 1

0

P.�;ˆt ; : : : ; ˆt / dt;

with

(7.15) ˆt D t d� C 1

2
t2Œ�; �	:

Then Lemma 7.3 gives

(7.16) P.�/ D d Tp.�/I

that is, p.�/ is an exact form on P , not merely a closed form. On the other hand,
as opposed to p.�/ itself, Tp.�/ is not necessarily a basic form, that is, the pull-
back of a form on M . In fact, p.�b/ is not necessarily an exact form on M ;
typically it determines a nontrivial cohomology class on M . Transgressed forms
play an important role in Chern–Weil theory.

The Levi–Civita connection on an oriented Riemannian manifold of dimen-
sion 2 can be equated with a connection on the associated principal S1-bundle.
If we identify S1 with the unit circle in C, its Lie algebra is naturally identified
with iR, and this identification provides an element of I1, unique up to a constant
multiple. This is of course a constant times the product of the Gauss curvature
and the volume form, and the invariance of Proposition 7.2 recovers the indepen-
dence (5.26) of the integrated curvature from the metric used on a Riemannian
manifold of dimension 2. More generally, for any complex line bundle L over
M , a manifold of any dimension, L can be associated to a principal S1-bundle,
and the Chern–Weil construction produces the class Œ�	 2 H2.M;C/. The class
c1.L/ D �.1=2�i/Œ�	 2 H2.M;C/ is called the first Chern class of the line bun-
dle L. In this case, the connection 1-form on P can be identified with an ordinary
(complex-valued) 1-form, and it is precisely the transgressed form (7.14).

Note that if dim M D 2, then (5.39) says that

c1.L/ŒM 	 D IndexX;

for any nonvanishing section X of L overM n fp1; : : : ; pKg.
For generalG, there may be no nontrivial elements of I1. In fact, if p W g ! R

is a nonzero linear form, V D ker p is a linear subspace of g of codimension 1,
which is Ad G-invariant if p 2 I1. This means V is an ideal: ŒV; g	 � V . Thus
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there are no nontrivial elements of I1 unless g has an ideal of codimension 1. In
particular, if g is semisimple, I1 D 0.

When G is compact, there are always nontrivial elements of I2, namely, Ad-
invariant quadratic forms on g. In fact, any bi-invariant metric tensor on G gives
a positive-definite element of I2. Applying the Chern–Weil construction in this
case then gives cohomology classes in H4.M;C/.

One way of obtaining elements of Ik is the following. Let � be a representation
of G on a vector space V , and set

(7.17) pk.X/ D Tr ƒkd�.X/; X 2 g;

where d�.X/ denotes the representation of g on V . In connection with this, note
that

(7.18) det
�
�I C d�.X/

� D
MX

jD0
�M�j Tr ƒjd�.X/; M D dim V :

If P ! M is a principal U.n/-bundle or Gl.n;C/-bundle, and � the standard
representation on Cn, then consider

(7.19) det

�
� � 1

2�i
�

	
D

nX

kD0
ck.�/�

n�k :

The classes Œck.�/	 2 H2k.M;C/ are the Chern classes of P . If E ! M is the
associated vector bundle, arising via the standard representation � , we also call
this the kth Chern class of E:

(7.20) ck.E/ D Œck.�/	 2 H2k.M;C/:

The object

(7.21) c.E/ D
X

ck.E/ 2
nM

kD0
H2k.M;C/

is called the total Chern class of such a vector bundle.
If P ! M is a principal O.n/-bundle, and � the standard representation on

Rn, then consider

(7.22) det

�
� � 1

2�
�

	
D

nX

kD0
dk.�/�

n�k:

The polynomials dk.�/ vanish for k odd, since �t D ��, and one obtains
Pontrjagin classes:

(7.23) pk.�/ D d2k.�/ 2 H4k.M;R/:
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If F ! M is the associated vector bundle, arising from the standard representa-
tion � , then pk.F / is defined to be (7.23).

Exercises

1. If E and F are complex vector bundles over M , we can form E ˚F ! M . Show that

c.E ˚ F / D c.E/ ^ c.F /;
where c.E/ is the total Chern class given by (7.21), that is,

c.E/ D det
�
I � 1

2�i
�

	
2 Heven.M;C/;

for a curvature 2-form arising from a connection on M .
2. Define the Chern character of a complex vector bundle E ! M as the cohomology

class Ch.E/ 2 Heven.M;C/ of

Ch.�/ D Tr e��=2i ;
writing Tr e��=2i 2 Lk�0ƒ2kP via the power-series expansion of the exponential
function. Show that

Ch.E ˚ F / D Ch.E/C Ch.F /;

Ch.E ˝ F / D Ch.E/ ^ Ch.F /

in Heven.M;C/.
3. If F ! M is a real vector bundle and E D F ˝ C is its complexification, show that

pj .F / D .�1/j c2j .E/:
4. Using so.4/ � so.3/ ˚ so.3/, construct two different characteristic classes in

H4.M;C/, when M is a compact, oriented, four-dimensional manifold.

8. The Chern–Gauss–Bonnet theorem

Our goal in this section is to generalize the Gauss–Bonnet formula (5.1), produc-
ing a characteristic class derived from the curvature tensor � of a Riemannian
metric on a compact, oriented manifoldM , say e.�/ 2 ƒn.M/, such that

(8.1)
Z

M

e.�/ D �.M/;

the right side being the Euler characteristic ofM .
A clue to obtaining e.�/ comes from the higher-dimensional generalization of

the index formula (5.47), namely,

(8.2) Index.X/ D �.M/;
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valid for any vector field X on M with isolated critical points. The relation
between these two when dim M D 2 is noted at the end of �5. It arises from
the relation between Index.X/ and the degree of the Gauss map.

Indeed, let M be a compact, n-dimensional submanifold of RnCk ; X a (tan-
gent) vector field on M with a finite number of critical points, and T a small
tubular neighborhood of M . By Corollary 20.5 of Chap. 1, we know that if
N W @T ! SnCk�1 denotes the Gauss map on @T , formed by the outward-
pointing normals, then

(8.3) Index.X/ D Deg.N /:

As noted at the end of �5 of this chapter, if M is a surface in R3, with Gauss
map NM , then Deg.NM / D .1=4�/

R
M K dV , where K is the Gauss curvature

of M , with its induced metric. If T is a small tubular neighborhood of M in this
case, then @T is diffeomorphic to two oppositely oriented copies of M , with ap-
proximately the same metric tensor. The outer component of @T has Gauss map
approximately equal to NM , and the inner component has Gauss map approx-
imately equal to �NM . From this we see that (8.2) and (8.3) imply (8.1) with
e.�/ D .1=2�/K dV in this case.

We make a further comment on the relation between (8.2) and (8.3). Note that
the right side of (8.3) is independent of the choice of X . Thus, any two vector
fields on M with only isolated critical points, have the same index. Suppose M
has a triangulation  into n-simplices. There is a construction of a vector fieldX� ,
illustrated in Fig. 5.3 for n D 2, with the property that X� has a critical point at
each vertex, of index C1, and a critical point in the middle of each j -simplex in
 , of index .�1/j , so that

(8.4) Index.X� / D
nX

jD0
.�1/j �j .M/;

where �j .M/ is the number of j -simplices in the triangulation  of M . We leave
the construction of X� in higher dimensions as an exercise.

A proof that any smooth, paracompact manifold M is triangulable is given in
[Wh]. There it is shown that if you imbed M smoothly in RN , produce a fine
triangulation of RN , and then perhaps jiggle the imbedding a bit, the intersection
provides a triangulation of M .

Now, in view of the invariance of Index.X/, it follows that the right side of
(8.4) is independent of the triangulation ofM . Also, ifM has a more general cell
decomposition, we can form the sum on the right side of (8.4), where �j stands for
the number of j -dimensional cells in M . Each cell can be divided into simplices
in such a way that a triangulation is obtained, and the sum on the right side of
(8.4) is unchanged under such a refinement. This alternating sum is one definition
of the Euler characteristic, but as we have used another definition in ��8 and 9 of
Chap. 5, namely
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(8.5) �.M/ D
nX

jD0
.�1/j dim Hj .M/;

we will temporarily denote the right side of (8.4) by �c.M/.
Now we tackle the question of representing (8.3) as an integrated curvature,

to produce (8.1). We begin with the case when M is a compact hypersurface in
RnC1. In that case we have, by (4.66),

(8.6) Deg.N / D 2

An

Z

M

�
det AN

�
dV; for n even,

where An is the area of Sn and AN W TpM ! TpM is the Weingarten map.
The factor 2 arises because @T consists of two copies of M . We can express det
AN directly in terms of the Riemann curvature tensor Rjk`m ofM , using Gauss’
Theorema Egregium.

In fact, with respect to an oriented orthonormal basis fej g of TpM , the matrix
of AN has entries Ajk D fII .ej ; ek/, and by (4.14),

(8.7) Rjk`m D hR.e`; em/ek; ej i D det

�
Amk Amj
A`k A j̀

	
:

In other words, the curvature tensor captures the action of ƒ2AN on ƒ2TpM .
If n D 2k is even, we can then express det AN as a polynomial in the components
Rjk`m, using

.det AN /e1 ^ � � � ^ en D �
ƒnAN

�
.e1 ^ � � � ^ en/

D .Ae1 ^ Ae2/ ^ � � � ^ .Aen�1 ^ Aen/:(8.8)

Now, by (8.7),

(8.9) Aej ^ Aek D 1

2

X
R`mjk e` ^ em:

Replacing .1; : : : ; n/ in (8.8) with all its permutations and summing, we obtain

(8.10) det AN D 1

2n=2nŠ

X

j;k

.sgn j /.sgn k/Rj1j2k1k2 � � �Rjn�1jnkn�1kn ;

where j D .j1; : : : ; jn/ stands for a permutation of .1; : : : ; n/. The fact that
the quantity (8.10), integrated over M , is equal to .An=2/�.M/ when M is a
hypersurface in RnC1 was first established by E. Hopf, as a consequence of his
result (8.2). The content of the generalized Gauss–Bonnet formula is that for any
compact Riemannian manifoldM of dimension n D 2k, integrating the right side
of (8.10) overM gives .An=2/�.M/.
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One key point in establishing the general case is to perceive the right side of
(8.10) as arising via the Chern–Weil construction from an invariant polynomial
on the Lie algebra g D so.n/, to produce a characteristic class. Now the curvature
2-form can in this case be considered a section of ƒ2T � ˝ ƒ2T �, reflecting
the natural linear isomorphism g � ƒ2T �. Furthermore, ƒ�T � ˝ ƒ�T � has a
product, satisfying

(8.11) .˛1 ˝ ˇ1/ ^ .˛2 ˝ ˇ2/ D .˛1 ^ ˛2/˝ .ˇ1 ^ ˇ2/:

If we set

(8.12) � D 1

4

X
Rjk`m.ej ^ ek/˝ .e` ^ em/;

then we form the k-fold product, k D n=2, obtaining

(8.13)
� ^ � � � ^� D 2�nX

j;k

.sgn j /.sgn k/Rj1j2k1k2 � � �Rjn�1jnkn�1kn .! ˝ !/;

with ! D e1 ^ � � � ^ en. Thus, the right side of (8.10), multiplied by ! ˝ !, is
equal to 2n=2=nŠ times the right side of (8.13). (Observe the distinction between
the product (8.11) and the product on End.E/˝ƒ�T , used in (7.19) and (7.22),
which assigns a different meaning to � ^ � � � ^�:)

Now the Chern–Weil construction produces (8.13), with !˝! replaced by !,
if we use the Pfaffian

(8.14) Pf W so.n/ �! R; n D 2k;

defined as follows. Let � W so.n/ ! ƒ2Rn be the isomorphism

(8.15) �.X/ D 1

2

X
Xjkej ^ ek; X D .Xjk/ 2 so.n/:

Then, if n D 2k, take a product of k factors of �.X/ to obtain a multiple of
! D e1 ^ � � � ^ en. Then Pf .X/ is uniquely defined by

(8.16) �.X/ ^ � � � ^ �.X/ D kŠ Pf .X/!:

Note that if T W Rn ! Rn is linear, then T ��.X/ D �.T tXT /, so

(8.17) Pf .T tXT / D .det T /Pf .X/:

Now any X 2 so.n/ can be written as X D T tY T , where T 2 SO.n/, that is, T
is an orthogonal matrix of determinant 1, and Y is a sum of 2�2 skew-symmetric
blocks, of the form
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(8.18) Y	 D
�
0 �	

��	 0

	
; �	 2 R:

Thus �.Y / D �1e1 ^ e2 C � � � C �ken�1 ^ en, so

(8.19) Pf .Y / D �1 � � ��k:

Note that det Y D .�1 � � ��k/2. Hence, by (8.17), we have

(8.20) Pf .X/2 D det X;

whenX is a real, skew-symmetric, n� n matrix, n D 2k. When (8.17) is special-
ized to T 2 SO.n/, it implies that Pf is an invariant polynomial, homogeneous of
degree k (i.e., Pf 2 Ik ; k D n=2).

Now, with � in (8.12) regarded as a g-valued 2-form, we have the left side
of (8.13) equal to .1=kŠ/Pf .�/. Thus we are on the way toward establishing the
generalized Gauss–Bonnet theorem, in the following formulation.

Theorem 8.1. If M is a compact, oriented Riemannian manifold of dimension
n D 2k, then

(8.21) �.M/ D .2�/�k
Z

M

Pf .�/:

The factor .2�/�k arises as follows. From (8.10) and (8.13), it follows that
when M is a compact hypersurface in RnC1, the right side of (8.6) is equal to
Ck
R
M

Pf .�/, with

(8.22) Ck D 2kC1

An

kŠ

nŠ
:

Now the area of the unit sphere is given by

A2k D 2�kC1=2

�.k C 1
2
/

D 2�k�
k � 1

2

� � � � �1
2

� ;

as is shown in Appendix A of Chap. 3; substituting this into (8.22) gives Ck D
.2�/�k .

We give a proof of this which extends the proof of (5.24), in which handles are
added to a surface. To effect this parallel, we consider how the two sides of (8.21)
change when M is altered by a certain type of surgery, which we will define in
the next paragraph.

First, we mention another ingredient in the proof of Theorem 8.1. Namely, the
right side of (8.21) is independent of the choice of metric on M . Since different
metrics produce different SO.2k/ frame bundles, this assertion is not a simple
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consequence of Proposition 7.2. We will postpone the proof of this invariance
until near the end of this section.

We now describe the “surgeries” alluded to above. To perform surgery onM0,
a manifold of dimension n, excise a set H0 diffeomorphic to S`�1 � Bm, with
m C ` � 1 D n, where Bm D fx 2 Rm W jxj < 1g, obtaining a manifold with
boundaryX; @X being diffeomorphic to S`�1 � Sm�1. Then attach to X a copy
of B` � Sm�1, sewing them together along their boundaries, both diffeomorphic
to S`�1 � Sm�1, to obtain M1. Symbolically, we write

(8.23) M0 D X#H0; M1 D X#H1:

We say M1 is obtained fromM0 by a surgery of type .`;m/.
We compare the way each side of (8.21) changes when M changes from M0

to M1. We also look at how �c.M/, defined to be the right side of (8.4), changes.
In fact, this definition easily yields

(8.24) �.X#H1/ D �.X#H0/� �.H0/C �.H1/:

For notational simplicity, we have dropped the “c” subscript. It is more convenient
to produce an identity involving only manifolds without boundary, so note that

�.H0#H0/ D 2�.H0/ � �.@H0/;
�.H1#H1/ D 2�.H1/ � �.@H1/;(8.25)

and, since @H0 D @H1, we have

(8.26) �.H1/� �.H0/ D 1

2
�.H1#H1/ � 1

2
�.H0#H0/;

hence

(8.27) �.M1/ D �.M0/C 1

2
�.H1#H1/� 1

2
�.H0#H0/:

Note that H0#H0 D S`�1 � Sm; H1#H1 D S` � Sm�1. To compute the
Euler characteristic of these two spaces, we can use multiplicativity of �. Note
that products of cells in Y1 and Y2 give cells in Y1 � Y2, and

(8.28) �j .Y1 � Y2/ D
X

iCkDj
�i .Y1/�k.Y2/I

then from (8.4) it follows that

(8.29) �.Y1 � Y2/ D
X

j�0
.�1/j

X

iCkDj
�i .Y1/�k.Y2/ D �.Y1/�.Y2/:
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Using the fairly elementary result that

(8.30)
�.Sj / D 2 if j is even;

0 if j is odd;

we have �.H0#H0/ � �.H1#H1/ equal to 4 if ` is odd and m even, �4 if ` is
even and m odd, and 0 if ` and m have the same parity (which does not arise if
dim M is even).

The change in �c.M/ just derived in fact coincides with the change in �.M/,
defined by (8.5). This follows from results on deRham cohomology obtained in
Chap. 5. In fact (B.8) of Chap. 5 implies (8.24), from which (8.25)–(8.27) follow;
(8.52) of Chap. 5 implies (8.29) when Yj are smooth, compact manifolds; and
(8.56) and (8.57) of Chap. 5 imply (8.30).

Thus, for e.M/ D R
M
e.�/ to change the same way as �.M/ under a surgery,

we need the following properties in addition to “functoriality.” We need

e.Sj � Sk/ D 0 if j or k is odd;

4 if j and k are even:
(8.31)

If e.�/ is locally defined, we have, upon giving X;H0, and H1 coherent orienta-
tions,

(8.32)
Z

M1

e.�/ D
Z

M0

e.�/�
Z

H0

e.�/C
Z

H1

e.�/;

parallel to (8.24). Place metrics onMj that are product metrics on .�"; "/�S`�1�
Sm�1 on a small neighborhood of @X . If we place a metric on Hj #Hj which is
symmetric with respect to the natural involution, we will have

(8.33)
Z

Hj

e.�/ D 1

2

Z

Hj #Hj

e.�/;

provided e.�/ has the following property. Given an oriented Riemannian man-
ifold Y , let Y # be the same manifold with orientation reversed, and let the
associated curvature forms be denoted by �Y and�Y # . We require

(8.34) e.�Y / D �e.�Y #/:

Now e.�/ D Pf .�=2�/ certainly satisfies (8.34), in view of the dependence
on orientation built into (8.16). To see that (8.31) holds in this case, we need
only note that S` � Sk can be smoothly imbedded as a hypersurface in R`CkC1.
This can be done via imbedding S`�I �Bk into R`CkC1 and taking its boundary
(and smoothing it out). In that case, since Pf.�=2�/ is a characteristic class whose
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integral is independent of the choice of metric, we can use the metric induced from
the imbedding. We now have (8.31)–(8.33). Furthermore, for such a hypersurface
M D Hj #Hj , we know that the right side of (8.21) is equal to �c.Hj #Hj /, by
the argument preceding the statement of Theorem 8.1, and since (8.29) and (8.30)
are both valid for both � and �c , we also have this quantity equal to �.Hj #Hj /.

It follows that (8.21) holds for anyM obtainable from Sn by a finite number of
surgeries. With one extra wrinkle we can establish (8.21) for all compact, oriented
M . The idea for using this technique is one the author learned from J. Cheeger,
who uses a somewhat more sophisticated variant in work on analytic torsion [Ch].

Assume M is connected. Give M � R the product Riemannian metric, fix a
point p 2 M , and, with q D .p; 0/ 2 M � R, consider on M � R the function
f0.x; t/ D dist..x; t/; q/2. For R sufficiently large, f �1

0 .R/ is diffeomorphic to
two copies ofM , under the map .x; t/ 7! x. For r > 0 sufficiently small, f �1

0 .r/

is diffeomorphic to the sphere Sn.
Our argument will use some basic results of Morse theory. A Morse function

f W Z ! R is a smooth function on a manifold Z all of whose critical points
are nondegenerate, that is, if rf .z/ D 0, then D2f .z/ is an invertible � � �

matrix, � D dim Z. One also assumes that f takes different values at distinct
critical points and that f �1.K/ is compact for every compact K � R. Now the
function f0 above may not be a Morse function on Z D M � R, but there will
exist a smooth perturbation f of f0 which is a Morse function. A proof is given
in Proposition 4.3 of Appendix B. The new f will share with f0 the property that
f �1.r/ is diffeomorphic to Sn and f �1.R/ is diffeomorphic to two copies ofM .
Note that an orientation on M induces an orientation on M � R, and hence an
orientation on any level set f �1.c/ that contains no critical points. In particular,
f �1.R/ is a union of two copies of M with opposite orientations. The following
is a basic tool in Morse theory.

Proposition 8.2. If c1 < c2 are regular values of a Morse function f W Z ! R
and there is exactly one critical point z0, with c1 < f .z0/ < c2, then M2 D
f �1.c2/ is obtained from M1 D f �1.c1/ by a surgery. In fact, if D2f .z0/ has
signature .`;m/; M2 is obtained from M1 by a surgery of type .m; `/.

This is a consequence of the following result, known as the Morse lemma.

Theorem 8.3. Let f have a nondegenerate critical point at p 2 Z. Then there is
a coordinate system .x1; : : : ; xn/ centered at p in which

(8.35) f .x/ D f .p/C x21 C � � � C x2` � x2`C1 � � � � � x2`Cm

near the origin, where `Cm D � D dim Z.

Proof. Suppose that in some coordinate systemD2f .p/ is given by a nondegen-
erate, symmetric, � � � matrix A. It will suffice to produce a coordinate system in
which

(8.36) f .x/ D f .p/C 1

2
Ax � x;
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near the origin, since going from here to (8.35) is a simple exercise in linear
algebra. We will arrange (8.36) by an argument, due to Palais, similar to the proof
of Darboux’ theorem in Chap. 1, �14.

Begin with any coordinate system centered at p. Let

(8.37) !1 D df; !0 D dg; where g.x/ D 1

2
Ax � x;

with A D D2f .0/ in this coordinate system. Set !t D t!1 C .1 � t/!0, which
vanishes at p for each t 2 Œ0; 1	. The nondegeneracy hypothesis on A implies that
the components of each !t have linearly independent gradients at p; hence there
exists a smooth, time-dependent vector field Xt (not unique), such that

(8.38) !tcXt D g � f; Xt .p/ D 0:

Let Ft be the flow generated byXt , with F0 D Id . Note that Ft fixes p. It is then
an easy computation using (8.38), plus the identity LX! D d.!cX/C .d!/cX ,
that

(8.39)
d

dt

�
F�
t !t

� D 0:

Hence F�
1!1 D !0, so f ı F1 D g and the proof of Proposition 8.3 is complete.

From Theorem 8.2, it follows that, given any compact, oriented, connectedM ,
of dimension n, a finite number of surgeries on Sn yields two copies of M , with
opposite orientations, say M and M #. Hence (8.21) holds with M replaced by
the disjoint union M [ M #. But, in view of (8.34), both sides of the resulting
identity are equal to twice the corresponding sides of (8.21); for �c this follows
easily from (8.4), and for � it follows immediately from (8.5). We hence have the
Chern–Gauss–Bonnet formula and also the identity �.M/ D �c.M/, modulo the
task of showing the invariance of the right side of (8.21) under changes of metric
on M .

We turn to the task of demonstrating such invariance. Say g0 and g1 are
two Riemannian metric tensors on M , with associated SO.n/-bundles P0 !
M; P1 ! M , having curvature forms �0 and �1. We want to show that
Pf .�b1/ � Pf .�b0/ is exact on M . To do this, consider the family of metrics
gt D tg1 C .1 � t/g0 on M , with associated SO.n/-bundles Pt ! M ,
for t 2 Œ0; 1	. These bundles fit together to produce a principal SO.n/-bundle
eP ! M � Œ0; 1	. We know there exists a connection on this principal bundle.
Let T D @=@t on M � Œ0; 1	, and let eT denote its horizontal lift (with respect
to a connection chosen on eP ). The flow generated by eT commutes with the
SO.n/-action on eP . Flowing along one unit of time then yields a diffeomorphism
ˆ W P0 ! P1, commuting with the SO.n/-action, hence giving an isomorphism
of SO.n/-bundles. Now applying Proposition 7.2 to the original connection on P0
and to that pulled back from P1 gives the desired invariance.
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Before Chern’s work, H. Hopf had established Theorem 8.1 when M is a
compact hypersurface in R2kC1. Then C. Allendoerfer [Al] and W. Fenchel [Fen]
proved (8.21) for the case when M is isometrically imbedded in RnCk , by re-
lating the integral on the right to the integral over @T of the Gauss curvature of
the boundary of a small tubular neighborhood T of M , and using the known re-
sult that �.@T / D 2�.M/. At that time it was not known that every compact
Riemannian manifold could be isometrically imbedded in Euclidean space. By
other means, Allendoerfer and A.Weil [AW] proved Theorem 8.1, at least for real
analytic metrics, via a triangulation and local isometric imbedding. Chern then
produced an intrinsic proof of Theorem 8.1 and initiated a new understanding of
characteristic classes.

In Chern’s original paper [Cher], it is established that
R
M

Pf .�=2�/ is equal
to the index of a vector field X on M , by a sophisticated variant of the argument
establishing Proposition 5.4, involving a differential form on the unit-sphere bun-
dle of M related to, but more complicated than, the transgressed form (7.14). An
exposition of this argument can also be found in [Poo] and in [Wil]. When dim
M D 2, one can identify the unit-sphere bundle and the frame bundle, and in that
case the form coincides with the transgressed form and the argument becomes
equivalent to that used to prove Proposition 5.4. An exposition of the proof of
Theorem 8.1 using tubes can be found in [Gr].

The Chern–Gauss–Bonnet theorem can also be considered as a special case of
an index theorem for an elliptic differential operator. A proof in that spirit is given
in Chap. 10, �7. More material on the Pfaffian is also developed there.

We mention a further generalization of the Gauss–Bonnet formula. If E ! X

is an SO.2k/-bundle over a compact manifoldX (say of dimension n), with metric
connection r and associated curvature �, then Pf .�=2�/ is defined as a .2k/-
form on X . This gives a class Pf .E/ 2 H2k.X/, independent of the choice of
connection on E , as long as it is a metric connection. There is an extension of
Theorem 8.1, describing the cohomology class of Pf .E/ in H2k.X/. Treatments
of this can be found in [KN] and in [Stb].

Exercises

1. Verify that when � is the curvature 2-form arising from the standard metric on S2k ,
then Z

S2k

Pf
�
�

2�

	
D 2:

2. Generalize Theorem 8.1 to the nonorientable case. (Hint: IfM is not orientable, look at
its orientable double cover eM . Use (8.4) to show that �.eM/ D 2�.M/:) Using (8.16)
as a local identity, define a measure ePf.�/ in the nonorientable case.

3. Let M be a compact, complex manifold of complex dimension n (i.e., real dimension
2n). Denote by T its tangent bundle, regarded as a complex vector bundle, with fibers
Tp of complex dimension n. Show that
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Z

M

cn.T / D �.M/;

where cn.T / is the top Chern class, defined by (7.19) and (7.20).
4. If Mj are compact Riemannian manifolds with curvature forms �j and M1 �M2 has

the product metric, with curvature form �, show directly that

��
1 Pf .�1/ ^ ��

2 Pf .�2/ D Pf .�/;

where �j projects M1 �M2 onto Mj . If dim Mj is odd, set Pf .�j / D 0. Use this to
reprove (8.31) when e.�/ D Pf .�/.

5. Show directly that the right sides of (8.2) and (8.3) both vanish when M is a hypersur-
face of odd dimension in RnC1.
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A
Abelian differential, 329
adjoint, 10
Â-genus, 315
almost complex structure, 322, 516

integrable, 517, 526
angular momentum, 141
anticommutation relation, 285
asymptotic expansion, 11, 62
Atiyah–Singer index formula, 325
Atiyah–Singer index theorem, 492

B
Bergman kernel function, 490, 493
Bergman metric, 493
Bergman projection, 490
Bessel equation, 240, 243
Bessel function, 150
Bianchi’s identity, 543, 545, 547, 551, 592,

595
Blumenthal’s 01 law, 393
boundary problem

regular, 47
Brownian motion, 363, 421
Brownian scaling, 383

C
Calderon–Vaillancourt theorem, 20
Cameron–Martin–Girsanov formula, 447
capacitary potential, 399
capacity, 270, 399, 400

inner, 409
outer, 409

Casimir operator, 143
Chapman–Kolmogorov equation, 441
characteristic, 29
characteristic class, 315, 594, 601, 607
Chern character, 315, 598

Chern class, 316, 324, 329, 597, 608
Chern–Gauss–Bonnet formula, 316
Chern–Gauss–Bonnet theorem, 607
Chern–Weil construction, 594
Clifford algebra, 283, 288
Clifford connection, 287
Clifford module, 284
Clifford multiplication, 287
Codazzi’s equation, 563
commutator, 14
@-complex, 465
complex manifold, 517
conditional expectation, 384
cone, 149
conic set, 30
connection, 540, 587

coefficients, 541
1-form, 541, 587
metric, 542

Coulomb force, 135
covariant derivative, 540, 588
curvature, 303, 541, 549, 589

2-form, 541, 589
principal, 572
scalar, 304

D
deformation tensor, 305
deRham complex, 460
derivation, 543
diffraction, 161
diffusion, 437
Dirac operator, 299, 322

twisted, 299, 307
Dirac-type operator, 283
Dirichlet boundary condition, 101, 109
Dirichlet problem, 42, 375, 472
distribution

tempered, 95
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divergence theorem, 288
divisor, 331
domain of holomorphy, 486
dominated convergence theorem, 397
Duhamel’s principle, 452
duplication formula, 156

E
Egorov’s theorem, 26
eigenvalue, 106, 404
Einstein tensor, 552
elliptic, 15

strongly, 17
elliptic complex, 460
elliptic regularization, 480
elliptic system, 351, 353, 355
energy

conservation, 199
local decay, 199

Euler characteristic, 316, 329, 574, 598,
599

Euler’s formula, 578
exterior derivative, 284, 460

F
Feynman-kac formula, 370, 412
filtration, 293
finite propagation speed, 102, 115, 204,

216
first exit time, 379, 394
first hitting time, 399
flux, 185
Fokker-Planck equation, 443
Fourier inversion formula, 2
Fourier transform, 94, 188, 203
Fredholm, 225, 306
Friedrichs method, 99, 101
Frobenius’s theorem, 463
fundamental solution, 114, 161
fundamental theorem

of surface theory, 570

G
gamma function, 156
Gårding’s inequality, 23, 511
Gauss–Bonnet formula, 320, 329, 343

generalized, 598
Gauss–Bonnet theorem, 574
Gauss–Codazzi equation, 563
Gauss curvature, 306, 553, 564, 572
Gaussian integral, 61, 77
Gauss map, 558, 572, 599
Gegenbauer polynomial, 118
genus, 329
Green function, 181
Green’s formula, 39, 381
Gronwall’s inequality, 24, 435

H
half-estimate, 472
Hankel function, 179, 240
Hankel transform, 150
harmonic oscillator, 80, 126, 314, 345, 374
homotopic maps, 346
harmonic polynomial, 117
heat equation, 107, 114, 307, 363
Heisenberg group, 4, 515
Hermite polynomial, 127
Hermite semigroup, 128
Hessian, 546
Hodge decomposition, 483
Hodge Laplacian, 285
Hodge star operator, 286
Hurwitz’ formula, 337
Huygens principle, 116, 206, 213, 218
hydrogen atom, 135
hyperbolic

strictly, 25
symmetric, 23
symmetrizable, 25

hyperbolic space, 123
hypergeometric equation

confluent, 147
hypergeometric function, 140, 156, 170

confluent, 146
hypoelliptic, 448, 506

I
ill-posed, 254
index, 225, 306, 598

of a vector field, 574
index formula, 307

local, 309
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inverse problem, 248, 254
uniqueness, 250

Ito’s formula, 420, 423, 425, 440

K
Kähler manifold, 526
Killing field, 305, 558

conformal, 306
Kohn Laplacian, 509
Kolmogorov diffusion equation, 441
Kolmogorov diffusion equation backward,

444
Kolmogorov’s inequality, 382

L
Langevin equation, 421, 437
Laplace operator, 106, 186, 507
layer potential, 36, 218
Legendre function, 160
Legendre polynomial, 119, 121, 248
Lenz vector, 141
Levi–Civita connection, 287, 548
Levi form, 295, 497, 507, 518, 527
Lidskii’s theorem, 275
Lie algebra, 128
Limiting absorption principle, 179
line bundle

holomorphic, 326
Lippman-Schwinger equation, 186

M
mapping property, 82, 83
Markov property, 385

strong, 389, 395, 407
martingale, 386, 427

maximal inequality, 387
maximum principle, 43, 109, 184

strong, 105
mean value property, 396
Mehler-Dirichlet formula, 119
Mehler’s formula, 130, 315, 374, 448
Mellin transform, 145, 169
microlocal, 31
monotone convergence theorem, 375
Morrey’s inequality, 469, 518
Morse lemma, 605

N
negligible, 412
Neumann boundary condition, 101, 111
Neumann operator, 41, 56, 195, 227, 241,

252, 468, 505, 531
Neumann problem, 44
@-Neumann problem, 467
Newlander–Nirenberg theorem, 524
Nijenhuis tensor, 526

O
optical theorem, 194, 235
oscillatory integral, 6

P
Palatini identity, 559
parallel transport, 540
parametrix, 16, 54, 63, 71, 107
Pfaffian, 318, 601
Picard iteration, 430
plurisubharmonic, 471
Poisson bracket, 14, 71
Poisson integral, 42, 113, 381, 473
Pontrjagin class, 316, 597
principal bundle, 586
principal symbol, 3, 33, 300
pseudodifferential operator, 2, 225, 506
pseudolocal, 6

Q
quadratic differential, 337
quantum mechanics, 141

R
radiation condition, 177
Radon inversion formula, 212
Radon transform, 211, 218
reciprocity relation, 196
regular boundary point, 397

Wiener criterion, 407
regularity, 16

microlocal, 31
Rellich formula, 47
representation, 143
Ricci tensor, 76, 305, 320, 551
Riemann–Lebesgue lemma, 201
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Riemann–Roch formula, 329, 343
Riemann’s inequality, 332
Riemann surface, 325
Riemann tensor, 76, 549
Rodrigues formula, 121

S
scalar curvature, 76, 552
scattering, 177
scattering amplitude, 183, 192, 224, 245,

248, 412
scattering character, 217, 232
scattering cross section, 196
scattering operator, 192, 208, 224, 245
scattering phase, 237
scattering pole, 223, 232
Schrödinger operator, 104
Schwartz kernal, 5
second fundamental form, 529, 560
sectional curvature, 565
self-adjoint, 92, 186

essentially, 102
semigroup, 438

Lax–Phillips, 215
signature, 286, 320
Sobolev space, 19
spectral measure, 98
spectral representation, 97, 203
spectral theorem, 92, 186
spherical function, 120
spinc structure, 320
spin manifold, 297
spinor, 294, 297
spinc structure, 321
stationary phase method, 235
stochastic diffferential equation, 421, 430
stochastic integral, 412, 414, 423

equation, 430, 437
Stone’s theorem, 97
Stone-Weierstrass theorem, 108, 190, 365,

376, 393
stopping time, 389, 395
strongly pseudoconvex, 471
subelliptic estimate, 476, 480
subordination identity, 374
supermartingale, 426
supertrace, 310
surgery, 602

symbol, 2, 531
symmetric space

Hermitian, 526

T
Tauberian theorem, 107, 120, 239
Theorema Egregium, 558, 563
Toeplitz operator, 490
trace, 62
trace class, 21
trace formula, 232
translation representation, 211
transport equation, 28, 51, 57
triangulation, 578, 599
Trotter product formula, 370, 413, 448

U
uncertainty principle, 145
uniformization theorem, 335
unitary group, 102
unitary operator, 93, 188, 198
unitary trick, 97

V
Vector bundle, 540, 586

W
wave equation, 114, 161, 197
wave front set, 30
wave operators, 205

completeness of, 208
Schrödinger, 209

Weingarten formula, 561
Weingarten map, 507, 531, 561, 572
Weitzenbock formula, 301, 313
Weyl calculus, 67, 131, 338
white noise, 421
Whittaker’s equation, 139
Wiener measure, 364, 365
Wronskian, 147, 246

Z
Zaremba’s principle, 43
zeta function, 134
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