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Preface

One may say that the history of hypergeometric functions started practically
with a paper by Gauss (cf. [Gau]). There, he presented most of the prop-
erties of hypergeometric functions that we see today, such as power series,
a differential equation, contiguous relations, continued fractional expansion,
special values and so on. The discovery of a hypergeometric function has
since provided an intrinsic stimulation in the world of mathematics. It has
also motivated the development of several domains such as complex functions,
Riemann surfaces, differential equations, difference equations, arithmetic the-
ory and so forth. The global structure of the Gauss hypergeometric function
as a complex function, i.e., the properties of its monodromy and the analytic
continuation, has been extensively studied by Riemann. His method is based
on complex integrals. Moreover, when the parameters are rational numbers,
its relation to the period integral of algebraic curves became clear, and a fasci-
nating problem on the uniformization of a Riemann surface was proposed by
Riemann and Schwarz. On the other hand, Kummer has contributed a lot to
the research of arithmetic properties of hypergeometric functions. But there,
the main object was the Gauss hypergeometric function of one variable.

In contrast, for more general hypergeometric functions, including the case
of several variables, the question arises: What in fact are hypergeometric func-
tions ? Since Gauss and Riemann, many researchers tried generalizing the
Gauss hypergeometric function. Those which are known under the names of
Goursat, Pochhammer, Barnes, Mellin, and Appell are such hypergeometric
functions. Although these functions interested some researchers as special
objects, they didn’t attract many researchers and no significant result came
about. If anything, those expressed with the aid of some properties of hy-
pergeometric functions appeared interestingly in several situations, either in
partial or another form. The orthogonal polynomials studied in Szegö’s book,
several formulas that we can find everywhere in Ramanujan’s enormous note-
books, spherical functions on Lie groups, and applications to mathematical
physics containing quantum mechanics, are such examples. Simply, they were
not considered from a general viewpoint of hypergeometric functions.

v
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In this book, hypergeometric functions of several variables will be treated.
Our point of view is that the hypergeometric functions are complex integrals
of complex powers of polynomials. Most of the properties of hypergeometric
functions which have appeared in the literature up to now can be reconsidered
from this point of view. In addition, it turns out that these functions establish
interesting connections among several domains in mathematics.

One of the prominent properties of hypergeometric functions is the so-
called contiguity relations. We understand them based on the classical paper
by G. D. Birkhoff [Bir1] about difference equations and their generalization.
This is an approach treating hypergeometric functions as solutions of differ-
ence equations with respect to shifts of parameters, and characterizing by
analysis of asymptotic behaviors when the parameters tend to infinity. One
sees a relation between the Padé approximation and the continued fractional
expansion. For this purpose, we use either analytic or algebraic de Rham
cohomology (twisted de Rham cohomology) as a natural form of complex
integrals. In Chapter 2, several relations satisfied by hypergeometric func-
tions will be derived and explained in terms of twisted de Rham cohomology.
There, the reader may notice that the excellent idea due to J. Hadamard
about a “finite part of a divergent integral” developed in his book [Had] will
be naturally integrated into the theory. In Chapter 4, we will construct cycles
via the saddle point method and apply the Morse theory on affine varieties
to describe the global structure of an asymptotic behavior of solutions to
difference equations.

Another prominent feature is a holonomic system of partial differential
equations satisfied by hypergeometric functions, in particular, an infinitesimal
concept called integrable connection (the Gauss−Manin connection) that has
a form of partial differential equations of the first order, and a topological
concept called monodromy that is its global realization. The latter means to
provide a linear representation of a fundamental group, in other words, a local
system on the underlying topological space. But here, what is important is not
only the topological concept but the mathematical substance that provides it.
Hypergeometric functions provide such typical examples. As a consequence,
they also help us understand the fundamental group itself.

We will treat complex integrals of complex powers of polynomials, but
the main point is not only to state general theorems in an abstract form
but also to provide a concrete form of the statements. In Chapters 3 and 4,
for linear polynomials, concrete formulas of differential equations, difference
equations, integral representations, etc. will be derived, applying the idea
from the invariant theory of general linear groups.

In the world surrounding hypergeometric functions, there are several sub-
jects studying power series, orthogonal functions, spherical functions, dif-
ferential equations, difference equations, etc. in a broad scope such as real
(complex) analysis, arithmetic analysis, geometry, algebraic topololgy and
combinatorics, which are mutually related and attract researchers. This book
explains one such idea. In particular, micro-local analysis and the theory of



Preface vii

holonomic D-modules developed in Japan provided considerable impacts.
In Chapter 3 of this book, we will treat a holonomic system of Fuchsian
partial differential equations over Grassmannians satisfied by the hypergeo-
metric functions, introduced by Gelfand et al., defined as integrals of complex
powers of functions as described above. But there, we will explain them only
by concrete computations. For a general theory of D-modules, we propose
that the reader consult the book written by Hotta and Tanisaki1 in this se-
ries. Here, we will not treat either arithmetic aspects or the problem of the
uniformization of complex manifolds. There are also several applications to
mathematical physics such as conformal field theory, and solvable models in
statistical mechanics. For these topics, the reader may consult Appendix D
and the references in this book.

If this book serves as the first step to understanding hypergeometric func-
tions and motivate the reader’s interest towards further topics, we should say
that our aim has been accomplished.

We asked Toshitake Kohno to write Appendix D including his recent result.
We express our gratitude to him.

Lastly, our friends Takeshi Sasaki, Keiji Matsumoto and Masaaki Yoshida
gave us precious remarks and criticisms on this manuscript. We also express
our gratitude to them.

June, 1994. Kazuhiko Aomoto
Michitake Kita

1 The translation is published as [H-T-T].
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Preface to English Edtion

After the publication of the original Japanese edition, hypergeometric
functions attracted researchers both domestic and abroad, and some as-
pects are now fairly developed, for example in relation to arrangement of
hyperplanes, conformal field theory and random matrix theory. Some related
books have also been published: those by M. Yoshida [Yos3], which treats
the uniformaization via period matrix, by M. Saito, B. Sturmfels and N.
Takayama [S-S-T], which treats algebraic D-modules satisfied by hypergeo-
metric functions, and by P. Orlik and H. Terao [Or-Te3], which sheds light
on hypergeometric functions from viewpoint of arrangements of hyperplanes,
are particularly related to the contents of this book.

In this English edition, the contents are almost the same as the original
except for a minor revision. In particular, in spite of its importance, hyper-
geometric functions of confluent type are not treated in this book (they can
be treated in the framework of twisted de Rham theory but the situation be-
comes much more complicated). As for the references, we just added several
that are directly related to the contents of this book. For more detailed and
up-to-date references, the reader may consult the book cited above, etc.

The co-author of this book, who had been going to produce outstanding
results unfortunately passed away in 1995. May his soul rest in peace.

Finally, I am indebted to Dr. Kenji Iohara, who has taken the trouble to
translate the original version into English.

August, 2010. Kazuhiko Aomoto
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Notation

Ωp(Cn): the space of p-forms with polynomial coefficients

U(u) =
m∏

j=1

Pj(u)αj , Pj(u) ∈ C[u1, . . ., un]

D: the divisor defined by P := P1 · · ·Pm

M := Cn \D: a variety related to an integral representation of hypergeo-
metric functions

d : the exterior derivative

ω := dU/U =
m∑

j=1

αj
dPj

Pj
: a completely integrable holomorphic connection

form on M
∇ω := d+ ω∧: the covariant differential operator with respect to ω
Lω: the complex local system of rank 1 generated by solutions of ∇ωh = 0
L∨

ω : the dual local system of Lω

Ωp(∗D): the space of rational p-forms having poles along D
Ωp(logD): the space of logarithmic p-forms having poles along D
OM : the sheaf of germs of holomorphic functions on M
Ωp

M : the sheaf of germs of holomorphic p-forms on M
Ap

M : the sheaf of germs of C∞ p-forms on M
Kp

M : the sheaf of germs of currents of degree p on M
S(M): the space of sections of S over M
Sc(M): the space of sections with compact support of S over M
Hp(M,S): the cohomology with coefficients in the sheaf S
Hp(M,Lω): the homology with coefficients in the local system Lω

H�f
p (M,Lω) : the locally finite homology with coefficient Lω

r := dimHn(M,Lω) =
(
m− 1
n

)
a lattice L = Z�

e1, . . . , e�: a standard basis of L ei = (0, . . . ,
i

�
1 , 0, . . . , 0), 1 ≤ i ≤ �.

xv



xvi Notation

ν = (ν1, . . . , ν�) ∈ L, ν! =
�∏

i=1

νi!, |ν| =
�∑

i=1

νi

|J | = n for a set of indices {j1, . . . , jn}
For x = (x1, . . . , x�) ∈ C�, xν = xν1

1 · · ·xν�

�∑
ν

: the sum is taken over ν ∈ Z�
≥0

(γ; c) := Γ (γ + c)/Γ (γ), γ + c /∈ Z≤0

L∨ := HomZ(L,Z): the dual lattice of L
G(n+ 1,m+ 1): Grassmannian of (n+ 1)-dimensional subspaces of Cm+1

For x =

⎛⎜⎝x00 · · · x0m

...
...

xn0 · · · xnm

⎞⎟⎠ , x(j0 · · · jn) := det

⎛⎜⎝x0j0 · · · x0jn

...
...

xnj0 · · · xnjn

⎞⎟⎠
Y :=

⋃
0≤j0<···<jn≤m{x(j0 · · · jn) = 0}

E(n+ 1,m+ 1;α0, . . . , αm) = E(n+ 1,m+ 1;α): the system of hypergeo-
metric differential equations of type (n+ 1,m+ 1;α)

C[z] = C[z1, . . . , zm]: the ring of polynomials
C(z) = C(z1, . . . , zm): the rational function field of z1, . . . , zm
C[[z]] = C[[z1, . . . , zm]]: the ring of formal power series
C((z)) = C((z1, . . . , zm)): the ring of formal Laurent series

GLm(C(z)): the group of the regular matrices of order n with components
in C(z)

GLm(C((z))): the group of the regular matrices of order n with components
in C((z))

Mm(C(z)): the algebra of the matrices of orderm with components in C(z)

Bm =

⎧⎪⎨⎪⎩A =

⎛⎜⎝a11 ∗
. . .

0 amm

⎞⎟⎠ ∈ GLm(C)

⎫⎪⎬⎪⎭: a Borel subgroup of GLm(C)

Um =

⎧⎪⎨⎪⎩A =

⎛⎜⎝1 ∗
. . .

0 1

⎞⎟⎠ ∈ GLm(C)

⎫⎪⎬⎪⎭: a maximal unipotent Lie subgroup

of GLm(C)
Fm := GLm(C)/Bm : a flag manifold
Am := GLm(C)/Um : a principal affine space
�(0; ε) = {z ∈ C| |z| < ε} : the open disk of center at the origin with radius
ε

�z,�z: the real and imaginary part of a complex number z
arg z: an argument of z
Sm: the mth symmetric group
χ(M) : the Euler characteristic of M

ϕ̂(x;α) =
∫

γ

U · ϕ
T, Tj: shift operators



Chapter 1

Introduction: the Euler−Gauss
Hypergeometric Function

The binomial series

(1 + x)α =
∞∑

n=0

α(α − 1) · · · (α− n+ 1)
n!

xn, |x| < 1

is the generating function of binomial coefficients
(

α
n

)
=

α(α− 1) · · · (α− n + 1)

n!
.

A hypergeometric function can be regarded as a generating analytic function
of more complicated combinatorial numbers which generalizes the binomial
series. By studying its analytic structure, it provides us with information
such as relations among combinatorial numbers and their growth. The aim of
this book is to treat hypergeometric functions of several variables as complex
analytic functions. Hence, we assume that the reader is familiar with basic
facts about complex functions.
Γ (n) = (n− 1)! = 1 · 2 · · · · · (n− 1), n = 1, 2, 3, · · · satisfies the recurrence

formula Γ (n + 1) = nΓ (n) and Γ (1) = 1. Conversely, these two properties
determine Γ (n) uniquely. A question arises “Can we extend the function Γ (z)
for all z ∈ C?” The answer is “No,” if we do not restrict ourselves to z ∈ Z.
But, if the behavior of Γ (z + m) is given as m 	→ +∞, Γ (z) itself can be
determined by considering Γ (z + 1), Γ (z + 2), · · · , Γ (z +m), · · · (m ∈ Z>0).
That is, Γ (z) can be determined by its behavior at infinity. As a phenomenon
in analysis, it sometimes happens that a function or a vector is determined
by its behavior at infinity. Such a situation is called a limit point and this is
our basic idea to treat hypergeometric functions in this book.

In this Introduction, we shall study basic properties of the Euler−Gauss
hypergeometric functions from several viewpoints. For detailed subjects, we
may refer to the well-known books like [AAR], [Ca], [Er1], [Mag], [Ol], [Sh],
[W-W], [Wat] etc. See also [I-K-S-Y] for a historical overview of analytic
differential equations. First, we start from an infinite-product representation
of the Γ -function.

K. Aomoto et al., Theory of Hypergeometric Functions, Springer Monographs 1
in Mathematics, DOI 10.1007/978-4-431-53938-4 1, c© Springer 2011



2 1 Introduction: the Euler−Gauss Hypergeometric Function

1.1 Γ -Function

1.1.1 Infinite-Product Representation Due to Euler

Consider a meromorphic function ϕ(z) over C satisfying the difference
equation

ϕ(z + 1) = zϕ(z), z ∈ C. (1.1)

From this, we obtain

ϕ(z) = z−1ϕ(z + 1) (1.2)

= z−1(z + 1)−1 · · · (z +N − 1)−1ϕ(z +N),

for any natural number N . Take the limit N 	→ +∞: if we assume that an
asymptotic expansion of ϕ(z) as |z| 	→ +∞ has the form

ϕ(z) = e−zzz− 1
2 (2π)

1
2

{
1 +O

(
1
|z|
)}

(1.3)

in the sector −π + δ < arg z < π − δ (0 < δ < π
2 ) (here O

(
1
|z|
)
, called

the Landau symbol, is a function asymptotically at most equivalent to 1
|z|),

applying (1.3) to ϕ(z +N), we obtain

ϕ(z) = (2π)
1
2 lim

N �→+∞
z−1(z + 1)−1 (1.4)

· · · (z +N − 1)−1e−z−N(z +N)z+N− 1
2 .

Now, an asymptotic expansion of the Γ -function ϕ(z) = Γ (z) as �z 	→ +∞
is given by the Stirling formula ([W-W] Chap12 or [Er2])

Γ (z) = e−zzz− 1
2 (2π)

1
2

{
1 +

1
12z

+ · · ·
}
, (1.5)

−π + δ < arg z < π − δ.

In particular, we have
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Γ (N) = (N − 1)! = e−NNN− 1
2 (2π)

1
2

{
1 +O

(
1
N

)}
, (1.6)

(z +N)z+N− 1
2 = Nz+N− 1

2

(
1 +

z

N

)z+N− 1
2

(1.7)

= Nz+N− 1
2 ez

(
1 +O

(
1
N

))
.

By the formula

lim
N �→+∞

(
1 +

1
2

+ · · ·+ 1
N − 1

− logN
)

= γ (1.8)

(γ is Euler’s constant), the right-hand side of (1.4) becomes

(2π)
1
2 lim

N �→+∞
z−1(z + 1)−1 · · · (z +N − 1)−1e−z−N (z +N)z+N− 1

2 (1.9)

= lim
N �→+∞

Γ (N)
N−1∏
j=0

(z + j)
Nz = e−γz

⎧⎨⎩z
∞∏

j=1

(
1 +

z

j

)
e−

z
j

⎫⎬⎭
−1

= Γ (z),

which coincides with an infinite-product representation of Γ (z).

1.1.2 Γ -Function as Meromorphic Function

Similarly, if a meromorphic solution ψ(z) of the difference equation (1.1) has
an asymptotic expansion as |z| 	→ +∞

ψ(z) = e−z(−z)z− 1
2 eπ

√−1z(2π)−
1
2

{
1 +O

(
1
|z|
)}

(1.10)

in the sector δ < arg z < 2π − δ, by the formulas

ψ(z) = (z − 1) · · · (z −N)ψ(z −N), (1.11)

(N − z) 1
2 +z−N = N

1
2+z−N

(
1 − z

N

) 1
2 +z−N

= N
1
2+z−Nez

(
1 +O

(
1
N

))
,

we obtain
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ψ(z) = e−γzeπ
√−1z

∞∏
j=1

(
1 − z

j

)
e

z
j (1.12)

=
eπ

√−1z

Γ (1 − z) .

In this way, the function eπ
√−1z/Γ (1 − z) can be characterized as a mero-

morphic solution of (1.1) having the asymptotic behavior (1.10).

1.1.3 Connection Formula

Now, the ratio P (z) = ψ(z)/ϕ(z) is a periodic function satisfying P (z+1) =
P (z) that can be expressed by the Gauss formula

P (z) =
eπ

√−1z

Γ (z)Γ (1− z) = eπ
√−1z sinπz

π
(1.13)

= e2π
√−1zz

∞∏
j=1

(
1 − z2

j2

)
.

The relation

ψ(z) = P (z)ϕ(z) (1.14)

provides a linear relation between two solutions of (1.1) that each of them has
an asymptotic expansion as �z 	→ +∞ or −∞, called a connection relation,
and the problem to find this relation is called a connection problem, and P (z)
is called a connection coefficient or a connection function. Any connection
function is periodic.

1.2 Power Series and Higher Logarithmic Expansion

1.2.1 Hypergeometric Series

Consider the convergent series

2F1(α, β, γ;x) =
∞∑

n=0

(α;n)(β;n)
(γ;n)n!

xn, γ �= 0,−1,−2, . . . (1.15)
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on the unit disk Δ(0; 1) = {x ∈ C; |x| < 1}
(
(α;n) = α(α+1) · · · (α+n− 1),

the Pochhammer symbol1
)
. Here and after, we abbreviate 2F1(α, β, γ;x) as

F (α, β, γ;x), which is called the Euler−Gauss hypergeometric function, or
simply Gauss’ hypergeometric function. Setting β = γ, we get

F (α, β, β;x) =
∞∑

n=0

(α;n)
n!

xn = (1 − x)−α,

and the specialization α = β = 1, γ = 2 yields

xF (1, 1, 2;x) =
∞∑

n=1

xn

n
= − log(1 − x).

Moreover, setting α = γ = 1 and taking the limit β 	→ ∞, we obtain an
elementary analytic function

ex = lim
β �→∞

F

(
1, β, 1;

x

β

)
.

1.2.2 Gauss’ Differential Equation

y = F (α, β, γ;x) satisfies the following second-order Fuchsian linear differen-
tial equation:

Ey = x(1 − x)d
2y

dx2
+ {γ − (α+ β + 1)x}dy

dx
− αβy = 0. (1.16)

In fact, it is sufficient to substitute y in (1.16) by (1.15). This is called Gauss’
differential equation. Here, E = E(x, d

dx) is a second-order Fuchsian differen-
tial operator. Conversely, assume that y can be expanded as a holomorphic
power series around the origin in the form

y =
∞∑

n=0

anx
n, a0 = 1. (1.17)

Comparing the coefficients of xn, for y to be a solution of (1.16), we get the
recurrence relation

(n+ 1)(γ + n)an+1 = (n+ α)(n+ β)an,

i.e.,

1 For n < 0, we set (α; n) = (α + n)−1 · · · (α− 1)−1.
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an+1 =
(n+ α)(n+ β)
(n+ 1)(n+ γ)

an, n ≥ 0, (1.18)

which implies that y coincides with F (α, β, γ;x). In this way, F (α, β, γ;x) can
be characterized as a unique solution of (1.16) which is holomorphic around
the origin and which gives 1 at x = 0.

1.2.3 First-Order Fuchsian Equation

Setting y = y1, x dy
dx = y2β, (1.16) can be transformed into the autonomous

first-order Fuchsian equation

d

dx

(
y1
y2

)
=
(
A0

x
+

A1

x− 1

)(
y1
y2

)
, (1.19)

where we set

A0 =
(

0 β
0 1 − γ

)
, A1 =

(
0 0
−α γ − α− β − 1

)
.

This equation describes the horizontal direction of an integrable connection
([De]), called the Gauss−Manin connection, over the complex projective line
P1(C) = C∪{∞} which admits singularities at x = 0, 1,∞.

1.2.4 Logarithmic Connection

Let a, b be two different points of C \ {0, 1}. By a theory of linear ordinary
differential equations, one can extend the solutions of equation (1.16) analyt-
ically along a path σ connecting a and b. Moreover, this extension depends
only on the homotopy class of the path connecting a and b. This is the prop-
erty known as the uniqueness of analytic continuation. From this, it follows
that the function F (α, β, γ;x), a priori defined on Δ(0; 1), is extended ana-
lytically to a single-valued analytic function on the universal covering X̃ of
the complex one-dimensional manifold X = C \ {0, 1}. Let us think about
expressing this extension more explicitly.

Now, we introduce parameters λ1 = β, λ2 = γ − α − 1, λ3 = −α. Then,
(1.19) can be rewritten in the form of a linear Pfaff system

d

(
y1
y2

)
= (λ1θ1 + λ2θ2 + λ3θ3)

(
y1
y2

)
. (1.20)

Here,
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θ1 =
(

0 1
0 0

)
d log x+

(
0 0
0 −1

)
d log(x − 1), (1.21)

θ2 =
(

0 0
0 −1

)
d log x+

(
0 0
0 1

)
d log(x − 1), (1.22)

θ3 =
(

0 0
0 1

)
d log x+

(
0 0
−1 0

)
d log(x − 1), (1.23)

are logarithmic differential 1-forms. We integrate (1.20) along a smooth curve
σ connecting 0 and x. By the fact that y1 = 1 and y2 = 0 at x = 0, we obtain
an integral form of (1.20):(

y1
y2

)
=
(

1
0

)
+
∫ x

0

(λ1θ1 + λ2θ2 + λ3θ3)
(
y1
y2

)
. (1.24)

1.2.5 Higher Logarithmic Expansion

Solving (1.24) by Picard’s iterative methods (cf. [In]), y1 and y2 can be ex-
pressed as convergent series of λ1, λ2, λ3 around the origin of C3:

y1 = Lφ(x) +
∞∑

r=1

∑
1�i1,...,ir�3

λi1 · · ·λirLi1···ir (x), (1.25)

y2 =
∞∑

r=1

∑
1�i1,...,ir�3

λi1 · · ·λirL
′
i1···ir

(x). (1.26)

Here, Li1···ir (x), L′
i1···ir

(x) are the analytic functions on X̃ defined, along the
path σ, by the recurrence relations:
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Lφ(x) = 1, L′
φ(x) = 0 (1.27)

L1i2···ir (x) =
∫ x

0

d log x · L′
i2···ir

(x), r ≥ 1 (1.28)

L2i2···ir (x) = L3i2···ir (x) = 0, r ≥ 1 (1.29)

L′
1i2···ir

(x) = −
∫ x

0

d log(x− 1)Li2···ir (x), r ≥ 1 (1.30)

L′
2i2···ir

(x) =
∫ x

0

d log
(
x− 1
x

)
L′

i2···ir
(x), r ≥ 1 (1.31)

L′
3i2···ir

(x) = −
∫ x

0

d log(x− 1)Li2···ir (x) (1.32)

+
∫ x

0

d log x · L′
i2···ir

(x), r ≥ 1.

The series of functions Li1···ir (x), L′
i1···ir

(x) appearing here has been studied
by Lappo-Danilevsky and Smirnov ([La], [Sm]) in detail, and the functions are
called hyper logarithms by them. Today, these functions, which are analytic
functions on X̃, are also called polylogarithms or higher logarithms. By the
way, as we have
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L1(x) = L2(x) = L3(x) = 0

L′
1(x) = L′

2(x) = 0, L′
3(x) = − log(1 − x)

L11(x) = L21(x) = L31(x) = L12(x) = L22(x)

= L32(x) = L23(x) = L33(x) = 0,

L13(x) = −
∫ x

0

log(1 − x)
x

dx,

L′
11(x) = L′

21(x) = L′
31(x) = L′

12(x) = L′
22(x) = L′

32(x) = 0,

L′
13(x) =

1
2

log2(1 − x), L′
23(x) = −1

2
log2(1 − x) +

∫ x

0

log(1 − x)
x

dx,

L′
33(x) = −

∫ x

0

log(1 − x)
x

dx,

L113(x) =
1
2

∫ x

0

log2(1 − x)
x

dx,

L123(x) = −1
2

∫ x

0

log2(1 − x)
x

dx+
∫ x

0

dx

x

(∫ x

0

log(1 − x)
x

dx

)
,

L133(x) = −
∫ x

0

dx

x

(∫ x

0

log(1 − x)
x

dx

)
etc., from (1.25), we obtain the expansion

F (α, β, γ;x) = 1 − λ1λ3

∫ x

0

log(1 − x)
x

dx (1.33)

+
1
2
λ1λ3(λ1 − λ2)

∫ x

0

log2(1 − x)
x

dx

+λ1λ3(λ2 − λ3)
∫ x

0

dx

x

(∫ x

0

log(1 − x)
x

dx

)
+ · · ·

In particular, the function

−
∫ x

0

log(1 − x)
x

dx =
∞∑

n=1

xn

n2
(1.34)

is called a di-logarithm or the Abel−Rogers−Spence function ([Lew]) and
some interesting arithmetic properties are known. In general, Li1···ir (x) and
L′

i1···ir
(x) are expressed in terms of iterated integrals à la K.T.-Chen with

logarithmic differential 1-forms d log x and d log(x− 1), and are extended to
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higher-dimensional projective spaces ([Ch], [Ao5]). See also Remark 3.12 in
§ 3.8 of Chapter 3.

1.2.6 D-Module

One can re-interpret (1.16) as follows. Denoting the sheaf of holomorphic
functions on X by O and of the ring of holomorphic differential operators
by D (for sheaves, see, e.g., [Ka]), y gives a local section of O around a
neighborhood of each point x0 of X . Now, one can apply to y a partial
differential operator P (x, d

dx ) which is a section of Dx0 , a germ of D at x0,
and one obtains a morphism

Dx0 	−→ Ox0

∈ ∈
P

(
x,
d

dx

)
	−→ P

(
x,
d

dx

)
y.

(1.35)

A necessary and sufficient condition for the equality

P

(
x,
d

dx

)
y = 0 (1.36)

to be satisfied is that P can be rewritten in the form

P

(
x,
d

dx

)
= Q

(
x,
d

dx

)
E

(
x,
d

dx

)
(1.37)

(
Q
(
x, d

dx

) ∈ Dx0

)
in a neighborhood of x0, and a morphism (1.35) induces a

homomorphism of Dx0-modules

Dx0/Dx0E 	−→ Ox0

∈ ∈

P

(
x,
d

dx

)
	−→ P

(
x,
d

dx

)
y,

(1.38)

i.e., an element of HomDx0
(Dx0/Dx0E,Ox0). From such a viewpoint, one ob-

tains a structure of D-modules satisfied by hypergeometric functions. But
here, we do not discuss such a structure further. For a more systematic treat-
ment, see, e.g., [Pha2], [Kas2], [Hot].



1.3 Integral Representation Due to Euler and Riemann 11

1.3 Integral Representation Due to Euler and Riemann
([AAR], [W-W])

1.3.1 Kummer’s Method

Let us rewrite some of the factors which have appeared in coefficients of the
power series (1.15) as the Euler integral representation. Assuming �α > 0,
�(γ − α) > 0, we have

(α;n)
(γ;n)

=
Γ (γ)Γ (α+ n)
Γ (α)Γ (γ + n)

(1.39)

=
Γ (γ)

Γ (α)Γ (γ − α)

∫ 1

0

uα+n−1(1 − u)γ−α−1du,

and by the binomial expansion

∞∑
n=0

(λ;n)
n!

un = (1 − u)−λ, |u| < 1,

from (1.15), we obtain

F (α, β, γ;x) =
Γ (γ)

Γ (α)Γ (γ − α)

∫ 1

0

uα−1(1 − u)γ−α−1 (1.40)

{ ∞∑
n=0

unxn (β;n)
n!

}
du

=
Γ (γ)

Γ (α)Γ (γ − α)

∫ 1

0

uα−1(1 − u)γ−α−1(1 − ux)−βdu

with the interchange of limit and integral. Here, for that the domain of the
integral can avoid the singularity of (1 − ux)−β , we assume |x| < 1. This
method of finding an elementary integral representation is by Kummer. The
integral (1.40) has been studied by Riemann in detail ([Ri1], [Ri2]), and one
of our purposes is to extend this integral to higher-dimensional cases and to
reveal systematically the structure of generalized hypergeometric functions.
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1.4 Gauss’ Contiguous Relations and Continued
Fraction Expansion

1.4.1 Gauss’ Contiguous Relation

The functions F (α, β, γ;x) and F (α + l1, β + l2, γ + l3;x) obtained by shift-
ing the parameters α, β, γ by integers (l1, l2, l3 ∈ Z) are linearly related. In
particular, the following formulas are referred to as Gauss’ contiguous rela-
tions [Pe]:

F (α, β, γ;x) = F (α, β + 1, γ + 1;x) (1.41)

−α(γ − β)
γ(γ + 1)

xF (α+ 1, β + 1, γ + 2;x),

F (α, β, γ;x) = F (α+ 1, β, γ + 1;x) (1.42)

−β(γ − α)
γ(γ + 1)

xF (α+ 1, β + 1, γ + 2;x).

Indeed, one can check these formulas by expanding F (α, β, γ;x), F (α, β +
1, γ + 1;x), F (α + 1, β, γ + 1;x), F (α + 1, β + 1, γ + 2;x) as power series
in x with the aid of (1.15) and comparing the coefficients of each term. For
example, by (1.15), the coefficient of xn (n ≥ 1) in the right-hand side of
(1.41) is given by

(α;n)(β + 1;n)
(γ + 1;n)n!

− α(γ − β)
γ(γ + 1)

(α+ 1;n− 1)(β + 1;n− 1)
(γ + 2;n− 1)(n− 1)!

=
(α;n)(β + 1;n− 1)

(γ + 1;n)n!

{
β + n− n(γ − β)

γ

}

=
(α;n)(β;n)

(γ;n)n!

and as the constant term is 1, the right-hand side of (1.41) is equal to the
left-hand side of (1.41). By (1.41), we have

F (α, β, γ;x)
F (α, β + 1, γ + 1;x)

(1.43)

= 1 − α(γ − β)
γ(γ + 1)

x
F (α+ 1, β + 1, γ + 2;x)
F (α, β + 1, γ + 1;x)

.

On the other hand, by (1.42), we obtain
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F (α, β + 1, γ + 1;x)
F (α+ 1, β + 1, γ + 2;x)

(1.44)

= 1 − (β + 1)(γ − α+ 1)
(γ + 1)(γ + 2)

x
F (α + 1, β + 2, γ + 3;x)
F (α + 1, β + 1, γ + 2;x)

.

Using symbols expressing continued fractions such as a± b
c = a± b

c
, a± b

c± d
e

=

a± b

c
± d

e
, it follows from (1.43), (1.44) that

F (α, β, γ;x)
F (α, β + 1, γ + 1;x)

= 1 −
α(γ−β)x
γ(γ+1)

1
−

(β+1)(γ−α+1)
(γ+1)(γ+2) x

F (α+1,β+1,γ+2;x)
F (α+1,β+2,γ+3;x)

. (1.45)

By the shift (α, β, γ) 	→ (α+1, β+1, γ+2), we can repeat this transformation
several times, namely, we obtain the finite continued fraction expansion

F (α, β, γ;x)
F (α, β + 1, γ + 1;x)

= 1 +
a1x

1
(1.46)

+ · · ·+ a2νx
F (α+ν,β+ν,γ+2ν;x)

F (α+ν,β+ν+1,γ+2ν+1;x)

,

⎧⎪⎨⎪⎩
a2ν = − (β + ν)(γ − α+ ν)

(γ + 2ν − 1)(γ + 2ν)

a2ν+1 = − (α+ ν)(γ − β + ν)
(γ + 2ν)(γ + 2ν + 1)

. (1.47)

Since the left-hand side of (1.46) is holomorphic in a neighborhood of x = 0,
it can be expanded as a power series in x. The infinite continued fraction
expansion

1 +
a1x

1
+
a2x

1
+ · · · = 1 + a1x− a1a2x

2 + · · · (1.48)

makes sense as a formal power series at x = 0.

1.4.2 Continued Fraction Expansion

The identity

F (α, β, γ;x)
F (α, β + 1, γ + 1;x)

= 1 +
a1x

1
+
a2x

1
+ · · · , (1.49)
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as a formal power series at x = 0, always makes sense, in fact, it also makes
sense as a convergent power series, as we shall show below. For this purpose,
we use the Sleshinskii−Pringsheim criterion.

Sleshinskii−Pringsheim Criterion ([Pe])
Let aν , bν (bν �= 0), ν ≥ 1, be a pair of sequences of complex numbers,

and consider a continued fraction

λ =
a1

b1
+
a2

b2
+
a3

b3
+ · · · . (1.50)

If |bν | ≥ |aν | + 1 holds for any ν ≥ 1, then the right-hand side of (1.50)
converges and the absolute value of λ does not exceed 1.

Proof. Define Aν , Bν by the recurrence relations⎧⎨⎩Aν = bνAν−1 + aνAν−2

Bν = bνBν−1 + aνBν−2

(ν = 1, 2, 3, · · · ), (1.51)

A−1 = 1, A0 = 0, A1 = a1, B−1 = 0, B0 = 1, and B1 = b1. The ν-th
approximated continued fraction of λ

λν =
a1

b1
+ · · ·+ aν

bν
(1.52)

is equal to Aν

Bν
. Now, by

|Bν | ≥ |bν | |Bν−1| − |aν | |Bν−2|
≥ |bν | |Bν−1| − (|bν | − 1)|Bν−2|,

i.e.,

|Bν | − |Bν−1| ≥ (|bν | − 1)(|Bν−1| − |Bν−2|)
≥ (|bν | − 1) · · · (|b1| − 1) ≥ |a1a2 · · ·aν |,

in other words,

|B| ≤ |B2| ≤ |B3| ≤ · · · .

By AνBν−1 −Aν−1Bν = (−1)ν−1a1a2 · · · aν , we obtain

Aν

Bν
=
A1

B1
+
(
A2

B2
− A1

B1

)
+ · · ·+

(
Aν

Bν
− Aν−1

Bν−1

)
(1.53)

=
A1

B0B1
− a1a2

B1B2
+ · · ·+ (−1)ν−1 a1a2 · · · aν

Bν−1Bν
.
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But then ∣∣∣∣a1a2 · · · aν

Bν−1Bν

∣∣∣∣ ≤ |Bν | − |Bν−1|
|Bν−1Bν | =

1
|Bν−1| −

1
|Bν |

implies

∞∑
ν=2

∣∣∣∣Aν

Bν
− Aν−1

Bν−1

∣∣∣∣+ ∣∣∣∣A1

B1

∣∣∣∣ (1.54)

�
∞∑

ν=2

(
1

|Bν−1| −
1

|Bν |
)

+
∣∣∣∣A1

B1

∣∣∣∣ =
1 + |a1|
|B1| ≤ 1.

Thus, λ = limν �→∞ Aν

Bν
converges and its absolute value is at most 1.

1.4.3 Convergence

We return to our situation. For |x| < 1, our continued fraction expansion can
be formally written as

1 +
a1x
1

+
a2x
1

+ · · · = 1
2

(
2 +

4a1x
2

+
4a2x

2
+ · · ·

)
. (1.55)

By limν �→∞ a2ν = limν �→∞ a2ν+1 = 1
4 , for a sufficiently big N , we have

4|a2νx| < 1, 4|a2ν+1x| < 1 for ν ≥ N which implies that the continued
fraction expansion

4a2Nx

2
+

4a2N+1x

2
+ · · · (1.56)

satisfies Sleshinskii−Pringsheim criterion. Hence, (1.56) converges uniformly
on every compact subset of |x| < 1. Hence, (1.55) converges uniformly on
every compact subset of |x| < 1. Expanding this continued fraction as a
power series around x = 0, it coincides with the power series F (α,β,γ;x)

F (α,β+1,γ+1;x) ,
namely, the identity (1.49) holds for |x| < 1.

Actually, it is J. Worpitzky who first proved the convergence of (1.48)
under the condition 4|a2νx| ≤ 1, 4|a2ν+1x| ≤ 1, see [J-T-W].

The continued fraction expansion (1.49) will be rediscussed in § 4.2 from
a general consideration of difference equations and an asymptotic expansion
of their solutions.
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1.5 The Mellin−Barnes Integral

1.5.1 Summation over a Lattice

Setting Φ(z) = xz Γ (α+z)Γ (β+z)
Γ (γ+z)Γ (1+z) , Φ(z) is meromorphic on C as function of z.

By the identity of Γ -function Γ (z + 1) = zΓ (z), we see that Φ(z) satisfies
the difference equation

Φ(z + 1) = b(z)Φ(z). (1.57)

Here, b(z) = x (α+z)(β+z)
(γ+z)(1+z) is a rational function. As Φ(n) = 0 (n ∈ Z<0),

F (α, β, γ;x) in (1.15) can be described as the sum over a one-dimensional
lattice as follows:

F (α, β, γ;x) =
Γ (γ)

Γ (α)Γ (β)

∞∑
n=−∞

Φ(n), |x| < 1. (1.58)

1.5.2 Barnes’ Integral Representation

Let us rewrite (1.58) as a contour integral in C by applying a residue formula.
For simplicity, we assume �α > 0, �β > 0, �γ > 0 and 0 < argx < 2π. For
−π+ δ < arg z < π− δ (δ a small positive number), it follows from (1.5) that
an asymptotic expansion as |z| 	→ +∞ is given, for any constant c ∈ C, by

Γ (c+ z) ∼ e−c−ze(c+z− 1
2 ) log(c+z)

√
2π

{
1 +O

(
1
|z|
)}

, (1.59)

which implies

Γ (−z) = − π

sinπz
1

Γ (z + 1)
(1.60)

∼ − π

sinπz
e1+z−( 1

2+z) log(1+z) 1√
2π

{
1 +O

(
1
|z|
)}

.

Hence, we have

Γ (α+ z)Γ (β + z)Γ (−z)
Γ (1 + z)

∼ (1.61)

− π

sinπz
e(α+β−γ−1) log z

{
1 +O

(
1
|z|
)}

.

On the other hand, we have
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(−x)z = ez log(−x) = ez{log |x|+√−1 arg(−x)}

but since −π+ δ < arg(−x) < π− δ, e
√−1z arg(−x) π

sin πz decays exponentially
with respect to |z| as |z| 	→ +∞. Here, ez log |x| is bounded for | arg z| � π

2
and, when arg z < π

2 , it decays exponentially with respect to |z|. Now, let σ0

and σ1 be contours in the complex plane of z defined by

σ0 =
{
z ∈ C; arg z = −π

2
, |z| ≥ 1

2

}
∪
{
z ∈ C; |z| = 1

2
,
π

2
� arg z � 3π

2

}

∪
{
z ∈ C; arg z =

π

2
, |z| ≥ 1

2

}
,

σ1 =
{
z ∈ C;�z ≥ 0,�z = −1

2

}
∪
{
z ∈ C;�z ≥ 0,�z =

1
2

}

∪
{
z ∈ C; |z| = 1

2
,
π

2
≤ arg z ≤ 3

2
π

}
.

See Figure 1.1: σ0 is drawn with a solid line, σ1 with a dotted line (with
orientation).

Fig. 1.1

Then by the above estimate and Cauchy’s integral formula, we have

1
2πi

∫
σ0

Γ (α+ z)Γ (β + z)Γ (−z)
Γ (γ + z)

(−x)zdz (1.62)

=
1

2πi

∫
σ1

Γ (α+ z)Γ (β + z)Γ (−z)
Γ (γ + z)

(−x)zdz.
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For | arg z| ≤ π
2 , we remark that the integrand admits simple poles only at

z = 0, 1, 2, 3, . . .. Hence, the right-hand side of (1.62) can be rewritten by
the residue formula

Resz=nΓ (−z) =
(−1)n+1

n!
, n = 0, 1, 2, · · ·

as follows:
∞∑

n=0

Γ (α+ n)Γ (β + n)
Γ (γ + n)n!

xn =
Γ (α)Γ (β)
Γ (γ)

F (α, β, γ;x). (1.63)

Namely, we obtain

F (α, β, γ;x)

=
Γ (γ)

Γ (α)Γ (β)
1

2π
√−1

∫
σ0

Γ (α+ z)Γ (β + z)Γ (−z)
Γ (γ + z)

(−x)zdz (1.64)

(0 < arg x < 2π, |x| < 1).

This is the Barnes formula. Although, here, we imposed some restrictions
on α, β, γ, by deforming the cycle σ0 appropriately, α, β, γ can be chosen
arbitrarily except for the condition γ �= 0, −1, −2, · · · .

1.5.3 Mellin’s Differential Equation

In the summation (1.58), more generally, choosing ξ ∈ C arbitrarily, one may
consider the bilateral convergent sum

∞∑
n=−∞

Φ(ξ + n)ϕ(ξ + n)
(
=: 〈ϕ〉ξ

)
(1.65)

over the lattice Lξ = {ξ+n;n ∈ Z} ∼= Z passing through ξ. Now, we introduce
the shifting operator T : Tϕ(z) = ϕ(z+1) and define the covariant difference
∇discϕ(z) = ϕ(z)−b(z)ϕ(z+1). As it can be seen easily from (1.65), we have
〈∇discϕ〉ξ = 0. In particular, setting Φ̂ = 〈1〉0, by〈

∇disc((γ + z − 1)z)
〉

0
= 0

and x d
dx〈ϕ(z)〉0 = 〈zϕ(z)〉0, we obtain immediately the differential equation:

0 =
(
γ − 1 + x

d

dx

)
x
d

dx
Φ̂− x

(
α+ x

d

dx

)(
β + x

d

dx

)
Φ̂. (1.66)
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(1.66) defines the same differential equation as (1.16).
At the beginning of the 20th century, Mellin extended equation (1.66) to

the case of several variables based on this idea. In modern language, this is
a holonomic system of linear partial differential equations. For this and its
further developments, see Appendix A.

1.6 Plan from Chapter 2

The integral representation (1.40) of Gauss’ hypergeometric function F (α,
β, γ;x) initiated by Riemann, is one of the most powerful tools to study its
global behavior. In this book, we will generalize (1.40) to the case of several
variables and reveal its topological and analytic properties. In Chapter 2, we
will present some fundamental basis. First, we will recall the relation between
algebraic de Rham complex and topological properties over affine varieties.
Next, we will state some basic facts about (co)homology with coefficients in a
local system (in this book, we call it twisted (co)homology). We will also show
how the structure of the twisted de Rham cohomology, representing analytic
properties of hypergeometric functions, reflects algebraic analytic properties
of them. In Chapter 3, we will give more concrete results on the twisted
de Rham (co)homology arising from arrangements of hyperplanes. We will
present the so-called Gelfand system (denoted by E(n + 1,m+ 1;α) in this
book) over a Grassmannian satisfied by hypergeometric functions together
with a logarithmic Gauss−Manin connection, and clarify relations among
them. In Chapter 4, we will first show the existence theorem due to G.D.
Birkhoff that is a fundamental theorem about difference equations, and will
explain about its generalization to the case of several variables. Next, we will
derive difference equations on the parameter α satisfied by hypergeometric
functions, and through its integral representation, we will see its relation to
topological properties of affine varieties. Finally, we will mention about the
connection problem arising from solutions of a difference equation.

In the appendices, we will present Mellin’s general hypergeometric func-
tions by using the Bernstein−Sato b-function (Appendix A) and present hy-
pergeometric equations associated to the Selberg integral, which was intro-
duced by J. Kaneko (Appendix B). Moreover, we will give the simplest ex-
ample of the monodromy representations of hypergeometric functions treated
in Chapter 3 (Appendix C). Lastly, T. Kohno will explain a recent topic in
other domains such as mathematical physics which is related to hypergeo-
metric functions (Appendix D).



Chapter 2

Representation of Complex Integrals
and Twisted de Rham Cohomologies

In integral representations of Euler type of classical hypergeometric functions
of several variables or of hypergeometric functions which are studied these
days, integrals of the product of powers of polynomials appear. We will es-
tablish a framework to treat such integrals, and after that, we will study
hypergeometric functions of several variables as an application of the the-
ory. Since ordinary theory of integrals of single-valued functions is formalized
under the name of the de Rham theory, by modifying this theory, we will
constuct a theory suitable for our purpose in this chapter. As the key to the
de Rham theory is Stokes theorem, we will start by posing the question how
to formulate Stokes theorem for integrals of multi-valued functions.

2.1 Formulation of the Problem and Intuitive
Explanation of the Twisted de Rham Theory

2.1.1 Concept of Twist

To be as concrete as possible and sufficient for applications below, here and
after, we assume that M is an n-dimensional affine variety obtained as the
complement, in Cn, of zeros Dj := {Pj(u) = 0} of a finite number of polyno-
mials Pj(u) = Pj(u1, · · · , un), 1 ≤ j ≤ m

M := Cn \D, D :=
m⋃

j=1

Dj ,

and consider a multi-valued function on M

U(u) =
m∏

j=1

Pj(u)αj , αj ∈ C \ Z, 1 ≤ j ≤ m.

K. Aomoto et al., Theory of Hypergeometric Functions, Springer Monographs 21
in Mathematics, DOI 10.1007/978-4-431-53938-4 2, c© Springer 2011
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As was seen in § 1.3 of Chapter 1, for a one-dimensional case and m = 3,
P1 = u, P2 = 1 − u, P3 = 1 − ux, α1 = α − 1, α2 = γ − α − 1, α3 = −β,
we obtain an integral representation of Gauss’ hypergeometric function by
integrating U(u). When we treat this U(u), one of the ways to eliminate its
multi-valuedness and bring it to the ordinary analysis is to lift U to a covering
manifold M̃ of M so that it becomes single-valued, and consider on M̃ . For
example, if all the αj ’s are 1

2 , M̃ is the double cover of Cn ramifying at D.
But in general, the relation between M̃ and M is so complicated that it is
not suitable for concrete computations besides theoretical questions. Here, in
place of lifting U to M̃ , we introduce some quantities taking a “twist” arising
from the multi-valuedness into consideration, and analyze it. Here, we use
the following symbols:

Ap
M the sheaf of C∞ differential p-forms on M,

Ap(M) the space of C∞ differential p-forms on M,
Ap

c(M) the space of C∞ differential p-forms with compact support on M,
OM the sheaf of germs of holomorphic functions on M,
Ωp

M the sheaf of holomorphic differential p-forms on M,
Ωp(M) the space of holomorphic differential p-forms on M.

Notice that

ω =
dU

U
=

m∑
j=1

αj
dPj

Pj
(2.1)

is a single-valued holomorphic 1-form on M . To simplify notation, we choose
a smooth triangulation K on M and we explain our idea by using it. Our
aim is to extend Stokes’ theorem for a multi-valued differential form Uϕ,
ϕ ∈ A•(M) determined by the multi-valued function U , and to find a twisted
version of the de Rham theory via this theorem. We refer to [Si] for the basic
notion of analytic functions of several variables.

2.1.2 Intuitive Explanation

Let Δ be one of the p-simplexes of K, ϕ be a smooth p-form on M . To
determine the integral of a “multi-valued” p-form Uϕ on Δ, we have to fix
the branch of U on Δ. So, by the symbol Δ⊗ UΔ, we mean that the pair of
Δ and one of the branches UΔ of U on Δ is fixed. Then, for ϕ ∈ Ap(M), the
integral

∫
Δ⊗UΔ

U · ϕ is, by this rule, defined as
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Δ⊗UΔ

U · ϕ :=
∫

Δ

[the fixed branch UΔ of U on Δ] · ϕ.

Since UΔ can be continued analytically on a sufficiently small neighborhood
of Δ, on this neighborhood, for a single-valued p-form UΔ ·ϕ and a p-simplex
Δ, the ordinary Stokes theorem holds and takes the following form:

For ϕ ∈ Ap−1(M), one has∫
Δ

d(UΔ · ϕ) =
∫

∂Δ

UΔ · ϕ. (2.2)

On the other hand, since we have

d(UΔ · ϕ) = dUΔ ∧ ϕ+ UΔdϕ = UΔ

(
dϕ+

dUΔ

UΔ
∧ ϕ

)
on Δ, and ω = dU

U is a single-valued holomorphic 1-form, by setting

∇ωϕ := dϕ+ ω ∧ ϕ, (2.3)

the above formula can be rewritten as

d(UΔ · ϕ) = UΔ∇ωϕ.

(2.3) can be regarded as the defining equation of the covariant differential
operator ∇ω associated to the connection form ω. Clearly, ∇ω satisfies
∇ω ·∇ω = 0, and in such a case, ∇ω is said to be integrable or to define a
Gauss−Manin connection of rank 1 ([De]). Thus, the left-hand side of (2.2)
is rewritten, by using the symbol Δ⊗ UΔ, as∫

Δ

d(UΔ · ϕ) =
∫

Δ⊗UΔ

U · ∇ωϕ.

We would like to rewrite the right-hand side of (2.2). When the dimension
of Δ is low, we can explain our idea clearly with the aid of a figure, so let us
start from a 1-simplex Δ.

2.1.3 One-Dimensional Case

For an oriented 1-simplex Δ, with starting point p and ending point q, and
a smooth function ϕ on M , (2.2) becomes∫

Δ

d(UΔ · ϕ) = UΔ(q)ϕ(q) − UΔ(p)ϕ(p).
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Fig. 2.1

Here, ∂Δ = 〈q〉 − 〈p〉 and UΔ(q) is the value of the germ of the function Uq,
determined by the branch UΔ at the boundary q of Δ, at the point q.

Hence, the symbol 〈q〉⊗Uq is determined, and in the above sense, we have

UΔ(q)ϕ(q) = the integral of U · ϕ on 〈q〉 ⊗ Uq,

from which we obtain the formula:∫
Δ⊗UΔ

U · ∇ωϕ =
∫
〈q〉⊗Uq−〈p〉⊗Up

U · ϕ.

Since, in the context of a generalized Stokes theorem, the right-hand side
should be the boundary of Δ ⊗ UΔ, we define the “boundary operator” as
follows:

∂ω(Δ⊗ UΔ) := 〈q〉 ⊗ Uq − 〈p〉 ⊗ Up.

Then, (2.2) takes the following form:∫
Δ⊗UΔ

U · ∇ωϕ =
∫

∂ω(Δ⊗UΔ)

U · ϕ.

2.1.4 Two-Dimensional Case

Let Δ be the 2-simplex with vertices 〈1〉, 〈2〉, 〈3〉 with the orientation given
as in Figure 2.2.

For a smooth 1-form ϕ on M , the right-hand side of (2.2) takes the form:∫
∂Δ

UΔ · ϕ =
∫
〈12〉

UΔ · ϕ+
∫
〈23〉

UΔ · ϕ+
∫
〈31〉

UΔ · ϕ.
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Fig. 2.2

Now, let U〈12〉 be the branch on the boundary 〈12〉 of Δ determined by UΔ.
By using the symbol 〈12〉 ⊗ U〈12〉, the above formula can be rewritten as
follows:∫

∂Δ

UΔ · ϕ =
∫
〈12〉⊗U〈12〉

U · ϕ+
∫
〈23〉⊗U〈23〉

U · ϕ+
∫
〈31〉⊗U〈31〉

U · ϕ.

Hence, by defining the “boundary” of Δ⊗ UΔ as

∂ω(Δ⊗ UΔ) := 〈12〉 ⊗ U〈12〉 + 〈23〉 ⊗ U〈23〉 + 〈31〉 ⊗ U〈31〉,

(2.2) can be rewritten as∫ ∫
Δ⊗UΔ

U · ∇ωϕ =
∫

∂(Δ⊗UΔ)

Uϕ.

2.1.5 Higher-Dimensional Generalization

It is now easy to generalize the examples treated in § 2.1.3 and 2.1.4 to
higher-dimensional cases. The boundary operators defined above are the same
as those appearing in algebraic topology when one defines homology with
coefficients in a local system. Hence, we utilize some symbols used in algebraic
topology. Let us explain this below. The differential equation on M

∇ωh = dh+
m∑

j=1

αj
dPj

Pj
h = 0 (2.4)

admits a general solution which can be formally expressed as
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h = c
m∏

j=1

P
−αj

j , c ∈ C (2.5)

and the space generated by the local solutions of (2.4) is of dimension 1.
Cover M by a sufficiently fine locally finite open cover M = ∪Uν and fix
a single-valued non-zero solution hν of (2.4) on each Uν . Since, for μ �= ν,
hμ and hν are solutions of the same differential equation (2.4) on non-empty
Uμ∩Uν , setting

hμ(u) = gμν(u)hν(u), u ∈ Uμ∩Uν , (2.6)

gμν becomes a constant on Uμ∩Uν . As a solution h(u) on Uμ∩Uν is expressed
in two ways as h = ξμhμ = ξνhν , ξμ, ξν ∈ C, we obtain ξμ = g−1

μν ξν by
(2.6). Hence, the set of all local solutions of (2.4) defines a flat line bundle
Lω obtained by gluing the fibers C by the transition functions {g−1

μν }. Denote
the flat line bundle obtained by the transition functions {gμν} by L∨

ω and call
it the dual line bundle of Lω. By (2.6), h−1

μ (u) becomes a local section of L∨
ω .

By (2.4) and (2.5), this L∨
ω can be regarded as the flat line bundle generated

by the set of all local solutions of

∇−ωh = dh−
m∑

j=1

αj
dPj

Pj
h = 0, (2.7)

and U(u) =
∏
P

αj

j is its local section. Below, we use the terminology “local
system of rank 1” in the same sense as “flat line bundle”. Hence, we call
L∨

ω by the dual local system of Lω. Thus, we have seen that the boundary
operators which appeared in § 2.1.3 and 2.1.4 coincide with those of chain
groups C1(K,L∨

ω) and C2(K,L∨
ω) with coefficients in L∨

ω . Below, for higher-
dimensional cases, using M in place of a simplicial complex K, we denote the
chain group by Cq(M,L∨

ω).

2.1.6 Twisted Homology Group

Summarizing what we discussed above, we formulate them as follows:

Cp(M,L∨
ω) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
for a p-simplex Δ of M ,

the complex vector space

with basis Δ⊗ UΔ

⎫⎪⎪⎪⎬⎪⎪⎪⎭
is called the p-dimensional twisted chain group. As a generalization of § 2.1.3
and 2.1.4, we define the boundary operator
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∂ω : Cp(M,L∨
ω) −→ Cp−1(M,L∨

ω)

as follows: for a p-simplex Δ = 〈012 · · ·p〉,

∂ω(Δ⊗ UΔ) :=
P∑

j=0

(−1)j〈01 · · · ĵ · · · p〉 ⊗ U〈01···ĵ···p〉.

Here, ĵ means to remove j and U〈01···ĵ···p〉 is the branch determined by the

branch UΔ at the boundary 〈01 · · · ĵ · · · p〉 of Δ. Similarly to the ordinary
homology theory, one can show the following lemma:

Lemma 2.1. ∂ω ◦ ∂ω = 0.

By this lemma, one can define the quotient vector space

Hp(M,L∨
ω) : ={Ker ∂ω : Cp(M,L∨

ω) → Cp−1(M,L∨
ω)}/∂ωCp+1(M,L∨

ω),

called the p-dimensional twisted homology group, and the element of Ker ∂ω

is called a twisted cycle.
Here, we provide an easy example.

Example 2.1. Suppose that αj /∈ Z and consider the multi-valued function
U(u) = uα1(u− 1)α2 on M = P1 \ {0, 1,∞}. Set ω = dU/U .

Fig. 2.3

The starting points of the circles are fixed as in Figure 2.3, and the orientation
is fixed in the anti-clockwise direction on C. By

∂ωS
1
ε (0) = (c1 − 1)〈ε〉, ∂ωS

1
ε (1) = (c2 − 1)〈1 − ε〉,

∂ω[ε, 1 − ε] = 〈1 − ε〉 − 〈ε〉 (set cj = exp(2π
√−1αj)),

the element

Δ(ω) =
1

c1 − 1
S1

ω(0) + [ε, 1 − ε]− 1
c2 − 1

S1
ε (1)

satisfies ∂ωΔ(ω) = 0, i.e., we have

[Δ(ω)] ∈ H1(M,L∨
ω).
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This twisted cycle is called the regularization of the open interval (0, 1) and
it provides us Hadamard’s finite part ([Had], pp. 133–158) of a divergent
integral. For detail, see § 3.2.

2.1.7 Locally Finite Twisted Homology Group

Since M is not compact, it requires infinitely many simplices for its triangu-
lation. Besides Cp(M,L∨

ω) corresponding to ordinary homology, we consider
an infinite chain group which is locally finite, and set

Clf
p (M,L∨

ω) = {ΣcΔΔ⊗ UΔ|Δ’s are locally finite} .

By Lemma 2.1, (Clf
• (M,L∨

ω), ∂ω) forms a complex, and its homology group is
denoted by H lf

• (M,L∨
ω) and is called a locally finite homology group. For a

p-simplex Δ ofM , a branch UΔ of U on Δ, and ϕ ∈ Ap−1(M), the right-hand
side of (2.2) is rewritten as∫

∂Δ

UΔ · ϕ =
p∑

i=0

(−1)i

∫
〈0···̂i···p〉

UΔ · ϕ

=
p∑

i=0

(−1)i

∫
〈0···̂i···p〉⊗U〈0···î···p〉

U · ϕ

=
∫

∂ω(Δ⊗UΔ)

U · ϕ,

and hence, (2.2) takes the following form:∫
Δ⊗U

U · ∇ωϕ =
∫

∂ω(Δ⊗UΔ)

U · ϕ.

For a general twisted chain, we extend the definition C-linearly and we
obtain the following form of Stokes theorem:

Theorem 2.1 (Stokes theorem).

1. For σ ∈ Cp(M,L∨
ω) and ϕ ∈ Ap−1(M), we have∫

σ

U · ∇ωϕ =
∫

∂ωσ

U · ϕ.

2. For τ ∈ Clf
p (M,L∨

ω) and ϕ ∈ Ap−1
c (M), we have
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τ

U · ∇ωϕ =
∫

∂ωτ

U · ϕ.

Modeled on the de Rham theory, we would like to construct its twisted ver-
sion. Thus, by Theorem 2.1, we should establish relations between the coho-
mology of

(A•(M),∇ω), (A•
c(M),∇ω)

and the twisted homology groups H•(M,L∨
ω), H lf

• (M,L∨
ω). This is the aim

of the following section. See [Stee] for the basic notion of local system.

2.2 Review of the de Rham Theory and the Twisted de
Rham Theory

We will introduce a system of equations E(n+ 1,m+ 1;α) in § 3.4 which is
a direct generalization of the classical hypergeometric differential equations.
All of its linearly independent solutions can be expressed as integrals. In
Chapter 4, we will consider hypergeometric difference equations, and there,
the basic fact is that the cohomology of the complex (A•(M),∇ω) and the
twisted homology H•(M,L∨

ω) are dual to each other, which is summarized in
Lemma 2.9. Although the authors could prove it only by a roundabout way
as is stated below, we have provided a proof of the above-mentioned fact by
using any result that could be applied, since the results of this section will
be essentially used in Chapter 3 and 4. First, we recall the de Rham theory
which corresponds to the case ω = 0, and after that we study the objective
relation by modifying the former argument appropriately.

2.2.1 Preliminary from Homological Algebra

We take the following fact of homological algebra as our starting point.

Lemma 2.2. For a chain complex C• of C-vector spaces, there exists a nat-
ural isomorphism

Hp(HomC(C•,C)) ∼−→ HomC(Hp(C•),C).

Proof. From the chain complex

C• : · · · −→ Cn+1
∂n+1−→ Cn

∂n−→ Cn−1 −→ · · · −→ C1
∂1−→ C0 −→ 0,

we introduce the new complexes Z•, B• as follows:
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Zn = Ker ∂n, n = 1, 2, . . . , Z0 = C0,
the boundary operator is the zero-map;
Bn = Im ∂n, n = 1, 2, . . . , B0 = 0,

the boundary operator is the zero-map.

Then, the inclusion in : Zn −→ Cn and the boundary operator ∂n : Cn −→
Bn gives us the short exact sequence of chain complexes

0 −→ Z•
i�−→ C•

∂�−→ B• −→ 0.

For a C-vector space E, we denote its dual space HomC(E,C) by E∗. Since
E −→ E∗ is a contravariant exact functor,

0 −→ B•∗
∂�−→ C•∗

i�−→ Z•∗ −→ 0

is again a short exact sequence. Passing to an exact cohomology sequence,
we obtain

−→ Hn−1(Z•∗)
δ∗(n−1)−→ Hn(B•∗)

∂∗n−→ Hn(C•∗) −→
i∗n−→ Hn(Z•∗)

δ∗(n)−→ Hn+1(B•∗) −→ · · · ,

where we abbreviate (i�)∗n, (∂
�)�

n by i∗n, ∂
∗
n, respectively. As the boundary

operators of Z•, B• are zero-maps, we have

Hn−1(Z•∗) = Z∗
n−1,

Hn(B•∗) = B∗
n−1, Hn+1(B•∗) = B∗

n,

and δ∗(n) coincides with the transposition

j∗n : Z∗
n −→ B∗

n

of the inclusion map jn : Bn −→ Zn, where we set Bn = Im ∂n+1 ⊂ Zn. As
the objects we consider are vector spaces over C, the subspace Bn of Zn is a
direct summand, and hence j∗n is surjective. From this, we have

Im ∂∗n ∼= Hn(B•∗)/Im δ∗(n−1) = 0

which implies that i∗n is injective. Hence, we obtain

Hn(C∗
• ) � Im i∗n � Ker δ∗(n)

= {ϕ ∈ Z∗
n | j∗n(ϕ) = 0} .

On the other hand, by taking the dual of the short exact sequence of the
vector spaces
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0 −→ Bn −→ Zn −→ Hn(C•) −→ 0,

we again obtain a short exact sequence

0 −→ HomC(Hn(C•),C) −→ Z∗
n

j∗n−→ B∗
n −→ 0.

From this, we obtain

Hn(C•∗) � HomC(Hn(C•),C)

and this is exacly what we were looking for.

Here, taking a singular chain complex of M over C as C•, we obtain the
universal coefficient theorem of cohomology:

Lemma 2.3. There is a natural isomorphism

Hp(M,C) ∼−→ HomC(Hp(M,C),C). (2.8)

Via this isomorphism, the cohomology group Hp(M,C) can be regarded as
the dual of the homology group Hp(M,C). Hence, the value 〈[σ], [ϕ]〉 of a
cohomology class [ϕ] ∈ Hp(M,C) at a homology class [σ] ∈ Hp(M,C) is
determined and the bilinear form

Hp(M,C)×Hp(M,C) −→ C (2.9)

([σ], [ϕ]) −→ 〈[σ], [ϕ]〉

is defined. Lemma 2.3 asserts that this bilinear form is non-degenerate.

2.2.2 Current

Expressing the above bilinear form concretely as the integral
∫

σ ϕ of a C∞

p-form ϕ ∈ Ap(M) over a cycle σ is the key to the de Rham theory. For
this purpose, de Rham introduced a very big space which contains both C∞

differential forms and smooth singular chains, calling its element a current,
and showed that the following bilinear form is non-degenerate:

Hp(M,C) × {ϕ ∈ Ap(M)|dϕ = 0}
dAp−1(M)

−→ C

([σ], ϕ mod dAp−1(M)) −→
∫

σ

ϕ.

Here, let us briefly explain about currents. We remark that, by definition, M
is an open subset of Cn. We introduce the C∞-topology on the set A0

c(M)
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of all C∞ functions on M with compact support as follows. A sequence
ϕm, m = 1, 2, . . . of A0

c(M) is said to converge to 0 in C∞-topology if it satis-
fies the following conditions: there exists a compact subset K ⊂M such that
supp ϕm ⊂ K, m = 1, 2, . . ., and for any multi-index α = (α1, . . . , αn) ∈ Zn

≥0,
∂|α|ϕm

∂u
α1
1 ···∂uαn

n
converges uniformly to 0 on K, where we set |α| =

∑m
i=1 αi.

Since the space Ap
c(M) of C∞ p-forms on M with compact support is

isomorphic to the direct product of
(
n
p

)
-copies of A0

c(M), we introduce the

topology of the product space A0
c(M)(

n
p) on Ap

c(M) and call it the C∞-
topology on Ap

c(M). Now, T is called a p-dimensional (degree (2n−p)) current
if T is a continuous linear form on Ap

c(M) with respect to the C∞-topology.
Then, a C∞ (2n−p)-form α ∈ A2n−p(M) defines a p-dimensional current by

Tα : ϕ ∈ Ap
c(M) −→

∫
M

α ∧ ϕ ∈ C,

and a smooth locally finite p-chain σ ∈ Clf
p (M,C) also defines a p-dimensional

current by

Tσ : ϕ ∈ Ap
c(M) −→

∫
σ

ϕ ∈ C.

We denote the space of degree p ((2n − p)-dimensional) currents on M by
Kp(M). By the above consideration, we see that

Ap(M) ⊂ Kp(M), Clf
p (M,C) ⊂ K2n−p(M). (2.10)

For a p-dimensional current T , we set

dT (ϕ) = (−1)p+1T (dϕ), ϕ ∈ A2n−p−1
c (M).

By Stokes’ theorem, one can easily verify dTα = Tdα for α ∈ Ap(M) and
T∂σ = (−1)p+1dTσ for σ ∈ Clf

p (M,C). Hence, (2.10) defines the inclusions of
complexes:

(A•(M), d) ⊂ (K•(M), d),

(Clf
• (M),±∂) ⊂ (K•(M), d).

The de Rham theory asserts that the above inclusions of complexes induce
the isomorphisms between cohomologies:

Hp(A•(M), d) ∼−→ Hp(K•(M), d), (2.11)

H lf
p (M,C) ∼−→ H2n−p(K•(M), d). (2.12)
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2.2.3 Current with Compact Support

Let D be an open subset of M . A p-dimensional current T is said to be zero
on D if, for any p-form ϕ ∈ Ap

c(M) whose support is included in D, one
always has T (ϕ) = 0. Then, the maximal open subset on which T = 0 can
be defined and its complement is called the support of T . The support of
T is a closed subset of M . We denote the space of degree p currents on M
with compact support by Kp

c (M). By an argument similar to that above, we
obtain the inclusions of complexes:

(A•
c(M), d) ⊂ (K•

c (M), d),

(C•(M,C),±∂) ⊂ (K•
c (M), d).

The de Rham theory asserts that the above inclusions of complexes induce
the isomorphisms between cohomologies:

Hp(A•
c(M), d) ∼−→ Hp(K•

c (M), d), (2.13)

Hp(M,C) ∼−→ H2n−p(K•
c (M), d). (2.14)

2.2.4 Sheaf Cohomology

Let us explain that the isomorphisms (2.11), (2.13) can be understood uni-
formly by using sheaf theory. We denote the sheaf of germs of degree p cur-
rents on M by Kp

M . It is known that the following three complexes of sheaves
are, indeed, exact:

0 −→ C −→ A0
M

d−→ A1
M

d−→ · · · −→ A2n
M −→ 0, (2.15)

0 −→ C −→ K0
M

d−→ K1
M

d−→ · · · −→ K2n
M −→ 0, (2.16)

0 −→ C −→ Ω0
M

d−→ Ω1
M

d−→ · · · −→ Ωn
M −→ 0. (2.17)

Let {ρν(u)} be a C∞ partition of unity of associated to a locally finite open
cover U = {Uν} of M : supp ρν ⊂⊂ Uν , Σρν(u) = 1. For sections ϕ ∈
Γ (Uν ,Ap

M ), T ∈ Γ (Uν ,Kp
M ) over Uν , one has ρν · ϕ ∈ Γ (Uν ,Ap

M ), ρνT ∈
Γ (Uν ,Kp

M ) from which one can show

Hq(M,Ap
M ) = 0, q ≥ 1, (2.18)

Hq(M,Kp
M ) = 0, q ≥ 1. (2.19)
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Moreover, since M is an open subset of Cn, as it is the complement of an
algebraic hypersurface of codimension 1 in Cn, it is a Stein manifold, hence,
one may conclude Hq(M,OM ) = 0, q ≥ 1. (This is a particular case of the
fact called Theorem B for Stein manifolds. For example, see [Gra-Rem].) On

the other hand, Ωp
M � O(n

p)
M implies

Hq(M,Ωp
M ) = 0, q ≥ 1. (2.20)

From these facts, one can derive the following three isomorphisms:

Hp(M,C) � {ϕ ∈ Ωp(M)|dϕ = 0}/dΩp−1(M) (2.21)

∼→ {ϕ ∈ Ap(M)|dϕ = 0}/dAp−1(M)

∼→ {T ∈ Kp(M)|dT = 0}/dKp−1(M).

This can be shown as follows. Since the proofs are all similar, we show the
first isomorphism for p = 2. By (2.17), we obtain short exact sequences of
sheaves

0 −→ C −→ Ω0
M

d−→ dΩ0
M −→ 0,

0 −→ dΩ0
M −→ Ω1

M
d−→ dΩ1

M −→ 0.

Passing to exact cohomology sequences, by (2.20), we obtain the exact se-
quences:

0 −→ H1(M,dΩ0
M ) −→ H2(M,C) −→ 0,

H0(M,Ω1
M ) d−→ H0(M,dΩ1

M ) −→ H1(M,dΩ0
M ) −→ 0.

By H0(M,dΩ1
M ) = {ϕ ∈ Ω2(M)|dϕ = 0}, we obtain

H2(M,C) � H1(M,dΩ0
M )

� {ϕ ∈ Ω2(M)|dϕ = 0}/dΩ1(M).

For the other cases, it is enough to discuss them in exactly the same way as
above.

By (2.21), we have shown the isomorphism (2.11). Now, the isomorphism

Hp(M,C) ∼→ Hp(K•(M), d) ∼← H lf
2n−p(M,C),

obtained by combining the above isomorphism with (2.12), is the Poincaré
duality. We remark that one can derive the isomorphism (2.12) from one of
the above isomorphisms of cohomologies and the Poincaré duality. Instead
of extending näıvely the argument of [deR2] to the twisted de Rham theory,
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although it might be an indirect proof, we show a twisted version of (2.12)
in § 2.2.11 by applying the above remark and some results from algebraic
topology on (co)homology with coefficients in a local system.

2.2.5 The Case of Compact Support

We denote the cohomology of M over C with compact support by Hp
c (M,C).

Since it is known that the cohomology with compact support of sheaves Ap
M

and Kp
M vanish for positive degree (see, e.g., [God] p.159, p.174), from (2.15),

(2.16), one can derive the isomorphisms:

Hp
c (M,C) ∼→ {ϕ ∈ Ap

c(M)|dϕ = 0}/dAp−1
c (M)

∼→ {T ∈ Kp
c (M)|dT = 0}/dKp−1

c (M)

in exactly the same way as in § 2.2.4. The isomorphism, obtained by com-
bining this isomorphism with (2.14),

Hp
c (M,C) ∼→ Hp(K•

c (M), d) ∼← H2n−p(M,C)

is nothing but the Poincaré duality. Here, the same remark as at the end of
§ 2.2.4 also applies.

2.2.6 De Rham’s Theorem

We summarize the above results in the following lemma:

Lemma 2.4. The following isomorphisms exist:

(1) Hp(M,C) �

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Hp(A•(M), d)

↑�
Hp(Ω•(M), d)

⎫⎪⎪⎪⎬⎪⎪⎪⎭
∼→ Hp(K•(M), d) ∼← H lf

2n−p(M,C).

(2) Hp
c (M,C) � Hp(A•

c(M), d) ∼→ Hp(K•
c(M), d) ∼← H2n−p(M,C).

Remark 2.1. Since M is an affine algebraic variety, besides the C∞ de Rham
complex (A•(M), d) and the analytic de Rham complex (Ω•(M), d) which
describe Hp(M,C), one can also consider the algebraic de Rham complex
(Ω•(∗D), d), where Ωp(∗D) is the space of meromorphic p-forms which are
holomorphic onM and which admit poles alongD. Looking at Lemma 2.4 (1),
the reader may wonder whether one can describe Hp(M,C) by (Ω•(∗D), d)
or not. This problem will be discussed in § 2.4. See [B-T] about more details.
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2.2.7 Duality

By using an expression of Hp(M,C) obtained in Lemma 2.4 and (2.9), com-
bining this, smooth singular chains and C∞ p-forms from the viewpoint of a
current, we obtain:

Lemma 2.5. The following bilinear forms are non-degenerate:

(1) Hp(M,C) ×Hp(A•(M), d) −→ C

([σ], [ϕ]) −→
∫

σ

ϕ,

(2) H2n−p(A•
c(M), d) ×Hp(A•(M), d) −→ C

([α], [β]) −→
∫

M

α ∧ β.

These are an outline of the de Rham theory. Next, rewriting these results
step by step, we will look for the corresponding results for the twisted de
Rham theory.

2.2.8 Integration over a Simplex

Denote by Δp = 〈e0 · · · ep〉 the standard p-simplex having vertices ei =

(0, . . . ,
i+1
�
1 , . . . , 0) ∈ Rp+1, 0 ≤ i ≤ p, and by σ a smooth singular p-simplex

on M , i.e., a C∞-map σ : Δp →M . Let Sp(M,Lω) be the set of all functions
associating each singular p-simplex σ on M to an element u(σ) of (Lω)σ(e0).
The coboundary operator δ : Sp(M,Lω) → Sp+1(M,Lω) is defined, for each
singular (p+ 1)-simplex τ , by

(δu)(τ) := γ−1
∗ u(∂0τ) +

p+1∑
i=1

(−1)iu(∂iτ),

where γ∗ is the isomorphism (Lω)τ(e0)
∼→ (Lω)τ(e1) determined by the path

γ obtained by restricting τ to the segment 〈e0e1〉 and ∂iτ is the singular
p-simplex τ |〈e0···êi···ep+1〉. One can show δ2 = 0 by which the singular cochain
complex S•(M,Lω) on M with coefficients in Lω is defined. The cohomology
of this cochain complex is denoted by H•(M,Lω) and is called the singular
cohomology of M with coefficients in Lω. Now, for a C∞ p-form ϕ on M ,
ϕ defines an element I(ϕ) of Sp(M,Lω) via an integral: for each singular
p-simplex σ, we set

I(ϕ)(σ) :=
∫

σ

U · ϕ.
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Indeed, we show that it takes a value in (Lω)σ(e0). With the notation used
in § 2.1.5, we suppose σ(Δp) ⊂ Uμ∩Uν . With the branch h−1

μ on Uμ, this
integral becomes

∫
σ h

−1
ν · ϕ, and with h−1

ν on Uν , it becomes
∫

σ h
−1
ν · ϕ. By

hμ = gμνhν , gμν ∈ C, we have∫
σ

h−1
μ · ϕ = g−1

μν

∫
σ

h−1
ν · ϕ

by which I(ϕ)(σ) can be regarded as an element of (Lω)σ(e0). By Theorem
2.1 and the definition of δ,

I : (A•(M),∇ω) −→ (S•(M,Lω), δ)

becomes a cochain map, hence, passing to their cohomologies, we obtain the
map

I∗ : H•(A•(M),∇ω) −→ H•(M,Lω).

Later in § 2.2.10, this is shown to be an isomorphism.
Let Lω be the rank 1 local system on M defined in § 2.1.5 , and we denote

the singular chain complex on M with coefficients in the dual local system
L∨

ω by S•(M,L∨
ω). Notice that there is a natural isomorphism ([Sp])

S•(M,HomC(L∨
ω ,C)) � HomC(S•(M,L∨

ω),C).

Applying Lemma 2.2 to C• = S•(M,L∨
ω), the above remark implies the uni-

versal coefficient theorem for cohomology with coefficients in a local system:

Lemma 2.6. There is a natural isomorphism:

Hp(M,Lω) � HomC(Hp(M,L∨
ω),C).

Via this isomorphism, the cohomology group Hp(M,Lω) can be regarded as
the dual space of the homology group Hp(M,L∨

ω). Hence, the value 〈[σ], [ϕ]〉
of a cohomology class [ϕ] ∈ Hp(M,Lω) at a homology class [σ] ∈ Hp(M,L∨

ω)
is determined which defines the bilinear form:

Hp(M,L∨
ω)×Hp(M,Lω) −−−−−→ C (2.22)

([σ], [ϕ]) −−−−−→ 〈[σ], [ϕ]〉.

The above lemma says that this bilinear form is non-degenerate.
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2.2.9 Twisted Chain

To adapt what we have discussed in § 2.2.2 to the twisted de Rham theory, we
should formulate how to regard a twisted chain as a current. Given a smooth
triangulation of M , let Δ be a smooth oriented p-simplex. For a branch UΔ

of the multivalued function U on Δ, we symbolized it as Δ ⊗ UΔ. Δ ⊗ UΔ

defines a TΔ⊗UΔ as follows:

(TΔ⊗UΔ , ϕ) :=
∫

Δ⊗UΔ

U · ϕ (ϕ ∈ Ap
c(M)).

For any locally finite twisted p-chain ΣcΔΔ⊗ UΔ, we extend the above def-
inition additively and obtain the inclusion

Clf
p (M,L∨

ω) ⊂ K2n−p(M).

As the support of the current TΔ⊗UΔ is Δ, each element of Cp(M,L∨
ω) defines

a current with compact support, and we obtain the inclusion

Cp(M,L∨
ω) ⊂ K2n−p

c (M).

Next, let us see which operator on the complex of currents corresponds to
the boundary operator ∂ω of the twisted chain complex. For a locally finite
twisted p-chain σ = ΣcΔΔ⊗ UΔ and ϕ ∈ Ap−1

c (M), we have

(T∂ωσ, ϕ) =
∫

∂ωσ

Uϕ = ΣcΔ

∫
∂ω(Δ⊗UΔ)

Uϕ

= ΣcΔ

∫
Δ⊗UΔ

U∇ωϕ

= (Tσ,∇ωϕ)

= (Tσ, dϕ+ ω ∧ ϕ)

= ((−1)p+1dTσ, ϕ) + (Tσ ∧ ω, ϕ)

= (−1)p+1(dTσ − ω ∧ Tσ, ϕ)

= (−1)p+1(∇−ωTσ, ϕ).

Hence, we obtain the following lemma:

Lemma 2.7. T∂ωσ = (−1)p+1∇−ωTσ.
Here, σ is either an element of Cp(M,L∨

ω) or Clf
p (M,L∨

ω).

By this lemma, we obtain the inclusions of complexes:
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(Clf
• (M,L∨

ω),±∂ω) ⊂ (K•(M),∇−ω), (2.23)

(C•(M,L∨
ω),±∂ω) ⊂ (K•

c (M),∇−ω). (2.24)

On the other hand, we clearly have the inclusions of complexes

(Ω•(M),∇ω) ⊂ (A•(M),∇ω) ⊂ (K•(M),∇ω),

(A•
c(M),∇ω) ⊂ (K•

c (M),∇ω).

We would like to compare the cohomology of these complexes. For that, let
us construct a twisted version of § 2.2.4 modeled on the de Rham theory.

2.2.10 Twisted Version of § 2.2.4

First, we remark the following fact. With the notation used in § 2.1.5, for a
holomorphic p-form ϕ on Uμ∩Uν , we have h−1

μ ϕ = g−1
μν · h−1

ν ϕ. This means
that, fixing a branch of U , denoted by U for simplicity, on a sufficiently small
simply connected neighborhood of each point of M , Uϕ is a holomorphic p-
form with values in Lω and we have Uϕ ∈ Ωp

M ⊗C Lω. Since U is not zero on
each point of M , Ωp

M
∼→ Ωp

M ⊗C Lω , ϕ 	→ Uϕ is an isomorphism. Moreover,
by d(Uϕ) = U∇ωϕ, we obtain the commutative diagram:

Ωp
M

∇ω−−−−−−−−−→ Ωp+1
M

�
⏐⏐⏐' �

⏐⏐⏐'
Ωp

M ⊗C Lω
d−−−−−−−−→ Ωp+1

M ⊗C Lω

.

Since the transition functions {g−1
μν } of Lω are constant, we can take the

tensor product of (2.17) and Lω over C and the following sequence becomes
exact:

0 −→ Lω −→ Ω0
M ⊗C Lω

d−→ Ω1
M ⊗C Lω −→ · · · · · · .

Hence, combining this with the above commutative diagram, we obtain the
exact sequence of sheaves:

0 → Lω → Ω0
M

∇ω→ Ω1
M → · · · ∇ω→ Ωn

M → 0. (2.25)

Similarly, we also obtain
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0 → Lω → A0
M

∇ω→ A1
M → · · · ∇ω→ A2n

M → 0, (2.26)

0 → Lω → K0
M

∇ω→ K1
M → · · · ∇ω→ K2n

M → 0. (2.27)

After the above three exact sequences, the rest of arguments work in exactly
the same way as in § 2.2.4 and 2.2.5. (This is an advantage of the sheaf
theory!) Thus, we have the following isomorphisms:

Hp(M,Lω) � {ϕ ∈ Ωp(M)|∇ωϕ = 0}/∇ωΩ
p−1(M) (2.28)

� {ϕ ∈ Ap(M)|∇ωϕ = 0}/∇ωAp−1(M)

� {T ∈ Kp(M)|∇ωϕ = 0}/∇ωKp−1(M),

Hp
c (M,Lω) � {ϕ ∈ Ap

c(M)|∇ωϕ = 0}/∇ωAp−1
c (M) (2.29)

� {T ∈ Kp
c (M)|∇ωϕ = 0}/∇ωKp−1

c (M).

2.2.11 Poincaré Duality

Combining the homomorphisms of cohomologies induced from the inclusions
of complexes (2.23) and (2.24) with the isomorphisms (2.28) and (2.29) (for
(2.23) and (2.24), we replace L∨

ω by Lω), we obtain

(2.30)

H lf
2n−p(M,Lω),�������

∼
P.D.

Hp(M,Lω) �
∼

(2.28) Hp(K•(M),∇ω)
�(2.23)

(2.31)

H2n−p(M,Lω).�������
∼

P.D.

Hp
c (M,Lω) �

∼
(2.29) Hp(K•

c (M),∇ω)
�(2.24)

Here, P.D. denotes the Poincaré duality. Since the composition of maps (2.23)
and (2.28) in (2.30) is just the isomorphism of the Poincaré duality, we obtain
the isomorphism ([Br]):

H lf
2n−p(M,Lω) −→ Hp(K•(M),∇ω). (2.32)
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Similarly, we also have

H2n−p(M,Lω) −→ Hp(K•
c (M),∇ω). (2.33)

Let us summarize these results in the following lemma:

Lemma 2.8. The following isomorphisms exist:

1. Hp(M,Lω) �

⎧⎪⎪⎨⎪⎪⎩
Hp(A•(M),∇ω)

↑�
Hp(Ω•(M),∇ω)

⎫⎪⎪⎬⎪⎪⎭ ∼→Hp(K•(M),∇ω) ∼←H lf
2n−p(M,Lω),

2. Hp
c (M,Lω) � Hp(A•

c(M),∇ω) ∼→ Hp(K•
c (M),∇ω) ∼← H2n−p(M,Lω).

2.2.12 Reformulation

From the non-degenerate bilinear form (2.22), the above isomorphisms and
the viewpoint of twisted chains as currents, we obtain the following lemma:

Lemma 2.9. The following bilinear forms are non-degenerate:

(1) Hp(M,L∨
ω)×Hp(A•(M),∇ω) −−−−−→ C,

([σ], [ϕ]) −−−−−→
∫

σ

U · ϕ.

(2) Hp(A•
c(M),∇ω) ×H lf

p (M,L∨
ω) −−−−−→ C,

([ψ], [τ ]) −−−−−→
∫

τ

U · ψ.

(3) H2n−p(A•
c(M),∇−ω) ×Hp(A•(M),∇ω) −−−−−→ C,

([α], [β]) −−−−−→
∫

M

α ∧ β.

(4) Hp(M,L∨
ω)×H lf

2n−p(M,Lω) −−−−−→ C

([σ], [τ ]) −−−−−→ intersection number [σ] · [τ ].

Remark 2.2. The intersection theory of twisted cycles stated in (4) plays an
important role in the global theory of hypergeometric functions of type (n+1,
m+ 1) explained in Chapter 3.



42 2 Representation of Complex Integrals and Twisted de Rham Cohomologies

2.2.13 Comparison of Cohomologies

Giving a sense of twisted homology groups to the reader, here we state two
facts comparing them with ordinary homology groups. One says that the
alternating sum

∑2n
p=0(−1)p dimHp(M,L∨

ω) always coincides with the Euler
characteristic of M . This fact and the vanishing theorem of twisted cohomol-
ogy stated in § 2.8 are important facts that provide us a way to calculate the
dimension of Hn(M,Lω) which appears in integral representations of hyper-
geometric functions. An explicit formula of χ(M) for a special class of M will
be explained in § 2.2.14.

By Hironaka’s theorem on resolution of singularities, M can be embedded
in a projective variety M in such a way that M \ M =: D is a normal
crossing divisor; we may assume that M \M is normal crossing. Introduce
a Riemannian metric on M and let Tε(D) be the tubular neighborhood of
D formed by the points whose distance with D is less than ε. Then, Mε :=
M \ Tε(D) is compact and we have the formula:

Hp(M,C) = lim
ε→0

Hp(Mε,C).

TriangulatingMε to a finite simplicial complex Kε, as is well-known, one has
the formula:

χ(Kε) =
2n∑

p=0

(−1)p dimCp(Kε,C) (2.34)

for the Euler characteristic χ(Kε) :=
∑2n

p=0(−1)p dimHp(Kε,C). Denoting
the p-simplices of Kε by σp

1 , . . . , σ
p
λp

, by the definition of twisted chain group,
we have

Cp(Kε,L∨
ω) =

λp⊕
i=1

σp
i ⊗ L∨

ω,<σp
i >, (2.35)

where 〈σp
i 〉 is the barycenter of σp

i and L∨
ω,〈σp

i 〉 is the fiber of the local system
L∨

ω at the point 〈σp
i 〉. Since the twisted homology group is the homology

group of the complex

0 −→ C2n(Kε,L∨
ω) ∂ω−→ · · · · · · · · · ∂ω−→ C0(Kε,L∨

ω) −→ 0,

we obtain
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2n∑
p=0

(−1)p dimHp(Kε,L∨
ω)=

2n∑
p=0

(−1)p dimCp(Kε,L∨
ω) (2.36)

=
2n∑

p=0

(−1)pλp

=χ(Kε) (by (2.34)).

By the construction of |Kε| = Mε, we have

Hp(M,L∨
ω) = lim

ε→0
Hp(Kε,L∨

ω).

Hence, by (2.36) and Lemma 2.6, we obtain the formula:

Theorem 2.2.
2n∑

p=0

(−1)p dimHp(M,Lω) = χ(M).

Recall that the twisted homology group Hp(Kε,L∨
ω) is defined, by the homo-

morphisms

Cp+1(Kε,L∨
ω)

∂p+1
ω−→ Cp(Kε,L∨

ω)
∂p

ω−→ Cp−1(Kε,L∨
ω),

as the quotient Ker ∂p
ω/Im ∂p+1

ω . If we calculate the matrix representations
of each ∂p+1

ω , ∂p
ω using (2.35), for a general α = (α1, . . . , αm), we have

rank ∂p ≤ rank ∂p
ω. (2.37)

This is because ∂p corresponds to ∂p
ω when α1 = · · · = αm = 0 in ω =∑m

j=1 αj
dPj

Pj
, but ∂p

ω is represented by a matrix with coefficients given by
polynomials in exp(±2π

√−1αj), 1 ≤ j ≤ m. If r = rank ∂p, then, in the
matrix representation of ∂p, there is an r×r minor which is non-zero. Hence,
around a small neighborhood of α = 0, this minor never vanishes, and the
rank of ∂p

ω is in general at least r for such α. rank ∂p+1 ≤ rank ∂p+1
ω can be

shown similarly. On the other hand, since we have

dim Ker ∂p
ω = dimCp(Kε,L∨

ω) − rank ∂p
ω

≤ λp − rank ∂p = dim Ker ∂p

by (2.37), it follows that

dimHp(Kε,L∨
ω) ≤ dimHp(Kε,C).
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Proposition 2.1. For almost all α = (α1, . . . , αm), we have

dimHp(M,L∨
ω) ≤ dimHp(M,C), 0 ≤ p ≤ 2n.

Remark 2.3. In fact, D. Cohen [Co] showed that the inequality in Proposition
2.1 holds for any α.

2.2.14 Computation of the Euler Characteristic

When the divisor Dj = {Pj = 0} defined by a homogeneous polynomial Pj

of degree lj has a particular form, we explain a formula which gives χ(M)
explicitly. First, we introduce some notions. An (n − s)-dimensional subva-
riety V of Pn is said to be a complete intersection if the homogeneous ideal
I(V ) of C[v0, . . . , vn] defining V is generated by s homogeneous polynomials
f1(v), . . . , fs(v). Now, if each fi(v) is of degree ai, V is represented, by the
hypersurface Fi of degree ai defined by {fi = 0}, 1 ≤ i ≤ s, as V = F1∩···∩Fs.
Then, as an application of the Riemann−Roch theorem, the following fact
can be shown:

Lemma 2.10. Fix a positive integer r and let V n, n = 0, 1, . . . be a complete
intersection subvariety in Pn+r which is represented, by r hypersurfaces Fi of
degree ai, 1 ≤ i ≤ r, as the intersection V = F1∩···∩Fr. Then, one has

∞∑
n=0

χ(V n)zn =
1

(1 − z)2
r∏

i=1

ai

1 + (ai − 1)z
. (2.38)

Proof. Specializing the formula in Theorem 22.1.1 in Appendix 1 of [Hir] to
k = 0 and y = −1, the result follows.

Let H0 be the hyperplane at infinity of Pn, and denote the hypersurface
of Pn, defined by a divisor Dj = {Pj = 0} of Cn, by D̂j. Here, we impose the
following assumption:

Assumption 1. Setting D̂0 = H0, for any 0 ≤ s ≤ m and any j1, . . . , js ∈
{0, . . . ,m}, D̂j1∩···∩D̂js is an (n−s)-dimensional complete intersection subva-
riety of Pn. For simplicity, we set J = {j1, . . . , js} and denote this subvariety
by D̂J :

D̂J = D̂j1∩···∩D̂js ,

we also use the symbol
DJ = Dj1∩···∩Djs .

To compute the Euler characteristic χ(M) of M = Pn \
(
H0

∪⋃m
j=1 D̂j

)
,

let us summarize the additivity of the Euler characteristic in the following
lemma.
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Lemma 2.11. For J ⊂ {1, . . . ,m} we have

χ(DJ ) = χ(D̂j) − χ(H0∩D̂J ), (2.39)

χ

⎛⎝ m⋃
j=1

Dj

⎞⎠ =
m∑

j=1

χ(Dj) −
∑

1≤j1<j2≤m

χ(Dj1∩Dj2) (2.40)

+ · · ·+ (−1)s+1
∑

J⊂{1,...,m}
|J|=s

χ(DJ) + · · ·+ (−1)m+1χ(D1∩···∩Dm).

Proof. (1) First, we show (2.39). As DJ = D̂J \H0∩D̂J and Assumption 1
implies that D̂J and H0∩D̂J are compact varieties, one can choose a tubular
neighborhood Tε(H0∩D̂J) of H0∩D̂J in D̂J (cf. § 2.2.13). By the Poincaré
duality, we have

Hp
c (DJ ,C) � H2n−2s−p(DJ ,C), s = |J |,

and by the definition of the cohomology with compact support, we have
Hp

c (DJ ,C) = limε→0H
p(D̂J , Tε(H0∩D̂J); C). On the other hand, since

H0∩D̂J is a retraction of Tε(H0∩D̂J), the left-hand side of the above for-
mula is equal to Hp(D̂J , H0∩D̂J ; C). Hence, we have

Hp(D̂J , H0∩D̂J ; C) � H2n−2s−p(DJ ,C).

By making p = 0, 1, · · · and taking alternating sums, from the exact coho-
mology sequence associated to the pair (D̂J , H0∩D̂J), we obtain

χ(DJ) =
∞∑

p=0

(−1)p dimHp(D̂J , H0∩D̂J ; C)

= χ(D̂J) − χ(H0∩D̂J).

(2) Second, we show (2.40). First, we prove the case when m = 2. The
Mayer−Vietoris sequence associated to the inclusions as in Figure 2.4

Fig. 2.4
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· · · −→ Hp(D1∩D2) −→ Hp(D1) ⊕Hp(D2) −→ Hp(D1
∪D2) −→ · · ·

(cf. [Sp]) (the coefficient C is omitted) implies χ(D1∩D2)−{χ(D1)+χ(D2)}+
χ(D1

∪D2) = 0. Hence, we have

χ(D1
∪D2) = χ(D1) + χ(D2) − χ(D1∩D2). (2.41)

For m = 3, replacing D2 with D2
∪D3, we have

χ(D1
∪D2

∪D3) = χ(D1) + χ(D2
∪D3) − χ(D1∩(D2

∪D3)).

The second term in the right-hand side of this formula can be calculated
from (2.41). Rewriting the third term as χ((D1∩D2)∪(D1∩D3)), once again
by (2.41), the formula (2.40) for m = 3 can be obtained. For a general m,
one can prove it similarly by induction.

By Assumption 1 and Lemma 2.10, we obtain the formula:(
s∏

σ=1

ljσ

)
+ · · ·+ χ(D̂J)zn−s + · · · = 1

(1 − z)2
s∏

σ=1

ljσ

1 + (ljσ − 1)z
. (2.42)

On the other hand, again Assumption 1 implies that H0∩D̂J is a complete
intersection subvariety of H0 = Pn−1 and H0∩D̂j is a hypersurface of degree
lj in Pn−1. Hence, shifting n to n− 1 in (2.42), we have(

s∏
σ=1

ljσ

)
+ · · ·+ χ(H0∩D̂J)zn−1−s + · · · (2.43)

=
1

(1 − z)2
s∏

σ=1

ljσ

1 + (ljσ − 1)z
.

Subtracting z times both sides of (2.43) from (2.42), and using (2.39), we
obtain the formula:(

s∏
σ=1

ljσ

)
+ · · ·+ χ(DJ )zn−s + · · · = 1

1 − z
s∏

σ=1

ljσ

1 + (ljσ − 1)z
.

Furthermore, multiplying both sides of the above formula by zs, we obtain:

Lemma 2.12.(
s∏

σ=1

ljσ

)
zs + · · ·+ χ(DJ)zn + · · · = 1

1 − z
s∏

σ=1

ljσz

1 + (ljσ − 1)z
.
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To compute χ(M), we remark that, from M = Cn \⋃m
j=1Dj and (2.40), we

have

χ(M) = χ(Cn) − χ
⎛⎝ m⋃

j=1

Dj

⎞⎠
= 1 +

m∑
s=1

∑
|J|=s

(−1)sχ(DJ ).

Combining this formula with Lemma 2.12, we obtain

1 + · · ·+ χ(M)zn + · · · =
∞∑

k=0

zk + · · ·+
m∑

s=1

∑
|J|=s

(−1)sχ(DJ)zn + · · ·

=
1

1 − z +
1

1 − z
m∑

|s|=1

∑
|J|=s

∏
j∈J

−ljz
1 + (lj − 1)z

=
1

1 − z
m∏

j=1

(
1 − ljz

1 + (lj − 1)z

)

= (1 − z)m−1
m∏

j=1

1
1 + (lj − 1)z

.

Let us summarize these results in the following theorem:

Theorem 2.3. Let Dj, 1 ≤ j ≤ m be a divisor determined by a polynomial
of degree lj, and set M = Cn \⋃m

j=1Dj. Under Assumption 1 on Dj, χ(M)
is equal to the coefficient of zn in the expansion of the rational function

(1 − z)m−1
m∏

j=1

1
1 + (lj − 1)z

at z = 0.

For n = 2, it is easy to expand this rational function and to calculate its
coefficient of z2. Let us write the result as a corollary:

Corollary 2.1. Suppose that M = C2 \⋃m
j=1Dj satisfies the same assump-

tion as above. Then, we have
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χ(M) =
1
2
(m− 1)(m− 2) + (m− 1)

m∑
j=1

(lj − 1)

+
∑

1≤i<j≤m

(li − 1)(lj − 1) +
m∑

j=1

(lj − 1)2.

2.3 Construction of Twisted Cycles (1):
One-Dimensional Case

2.3.1 Twisted Cycle Around One Point

Let us construct concretely m − 1 independent twisted cycles associated to
the multi-valued function

U(u) =
m∏

j=1

(u − xj)αj

defined on M = C \ {x1, . . . , xm}, where m points xj , 1 ≤ j ≤ m are on the
real line satisfying the condition x1 < · · · < xm. Setting ω = dU/U , as we
have explained in § 2.1.5, the multi-valued function U defines the rank 1 local
system L∨

ω . As the branch of U(u), we choose the one that is single-valued
on the lower half plane, and satisfies

arg(u − xj) =

⎧⎨⎩ 0 (1 ≤ j ≤ p)
−π (p+ 1 ≤ j ≤ m)

(2.44)

on each intervalΔp := (xp, xp+1), 1 ≤ p ≤ m−1. Below, we construct twisted
cycles with this branch. As for the twisted homology group, the following facts
are known ([Sp]):

(1) H•(M,L∨
ω) is a homotopy invariant.

(2) The Mayer−Vietoris sequence holds as for the ordinary homology
group.

We admit these facts and use them below. First, by (1) , it suffices to calculate
H•(K,L∨

ω) for the one-dimensional simplicial complex K as in Figure 2.5 in
place of M . Here, for simplicity, the restriction of the local system L∨

ω on M
to K is expressed by the same symbol. Second, to apply (2), represent K as
the uinon of two subcomplexes: K = K1

∪K2,

K1 =
m∐

j=1

S1
ε (xj), K2 =

m−1∐
j=1

[xj + ε, xj+1 − ε].
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Fig. 2.5

First, let us compute the twisted homology for each circle S1
ε (xj):

Lemma 2.13. For αj /∈ Z, 1 ≤ j ≤ m, we have

Hq(S1
ε (xj),L∨

ω) = 0, q = 0, 1, · · · .

Proof. Triangulating S1
ε (xj) as in Figure 2.6,

Fig. 2.6

the chain group Cq(S1
ε (xj),L∨

ω) and the boundary operator ∂ω look as follows:

C0(S1
ε (xj),L∨

ω) = C〈0〉 + C〈1〉+ C〈2〉,
C1(S1

ε (xj),L∨
ω) = C〈01〉+ C〈12〉+ C〈20〉,

∂ω〈01〉 = 〈1〉 − 〈0〉, ∂ω〈12〉 = 〈2〉 − 〈0〉, ∂ω〈20〉 = cj〈0〉 − 〈2〉,

where we set cj = exp(2π
√−1αj). In terms of matrices, we have

∂ω

⎛⎝〈01〉
〈12〉
〈20〉

⎞⎠ =

⎛⎝−1 1 0
0 −1 1
cj 0 −1

⎞⎠⎛⎝〈0〉
〈1〉
〈2〉

⎞⎠ ,
and det(∂ω) = cj − 1 is not zero by the assumption αj /∈ Z. Hence, the map

∂ω : C1(S1
ε (xj),L∨

ω) −→ C0(S1
ε (xj),L∨

ω)
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is an isomorphism, and we obtain Hq(S1
ε (xj),L∨

ω) = 0, q = 0, 1, . . ..

2.3.2 Construction of Twisted Cycles

Applying the Mayer−Vietoris sequence to K = K1
∪K2, we obtain the exact

sequence:

0 −→ H1(K1,L∨
ω) ⊕H1(K2,L∨

ω) −→ H1(K,L∨
ω) δ−→ (2.45)

−→ H0(K1∩K2,L∨
ω) −→ H0(K1,L∨

ω) ⊕H0(K2,L∨
ω) −→ H0(K,L∨

ω) −→ 0.

K2 is homotopically equivalent to m−1 points, and K1∩K2 to 2m−2 points.
From this and Lemma 2.13, (2.45) is simplified to the exact sequence:

0 −→ H1(K,L∨
ω) δ−→ H0(K1∩K2,L∨

ω) i∗−→ H0(K2,L∨
ω) −→ (2.46)

‖ � ‖ �
C2m−2 Cm−1

−→ H0(K,L∨
ω) −→ 0.

The above i∗ is induced from the inclusion i : K1∩K2 −→ K2, and we clearly
have

i∗

⎛⎝m−1∑
j=1

aj〈xj + ε〉 + bj〈xj+1 − ε〉
⎞⎠ =

m−1∑
j=1

(aj + bj)〈xj + ε〉, aj, bj ∈ C.

Hence, i∗ is surjective and we obtain

H0(K,L∨
ω) = 0,

Imδ = Keri∗ =
m−1⊕
j=1

C(〈xj + ε〉 − 〈xj+1 − ε〉).

To compute H1(K,L∨
ω), one has to calculate the map δ in (2.46) concretely.

Coming back to the chain group level, we consider the exact sequences of
complexes (below, we omit L∨

ω):



2.3 Construction of Twisted Cycles (1): One-Dimensional Case 51

0 0 0
↓ ↓ ↓

0 −→ C1(K1∩K2)
j∗−→ C1(K1) ⊕ C1(K2)

s−→ C1(K1
∪K2) −→ 0 (exact)⏐⏐'∂ω

⏐⏐'∂ω

⏐⏐'∂ω

0 −→ C0(K1∩K2)
j∗−→ C0(K1) ⊕ C0(K2)

s−→ C0(K1
∪K2) −→ 0 (exact).

↓ ↓ ↓
0 0 0

Here, setting j1 : K1∩K2 −→ K1, j2 : K1∩K2 −→ K2, j∗ is defined by
j∗(c) := j1∗(c) ⊕ (−j2∗(c)) for c ∈ Cq(K1∩K2), and regarding Cq(Ki) ⊂
Cq(K1

∪K2), i = 1, 2, the map s is defined by

s(cq ⊕ c′q) := cq + c′q, (cq ∈ Cq(K1), c′q ∈ Cq(K2)).

Let us recall the definition of δ: for a ∈ C1(K1
∪K2), ∂ωa = 0, denote by

ai ∈ C1(Ki), i = 1, 2 and a = s(a1 ⊕ a2). By the exactness, there exists
b ∈ C0(K1∩K2) such that j∗(b) = ∂ω(a1⊕a2). Recall that δ is the map sending
the homology class of a to the homology class of b. Taking 〈xj +ε〉−〈xj+1−ε〉
from a basis of Ker i∗, a simple calculation shows

j∗(〈xj + ε〉 − 〈xj+1 − ε〉)

= ∂ω

(
1

cj − 1
S1

ε (xj) − 1
cj+1 − 1

S1
ε (xj+1)

)
⊕ ∂ω([xj + ε, xj+1 − ε]),

hence, by setting

Δj(ω)=
1

cj − 1
S1

ε (xj)+[xj + ε, xj+1−ε]− 1
cj+1 − 1

S1
ε (xj+1), (2.47)

we have δ(Δj(ω)) = 〈xj + ε〉 − 〈xj+1 − ε〉.
Thus, we obtain

H1(X,L∨
ω) =

m−1⊕
j=1

C ·Δj(ω).

Let us summarize this in the following lemma:

Lemma 2.14. Under the condition αj /∈ Z, 1 ≤ j ≤ m, we have

H0(M,L∨
ω) = 0,

H1(M,L∨
ω) �

m−1⊕
j=1

C ·Δj(ω),

where Δj(ω) is the twisted cycle defined by (2.47).
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2.3.3 Intersection Number (i)

Since we could construct concretely a basis of the twisted homology H1

(M,L∨
ω), allowing Lemma 3.2, let us explain intuitively the intersection

number between H1(M,L∨
ω) and H lf

1 (M,Lω) described in Lemma 2.9 (4).
If the reader understands the case m = 2, the case m ≥ 3 can be un-
derstood similarly, so we restrict ourselves to this case for simplicity. Let
M = C \ {0, 1} and choose a branch of the multi-valued function U(u) =
uα(u − 1)β, α, β, α + β /∈ Z we have explained in § 2.3.1. Below, we con-
struct the twisted cycles with this branch. By Lemma 2.14, H1(M,L∨

ω) is
one-dimensional and its basis is given by

Δ(ω)=
1

c1 − 1
S1

ε (0)⊗US1
ε(0)+[ε, 1− ε]⊗U[ε,1−ε]− 1

c2 − 1
S1

ε(1)⊗US1
ε(1),

c1 =exp(2π
√−1α), c2 =exp(2π

√−1β).

Here, S1
ε (0) is the circle of center 0 and radius ε with starting point ε, which

turns in the anticlockwise direction, stopping at an infinitely near point before
ε, and US1

ε(0) is the branch obtained by the analytic continuation along S1
ε (0)

(cf. Figure 2.3), and similarly for the rest.
On the other hand, by Lemma 3.2, H lf

1 (M,Lω) is the one-dimensional
vector space with a basis (0, 1) ⊗ U−1

(0,1). Here, U(0,1) is the restriction of
the branch determined above to (0, 1). Now, Δ := γ ⊗ U−1

γ obtained by
deforming the interval (0, 1) as in Figure 2.7 is homologous to (0, 1)⊗ U−1

(0,1)

in H lf
1 (M,Lω).

Fig. 2.7

The geometric intersections of Δ(ω) and Δ are the three points p, 1/2, q
in Figure 2.7, and their signatures are −, −, +. Since the difference of the
branches is canceled by U and U−1, we finally obtain

Δ(ω) ·Δ =
1

c1 − 1
× (−1) + (−1) +

(
− 1
c2 − 1

)
× (+1)

= − c1c2 − 1
(c1 − 1)(c2 − 1)

.
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One can compute the intersection matrix for a general m by a similar
computation, and the result looks as follows: setting Δj := (xj , xj+1) ⊗
U−1

(xj,xj+1) ∈ H lf
1 (M,Lω), 1 ≤ j ≤ m− 1, cj = exp(2π

√−1αj), dj := cj − 1,
djk := cjck − 1, we have

Δj(ω) ·Δk =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

cj/dj , j = k + 1

−dj,j+1/djdj+1, j = k

−1/dk, j + 1 = k

0, otherwise.

Hence, the intersection matrix is given by⎛⎜⎝ Δ1(ω) ·Δ1 · · · Δ1(ω) ·Δm−1

...
...

Δm−1(ω) ·Δ1 · · · Δm−1(ω) ·Δm−1

⎞⎟⎠

= −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

d12
d1d2

−1
d2

0 · · · 0 0
−c2
d2

d23
d2d3

0 0
...
0

0 0 dm−2,m−1
dm−2dm−1

−1
dm−1

0 0 · · · 0 −cm−1
dm−1

dm−1,m

dm−1dm

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Remark 2.4. For an arrangement of hyperplanes in general position and
its degenerated case, generalizing this formula, the intersection matrix of
Hn(M,L∨

ω) ×H lf
n (M,Lω) was calculated concretely in [Kit-Yos1,Kit-Yos2].

The research on the monodromy group Γ (n + 1,m + 1;α) of the hy-
pergeometric differential equations E(n + 1,m + 1;α) stated in § 3.4 is
extremely important for the global study of this system of equations (cf.
[M-S-T-Y1,M-S-T-Y2]), although this topic will not be touched in this book.
The importance of the intersection matrix comes from the fact that this
matrix is an invariant of Γ (n + 1,m + 1;α). In the classical research on
the uniformization, due to É. Picard, initiated from the research on mod-
ular functions, the determination of the intersection matrix by using the
Riemann−Hodge period relation for a complex analytic family of algebraic
varieties was the core of the research (cf. [Ao12], [Kit-Yos1], [Kit-Yos2],
[M-O-Y], [M-S-Y], [Yos4] etc.).
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2.4 Comparison Theorem

2.4.1 Algebraic de Rham Complex

Let D be a divisor of the complex affine n-space Cn with coordinates
(u1, . . . , un) defined by m polynomials Pj(u), 1 ≤ j ≤ m, and consider
a multi-valued function U(u) =

∏m
j=1 Pj(u)αj on the complex manifold

M = Cn \ D. Since we compare two structures on M , as complex mani-
fold and as algebraic variety, in this section, we denote the former by Man

and latter by Malg to make the distinction.
Setting ω = dU/U , the covariant differential operator ∇ω := d + ω∧ with

respect to ω defines the differential equation

∇ωh = 0, h ∈ OMan .

Denoting the sheaf of solutions of it by Lω , this is a rank 1 local system
on Man (cf. § 2.1.5). Regarding M as an affine algebraic variety, besides the
analytic sheaves OMan , Ωp

Man , one can consider the algebraic structure sheaf
OMalg on M generated by rational functions that are locally holomorphic on
M and the sheaf Ωp

Malg of rational p-forms that are locally holomorphic on
M . By Lemma 2.8, the twisted cohomology Hp(Man,Lω) can be computed
by using the analytic twisted de Rham complex (Ω•(Man),∇ω) as follows:

Hp(Man,Lω) � Hp(Ω•(Man),∇ω). (2.48)

For the one-dimensional case, computing the right-hand side of (2.48) by
using the partial fraction decomposition of a rational function, we see
that one can choose logarithmic 1-forms with poles along D as a repre-
sentative of cohomology classes. This indicates that one might be able to
compute Hp(Man,Lω) by using the algebraic twisted de Rham complex
(Ω•(Malg),∇ω). This was treated in the most general form for the ordinary
de Rham theory (when ω = 0) by Grothendieck [Gro], and was extended for
the twisted de Rham theory by Deligne [De].
Advice to the reader In this section, we require the reader to be familiar
with hypercohomology with coefficients in a complex of sheaves, which is a
generalization of sheaf cohomology and spectral sequence. For those who are
not familiar with these topics, the authors hope that he (or she) may admit
Theorem 2.5 and pass to § 2.5 where we give concrete computations. In our
opinion, the world of hypergeometric functions is a domain where one can use
general theories to obtain concrete and explicit results, and it would make
no sense otherwise.
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2.4.2 Čech Cohomology

Here, we follow the reference [A-B-G] which seems to be accessible for those
who work on analysis. There, the above-mentioned result of Grothendieck is
explained and some principal results in algebraic geometry are cleverly sum-
marized (without proof) for this purpose. The reader may properly consult
it. Here, we define hypercohomology with coefficients in a complex of sheaves
by using an open cover of M à la Čech. First, we briefly recall Čech coho-
mology of a sheaf S: Let U = {Ui} be a locally finite open cover of M , and
we denote the set of alternating functions

(i0, . . . , ip) 	−→ ϕi0...ip ∈ Γ (Ui0∩ · · ·∩ Uip ,S)

by Cp(U ,S). Defining δ : Cp(U ,S) −→ Cp+1(U ,S) by

(δϕ)i0···ip+1 =
p+1∑
ν=0

(−1)νϕi0···̂iν ···ip+1
, (2.49)

it follows that δ2 = 0 and (C•(U ,S), δ) becomes a complex which is called a
Čech complex. The pth cohomology of this complex

Hp(C•(U ,S), δ) =
Ker{δ : Cp(U ,S) −→ Cp+1(U ,S)}

δCp−1(U ,S)

is denoted by Hp(U ,S) and is called the Čech cohomology of U with coef-
ficients in S. Moreover, its limit with respect to the refinement of an open
cover is called the pth Čech cohomology of M with coefficients in S, and is
denoted by

Hp(M,S) := lim−→U
Hp(U ,S).

Here, if we have

Hp(Ui0∩···∩Uiq ,S) = 0, p = 1, 2, . . . (2.50)

for any q and all (i0 · · · iq), for this open cover, there is an isomorphism

Hp(U ,S) ∼−→ Hp(M,S), p = 0, 1, . . . ,

and we remark that it is not necessary to take the limit.
When covering and a complex of sheaves are given, one can define coho-

mology group which has a similar property to those of Čech cohomology,
called hypercohomology. Here, we will not state it in general form but will
explain in a way applicable to our cases.
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2.4.3 Hypercohomology

To make the story clear, we consider the twisted de Rham complex (Ω•
M ,∇ω)

formed by the sheaf Ωp
M of analytic p-forms on Man

0 −→ Ω0
M

∇ω−→ Ω1
M −→ · · · ∇ω−→ Ωn

M −→ 0.

Fixing an open cover U = {Ui} of M ,

Cp(U , Ωq
M ), p, q = 0, 1, . . .

becomes a double complex called the twisted Čech−de Rham complex by δ
defined for the Čech complex in (2.49) and by ∇ω , which defines the twisted
de Rham complex:

C•(U , Ω•
M ) =

∣∣∣ ...
...∣∣∣∣∣∣ ,⏐⏐∇ω

,⏐⏐∇ω∣∣∣ C0(U , Ω1
M ) δ−→ C1(U , Ω1

M ) δ−→ · · · · · ·∣∣∣∣∣∣ ,⏐⏐∇ω

,⏐⏐∇ω∣∣∣∣∣ C0(U , Ω0
M ) δ−→ C1(U , Ω0

M ) δ−→ · · · · · ·

δ2 = 0, ∇2
ω = 0, δ · ∇ω −∇ω · δ = 0.

Recollecting this double complex along the anti-diagonal, we set

Kr :=
⊕

p+q=r

Cp(U , Ωq
M ), r = 0, 1, . . . .

On each Cp(U , Ωq
M ), the homomorphism D : Kp+q −→ Kp+q+1 defined by

D = δ + (−1)p∇ω

satisfies D2 = 0, and (K•, D) becomes a complex so that one can define the
cohomology of this complex.

Definition 2.1. The cohomology Hp(K•, D) is called the hypercohomol-
ogy of the open cover U with coefficients in the twisted de Rham complex
(Ω•

M ,∇ω), denoted by Hp(U , (Ω•
M ,∇ω)). In addition, the limit with respect

to the refinement of U
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lim−→U
Hp(U , (Ω•

M ,∇ω))

is denoted by Hp(M, (Ω•
M ,∇ω)) and is called the hypercohomology ofM with

coefficients in (Ω•
M ,∇ω).

For S = Ωq
M , q = 0, 1, . . ., when (2.50) holds, it is known that the limiting

operation is not necessary and one has

Hp(U , (Ω•
M ,∇ω)) � Hp(M, (Ω•

M ,∇ω)).

2.4.4 Spectral Sequence

The relation between the cohomology H•(K•, D) of the complex induced
from the twisted Čech−de Rham complex and the double complex C•(U , Ω•

M )
is not so direct and is related indirectly via a spectral sequence. As the
first approximation, there is a spectral sequence which uses the cohomology
sheaves Hq(ΩM ,∇ω) of the complex of sheaves (Ω•

M ,∇ω) as follows:

′Ep,q
2 = Hp(M,Hq(Ω•

M ,∇ω)) =⇒ Hp+q(M, (Ω•
M ,∇ω)).

On the other hand, as the first approximation, there is a spectral sequence
which uses δ as follows:

′′Ep,q
1 = Hq(M,Ωp

M ) =⇒ Hp+q(M, (Ω•
M ,∇ω)). (2.51)

It is clear that what we have mentioned above extends to any complex of
sheaves (S•, d):

0 −→ S0 d−→ S1 d−→ · · · · · · .
Moreover, if we have S1 = S2 = · · · = 0, then it is clear from the definition
that the hypercohomology coincides with the ordinary cohomology. Here, we
state a fact that can be shown by the functoriality of the spectral sequences.

Lemma 2.15. Let (S•
1 , d1), (S•

2 , d2) be complexes of sheaves, and j : (S•
1 , d1)

−→ (S•
2 , d2) be a morphism of complexes. If j induces an isomorphism of

cohomology sheaves

j∗ : Hp(S•
1 , d1)

∼−→ Hp(S•
2 , d2), p = 0, 1, . . . ,

then j induces an isomorphism of hypercohomologies

j∗ : Hp(M, (S•
1 , d1))

∼−→ Hp(M, (S•
2 , d2)).

Proof. As j induces an isomorphism of the ′E2-term, the rest follows from a
general theory of spectral sequences.
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2.4.5 Algebraic de Rham Cohomology

For an open set U of M = Cn \D, if there exists a polynomial Q(u1, . . . , un)
such that U = M \{Q = 0}, U is called an affine open set, and an open cover
U = {Ui} of M formed by a finite number of affine open subsets Ui is called
an affine open cover of M . For the sheaf Ω•

Malg , as ω =
∑
αj

dPj

Pj
is a rational

1-form that is homolorphic on M , one can consider the complex of sheaves
(Ω•

Malg ,∇ω):

0 −→ Ω0
Malg

∇ω−→ Ω1
Malg −→ · · · ∇ω−→ Ωn

Malg −→ 0.

Contrary to the analytic (Ω•
Man ,∇ω), we remark that the complex Ωp

Malg ,
p ≥ 1 is no more exact. Now, we take an affine open cover of M and consider
the double complex C•(U , Ω•

Malg). Then, each Ui0∩ · · · ∩Uip is an affine open
set and

Γ (Ui0∩ · · · ∩Uip , Ω
q
Malg)

is the space of rational q-forms that are holomorphic on Ui0∩ · · · ∩Uip . Hence,
we call this complex the algebraic twisted Čech−de Rham complex. For this
complex, we can apply the argument of § 2.4.3 and can define the hyper-
cohomology Hp(Malg, (Ω•

Malg ,∇ω)). This is called the algebraic de Rham
cohomology.

2.4.6 Analytic de Rham Cohomology

As was shown in § 2.2.10, the following sequence of sheaves is exact:

0 −→ Lω −→ Ω0
Man

∇ω−→ Ω1
Man −→ · · · ∇ω−→ Ωn

Man −→ 0. (2.52)

Now, considering Lω as a complex of sheaves concentrating only at the 0th
degree

0 −→ Lω −→ 0 −→ 0 −→ · · · · · · ,
(2.52) can be regarded as a homomorphism from this complex to the twisted
de Rham complex (Ω•

Man ,∇ω):

j : {0 → Lω → 0} −→ (Ω•
Man ,∇ω).

Both cohomology sheaves are isomorphic, as (2.52) is exact, and by
Lemma 2.15, it induces an isomorphism of hypercohomologies. Since the hy-
percohomology of the complex of sheaves concentrating only at the 0th degree
{0 → Lω → 0 → · · · } coincides with the ordinary cohomology Hp(M,Lω),
we obtain the isomorphism:



2.4 Comparison Theorem 59

Hp(M,Lω) � Hp(M, (Ω•
Man ,∇ω)). (2.53)

2.4.7 Comparison Theorem

Clearly, Ωp
Malg can be considered as a subsheaf ofΩp

Man of C-modules; passing
to the complexes, we obtain a natural homomorphism:

(Ω•
Malg ,∇ω) −→ (Ω•

Man ,∇ω). (2.54)

The Grothendieck−Deligne comparison theorem asserts that both hyperco-
homologies are isomorphic.

Theorem 2.4 (Grothendieck−Deligne comparison theorem).

Hp(M, (Ω•
Malg ,∇ω)) ∼−→ Hp(M, (Ω•

Man ,∇ω)).

p = 0, 1, . . .

For its proof, see the reference [De] pp. 98–105, cited in § 2.4.1.
Now, we consider the spectral sequence (2.51) associated to hypercoho-

mologies. Take M = Malg. We have

′′Ep,q
2 = Hq

∇ω
(Hp(M,Ω•

M )) =⇒ Hp+q(M, (Ω•
M ,∇ω)). (2.55)

Here, Hq
∇ω

(Hp(M,Ω•
M )) represents the cohomology of the complex

(Hp(M,Ω•
M ), Hp(∇ω)) induced from the cohomological functor Hp. Since

our variety M is an affine variety obtained by removing a finite number of
algebraic hypersurfaces from Cn, we have Hp(M,OM ) = 0, p ≥ 1 and since

Ωq
M is isomorphic to O(n

q)
M , Hp(M,Ω•

M ) = 0, p ≥ 1. (This fact is a special
case of Theorem B for affine varieties. For its proof, see e.g. [Ser].) Hence,
the spectral sequence (2.51) beecomes

′′Ep,q
2 =

⎧⎨⎩0 (p ≥ 1)

Hq
∇ω

(Γ (M,Ω•
M )) (p = 0)

and is degenerated. Thus, by a well-known device from spectral sequences,
we obtain an isomorphism:

Hq
∇ω

(Γ (M,Ω•
M )) ∼−→ Hq(M, (Ω•

M ,∇ω)). (2.56)
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2.4.8 Reformulation

Since ϕ ∈ Γ (Malg, Ωp
Malg) is a rational p-form which is holomorphic on M ,

one can say that this is a rational p-form which admits at most poles only
along the divisor D. In this sense, we simplify the symbol Γ (Malg, Ωp

Malg)
and use the symbol Ωp(∗D), here and after:

Ωp(∗D)
:=the space of rational p-forms which may have at most poles only along D.

With this symbol, by (2.53), the comparison theorem and (2.56), we obtain
the following theorem:
Theorem 2.5. For p = 0, 1, · · · , there is an isomorphism:

Hp(M,Lω) � Hp(Ω•(∗D),∇ω).

In research on integral representations of hypergeometric functions, Theorem
2.5 reduces a reflection on the topological quantityHp(M,Lω) to an algebraic
computation and provides us a theoretical background that allows us to relate
a complicated algebraic computation to an intuitive topological quantity, e.g.,
the Euler characteristic χ(M). With appropriate restrictions on the divisor
D, we will show in § 2.5–2.9 that one can perform this algebraic computation.

Remark 2.5. The computation of Hp(Ω•(∗D),∇ω) is performed by elemen-
tary algebraic computations of rational functions and the partial derivatives.
When the polynomial P (u) defining the divisor D contains parameters de-
pending rationally, by ∇ω = d +

∑m
j=1 αj

dPj

Pj
∧, the final result naturally

and rationally depends on these parameters and the exponents α1, . . . , αm.
The form Uϕ actually belongs to a wider class of multivalued functions, i.e.,
the category of Nilsson class discussed in [An], [Le]. See also [Pha1] for a
topological aspect.

2.5 de Rham-Saito Lemma and Representation
of Logarithmic Differential Forms

2.5.1 Logarithmic Differential Forms

By a comparison theorem, computation of a twisted cohomology is reduced
to that of Hp(Ω•(∗D),∇ω), but if we can find a subcomplex of Ω•(∗D)
stable under ∇ω whose cohomology is isomorphic to Hp(Ω•(∗D),∇ω), we
may further simplify the computation. In this section, we will introduce such
a subcomplex. Here, for the reader’s convenience, we summarize the symbols
used frequently in § 2.5–2.9:
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Ω•(Cn) = the space of p-forms with polynomial coefficients

= {ϕ =
∑

ai1···ip(u)dui1 ∧ · · · ∧ duip |ai1···ip ∈ C[u]},

U(u) =
m∏

j=1

Pj(u)αj ,

D := ∪{Pj = 0}, P = P1 · · ·Pm,

M = Cn \D,

ω = dU/U =
m∑

j=1

αj
dPj

Pj
, ∇ω = d+ ω∧,

Lω : the local system of rank 1 generated by the solutions of ∇ωh = 0,

h ∈ OM ,

Ωp(∗D) : the space of rational p-forms which may have at most poles only

along D,

Ωp(logD) : the space of logarithmic p-forms along D.

Following [Sai2], we introduce a complex of logarithmic differential forms
along D as a subcomplex of Ω•(∗D) stable under ∇ω .

Definition 2.2. A rational p-form ϕ ∈ Ωp(∗D) is called a logarithmic p-form
along D if it satisfies the condition

Pϕ ∈ Ωp(Cn), dP ∧ ϕ ∈ Ωp+1(C). (2.57)

The space of logarithmic p-forms is denoted by Ωp(logD).

We remark that, denoting the irreducible factorization of P by P = Qν1
1 · · ·

Qνs
s , νl ∈ Z>0, the above condition can be rewritten as follows:

Pϕ = α ∈ Ωp(Cn),
dQl

Ql
∧ α ∈ Ωp+1(Cn), 1 ≤ l ≤ s. (2.58)

Now, let us see that Ω•(logD) is stable under ∇ω. By (2.57), we have Pdϕ =
d(Pϕ)− dP ∧ϕ ∈ Ωp+1(Cn) and d(dP ∧ϕ) = −dP ∧ dϕ ∈ Ωp+2(Cn), hence,
dϕ ∈ Ωp+1(logD). Next, we show dPj

Pj
∧ ϕ ∈ Ωp+1(logD). Denoting the

irreducible factorization of each Pj by Pj =
∏
Qμl

l , μl ∈ Z≥0, we have

ψ :=
dPj

Pj
∧ ϕ =

∑
μl
dQl

Ql
∧ ϕ,

hence, by (2.58), we obtain
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β := Pψ =
∑

μl
dQl

Ql
∧ α ∈ Ωp+1(Cn).

For 1 ≤ k ≤ s, we have

γ :=
dQk

Qk
∧ β =

∑
l �=k

μl
dQk

Qk
∧ dQl

Ql
∧ α,

but since Qk and Ql are different irreducible polynomials, {Qk = 0} and
{Ql = 0} intersect only at an algebraic set of codimension at least 2. By
(2.58), γ is a holomorphic (p+2)-form at each point of {Qk = 0} \ {Ql = 0},
and similarly on {Ql = 0} \ {Qk = 0}. Hence, γ is a rational (p + 2)-form
which is holomorphic except for an algebraic set of codimension at least 2.
Since a pole of a rational (p+ 2)-form is necessarily of codimension 1, γ has
no pole in Cn which means γ ∈ Ωp+2(Cn). Thus, we obtain the following
lemma:

Lemma 2.16. Ω•(logD) is stable under d and dPj

Pj
∧, 1 ≤ j ≤ m. Hence, it

is stable under ∇ω, and (Ω•(logD),∇ω) becomes a subcomplex of the twisted
de Rham complex (Ω•(∗D),∇ω).

For later use in § 2.9, here we prove a property of logarithmic differential
forms.

Lemma 2.17. Suppose that in P = P1 · · ·Pm, two different Pi and Pj are
coprime and that αj �= 1, 1 ≤ j ≤ m. Then, a rational p-form ϕ ∈ Ωp(∗D)
is a logarithmic differential form if and only if it satisfies the following con-
ditions:

ϕ ∈ 1
P
Ωp(Cn), ∇ωϕ ∈ 1

P
Ωp+1(Cn). (2.59)

Proof. It follows from Lemma 2.16 that ϕ ∈ Ωp(logD) satisfies (2.59). Let
us show the converse. Setting ϕ = β/P, β ∈ Ωp(Cn), we have

∇ωϕ =
1
P

⎧⎨⎩dβ +
m∑

j=1

(αj − 1)
dPj

Pj
∧ β

⎫⎬⎭ .
By (2.59), it follows that

∑m
j=1(αj − 1)dPj

Pj
∧ β ∈ Ωp+1(Cn), but since Pj ,

1 ≤ j ≤ m are corpime, {Pj = 0}∩
(⋃

l �=j{Pl = 0}
)

is of codimension at least
2. Hence, we see that each term of the sum in the above formula satisfies
(αj − 1)dPj

Pj
∧ β ∈ Ωp+1(Cn) which implies, by the assumption αj �= 1,

dPj

Pj
∧ β ∈ Ωp+1(Cn). Thus, it satisfies the condition (2.58) for logarithmic

differential forms and ϕ ∈ Ωp(logD) follows.



2.5 de Rham−Saito Lemma and Representation of Logarithmic Forms 63

2.5.2 de Rham−Saito Lemma

To compute the twisted rational de Rham cohomology, one has to express
elements of Ωp(logD) with an exterior product of dPj

Pj
, 1 ≤ j ≤ m and

a differential form with polynomial coefficient. For this purpose, one is re-
quired to consider the division of differential forms which is assured by the
de Rham−Saito lemma in the title. It uses commutative algebras for its for-
mulation; for the reader who is not familiar with them, we will define and
explain the notion and state the facts that will be used.

Let A be a commutative Noetherian ring with unit 1 and a its ideal. A
sequence of elements f1, . . . , ft of a is called a regular sequence if f1 is not a
zero-divisor of A and fi is not a zero-divisor of A/(f1, . . . , fi−1) for 2 ≤ i ≤ t.
The maximal length of the regular sequences in a is called the depth of the
ideal a in A and is denoted by depthaA.

Here, for later comprehension, we explain the depth of an ideal a with an
example. The image of the map ν : P1 −→ P3 defined by the homogeneous
coordinates of projective space

[x0 : x1] 	−→ [x3
0 : x2

0x1 : x0x
2
1 : x3

1] = [z0 : z1 : z2 : z3]

is a smooth rational curve C, called twisted cubic. C is the intersection of
three quadratic surfaces in P3:

Q1 : F1(z) := z0z2 − z21 = 0,

Q2 : F2(z) := z0z3 − z1z2 = 0,

Q3 : F3(z) := z1z3 − z22 = 0.

Indeed, the inclusion C ⊂ Q1 ∩ Q2 ∩ Q3 is clear, and conversely, for z ∈
Q1 ∩Q2 ∩Q3, z0 = z3 = 0 cannot happen. If z0 �= 0, we have

ν([z0 : z1]) =
[
z0 : z1 :

z21
z0

:
z31
z20

]
= z,

and similarly for the case z3 �= 0. Hence, we have C = Q1 ∩Q2 ∩Q3. On the
other hand, for example, studying Q1 ∩Q2, we see that

(F1, F2) = (F1, F2, F3) ∩ (z0, z1)

by computation. Here, (F1, F2) is the homogeneous ideal of the polynomial
ring C[z0, z1, z2, z3] generated by F1, F2 and similarly for the other cases.
Q1 ∩Q2 looks as in Figure 2.8.

Hence, C cannot be expressed as the intersection of two quadratic surfaces
Q1 and Q2. Again, by simple computation, we see that

z0F3 = −z2F1 + z1F2 ∈ (F1, F2)
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Fig. 2.8

and F3 becomes a zero-divisor in the quotient ring C[z0, z1, z2, z3]/(F1, F2),
which means the sequence F1, F2, F3 is not a regular sequence of the ideal
(F1, F2, F3). In this way, a regular sequence f1, . . . , ft in a polynomial
ring has an intuitive meaning that the dimensions of each algebraic subset
{f1 = 0}, {f1 = f2 = 0}, · · · decrease by 1. Since we should treat regular se-
quences in a quotient ring of a polynomial ring, we have formulated in a
general manner.

Using this concept, let us explain the de Rham−Saito lemma concerning
the division of differential forms which play an important role later. LetM be
a A-free module of rank n with basis e1, . . . , en, and denote the pth exterior
power of M by ∧pM . Notice that ∧0M = A and ∧−1M = 0. Now, for
ω1, . . . , ωr ∈M , the element ω1 ∧ · · · ∧ ωr is uniquely expressed in the form

ω1 ∧ · · · ∧ ωr =
∑

1≤i1<···<ir≤n

ai1···irei1 ∧ · · · ∧ eir , ai1···ir ∈ A. (2.60)

Let a be the ideal generated by the coefficients ai1···ir , 1 ≤ i1 < · · · < ir ≤ n;
we further use the symbols:

Zp:={ϕ ∈ ∧pM |ω1 ∧ · · · ∧ ωr ∧ ϕ = 0},

Hp:=Zp/
r∑

k=1

ωk ∧ ∧p−1M.

Since we prove the lemma below by induction, for r = 0, we also set a = A,
Zp = 0, and Hp = 0 (p = 0, 1, · · · ). We have:

Lemma 2.18 (de Rham−Saito lemma [deR1], [Sai1]).

1. There exists an integer ν ∈ Z≥0 such that aνHp = 0, 0 ≤ p ≤ n.
2. For 0 ≤ p < depthaA, one has Hp = 0.
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Before going into the proof, we explain localization of a commutative ring A.
For example, if we take A = C[u1, . . . , un], this can be regarded as the ring
of all regular functions (in an algebraic sense) over the n-dimensional affine
space Cn. If we choose a non-constant f ∈ A and consider the affine open
subset Uf := Cn \ {f = 0}, the ring of functions on it becomes

A(f) := {a/fn|a ∈ A, n = 0, 1, · · · }.

If we fix a point u0 = (u(0)
1 , . . . , u

(0)
n ) of Cn, the ring of germs of regular

functions at u0 is expressed as

Am := {a/b|a, b ∈ A, b(u0) �= 0},

where m is the maximal ideal (u1 − u
(0)
1 , . . . , un − u

(0)
n ) of A. Notice that

{b ∈ A|b(u0) �= 0} = A \ m. In this way, on A, the abstraction of the
operation passing to the ring of regular functions on an affine open subset or
at a point u0, is called a localization of A.

Definition 2.3. Let A be a commutative ring with 1, and S be a subset of
A which is closed under the multiplication and which contains 1 but not 0.
(a, s) and (b, t) belonging to A×S are said to be related if there exists u ∈ S
satisfying (at−bs)u = 0. This is an equivalence relation. The equivalence class
of (a, s) is denoted by a/s and the set of all equivalence classes is denoted
by S−1A. Then, as ordinary computation on fractions, one can define the
addition, the subtraction and the multiplication on S−1A and they define a
new commutative ring. In particular, for S = {an|n = 0, 1, . . . , ∀ an �= 0},
we denote S−1A by A(a), and for S = A \m with a maximal ideal m of A,
we denote S−1A by Am.

Proof of Lemma 2.18. (1) Since A is a Notherian ring, the submodule
Zp of a finitely generated free module M is finitely generated over A. Hence,
to show (1), it is sufficient to show that for any ai1···ir ∈ a and ϕ ∈ Zp, there
exists m ∈ Z≥0 such that

(ai1...ir )mϕ ∈
r∑

i=1

ωi
∧ ∧p−1 M.

Consider two cases separately. First, if ai1···ir is nilpotent (i.e., some power
of ai1···ir becomes zero), the assertion is clear. Second, if a := ai1···ir is not
nilpotent, the set of the powers of a {ak|k ∈ Z≥0} does not contain 0 and is
closed under the multiplication, hence, we can consider the localization A(a)

of A and M(a) := M ⊗AA(a) of M . We remark that, since M is a finitely
generated free module, the following isomorphism holds (∧pM) ⊗AA(a) �
∧p(M ⊗AA(a)) � ∧pM(a). We consider the homomorphism induced from a
natural homomorphism u ∈ A −→ [u] ∈ A(a)
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∧pM −−−−−→ (∧pM) ⊗A A(a) � ∧pM(a).

ϕ −−−−−→ [ϕ]

Expanding [ω1] ∧ · · · ∧ [ωr] as in (2.60), the coefficient [ai1···ir ] ∈ A(a) of
ei1 ∧ · · · ∧ eir is invertible in A(a). Writing

ωk =
n∑

i=1

ukiei, uki ∈ A, 1 ≤ k ≤ r,

we remark that the r × r minor of the matrix⎛⎜⎝u11 · · · · · · u1n

...
...

ur1 · · · · · · urn

⎞⎟⎠ ∈Mr,n(A)

obtained by removing the i1th· · · , the irth columns is nothing but ai1···ir . For
simplicity, we consider a12···r. The determinant of the matrix in the relation

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

ω1

...
ωr

er+1

...
en

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

u11 · · · u1r

∣∣ u1,r+1 · · · u1n∣∣
...

...
∣∣∣∣ ...

...∣∣
ur1 · · · urr

∣∣ ur,r+1 · · · urn∣∣ 1

0
∣∣∣∣ . . .∣∣ 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎝e1...
en

⎞⎟⎠ (2.61)

is a12···r, and if we consider this equation in M(a), its determinant [a1···r] is
invertible and (2.61) can be solved. That is, [ω1], . . . , [ωr], er+1, . . . , en form
a basis of M(a). With this base, we express [ϕ] ∈ ∧pM(a) as

[ϕ] =
∑

aJK [ω]J ∧ eK ,

where J = {j1, . . . , js}, 1 ≤ j1 < · · · < js ≤ r, K = {k1, . . . , kt}, r + 1 ≤
k1 < · · · < kt ≤ n, s+ t = p, and

[ω]J = [ωj1 ] ∧ · · · ∧ [ωjs ], eK = ek1 ∧ · · · ∧ ekt .

The condition [ω1] ∧ · · · ∧ [ωr] ∧ [ϕ] = 0 is equivalent to the fact that the
above expression of [ϕ] does not contain the term corresponding to |K| = p.
This can be further expressed as
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[ϕ] =
r∑

k=1

[ωk] ∧ α′
k, α′

k ∈ ∧p−1M(a),

where α′
k also have an expression α′

k = αk/a
m, αk ∈ ∧p−1M , m ∈ Z≥0.

Hence, in ∧pM(a), we have[
amϕ−

r∑
k=1

ωk ∧ αk

]
= 0.

By the definition of the localization A(a), there exists m′ ∈ Z≥0 such that, in
∧pM , we have

am′
{
amϕ−

r∑
k=1

ωk ∧ αk

}
= 0.

This is what we should show.

(2) We show the lemma by a double induction on r and p.
(i) For r = 0, as we have defined Hp = 0 for any p, the assertion is trivial.
(ii) For p = 0, as p = 0 < depthaA, there exists an element u ∈ a which is

not a zero-divisor of A. Now, ϕ ∈ Z0 implies ϕ ∈ A and ϕ∧ω1 ∧· · ·∧ωr = 0,
hence by the definition of a, we have ϕu = 0. Since u is not a zero-divisor of
A, we have ϕ = 0, i.e., Z0 = 0. Hence, we obtain H0 = 0.

(iii) For r > 0 and 0 < p < depthaA, we assume that the assertion
holds for (r − 1, p) and (r, p − 1), and we show the assertion for (r, p). By
depthaA > 0, A possesses an element a ∈ a which is not a zero-divisor. From
the proof of (1), first, we can take m ∈ Z≥0 such that amHp = 0, but since
am is not a zero-divisor of A and belongs to a, we may assume that m = 1:
we remark (∧pM) ⊗ A(A/aA) � ∧p(M ⊗ A(A/aA)) as aHp = 0 and M is a
finitely generated free module. We also remark that the kernel of a natural
surjection

∧pM −−−−−→ (∧pM)⊗A (A/aA)

ω −−−−−→ ω

is a ∧p M . For ϕ ∈ Zp, by aHp = 0, we have an expression

aϕ =
r∑

k=1

ωk ∧ αk, αk ∈ ∧p−1M, 1 ≤ k ≤ r, (2.62)

and from the above remark, we have

r∑
k=1

ωk ∧ αk = 0.
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From this, we obtain

ω1 ∧ · · · ∧ ωr ∧ αk = (−1)r−kω1 ∧ · · · ∧ ω̂k ∧ · · · ∧ ωr ∧ (
∑

ωk ∧ αk)

= 0.

Expanding ω1 ∧ · · · ∧ ωr as in (2.60), the ideal of A/aA generated by their
coefficients is a/aA, and by the definition of regular sequence, we have

deptha/aA(A/aA) = depthaA− 1 > p− 1 ≥ 0.

Hence, by the induction hypothesis for (r, p− 1), αk can be expressed as

αk =
r∑

l=1

ωl ∧ βkl, βkl ∈ ∧p−2M, 1 ≤ k ≤ r.

Further, from the above remark, we also have

αk −
r∑

l=1

ωl ∧ βkl = aγk, γk ∈ ∧p−2M.

By this formula, (2.62) becomes

a
(
ϕ−

r∑
k=1

ωk ∧ γk

)
=
∑
k �=l

ωk ∧ ωl ∧ βkl.

Each term of the right-hand side contains different ωk and ωl which means

a
(
ϕ−

r∑
k=1

ωk ∧ γk

)
∧ ω2 ∧ · · · ∧ ωr = 0,

and since a is not a zero-divisor of A, this further implies(
ϕ−

r∑
k=1

ωk ∧ γk

)
∧ ω2 ∧ · · · ∧ ωr = 0.

For the ideal a′ generated by the coefficients of the expansion of ω2∧· · ·∧ωr, it
follows from a simple computation that a ⊂ a′ from which, by the definition of
depth, we obtain p < depthaA ≤ deptha′A. Hence, with the case of (r−1, p),
we obtain an expression

ϕ−
r∑

k=1

ωk ∧ γk =
r∑

k=2

ωk ∧ γ′k, γ′k ∈ ∧p−1M,

and this is what we are looking for.
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2.5.3 Representation of Logarithmic Differential
Forms (i)

Let us rephrase the above lemma in a suitable form for us. We consider
non-constant homogeneous polynomials P j(u), 1 ≤ j ≤ m with vari-
ables u1, . . . , un. To avoid the complexity of symbols, let (dP j1 ∧ · · · ∧
dP jr , P j1 , · · · , P jr ) be the ideal of C[u1, . . . , un] generated by all r×r-minors

∂(P j1 , . . . , P jr )
∂(ui1 , . . . , uir)

, 1 ≤ i1< · · ·<ir ≤ n

of the Jacobi matrix ⎛⎜⎜⎝
∂P j1
∂u1

· · · · · · ∂P j1
∂un

...
...

∂P jr

∂u1
· · · · · · ∂P jr

∂un

⎞⎟⎟⎠
and P j1 , . . ., P jr . This symbol takes the expansion of the exterior product
dP j1∧· · ·∧dP jr with respect to the basis dui1∧· · ·∧duir , 1 ≤ i1 < · · · < ir ≤ n

dP j1 ∧ · · · ∧ dP jr =
∑ ∂(P j1 , . . . , P jr )

∂(ui1 , . . . , uir)
dui1 ∧ · · · ∧ duir

into account and is practical as it simplifies formulas.
Here, we explain some notation and terminologies that will be used later.

The set of all prime ideals of a commutative ring A is denoted by Spec(A).
Starting from a prime ideal p = p0, the maximal length k of the sequences
p0 � p1 � · · · � pk of prime ideals in A is called the height of p and is denoted
by height p. For any ideal I of A, we set

height I = inf{height p|p ⊃ I}.

We remark that, for a ring of polynomials, this corresponds to the codimen-
sion codimV (I) of the algebraic set V (I) defined by I.

Assumption 2. (1) For any 1 ≤ r ≤ min{m,n−1} and 1 ≤ j1 < · · · < jr ≤
m, the algebraic subset defined by the ideal {dP j1∧· · ·∧dP jr , P j1 , · · · , P jr}
consists of finitely many points of Cn. That is, in the language of commu-
tative algebras, one has

height(dP j1 ∧ · · · ∧ dP jr , P j1 , · · · , P jr ) ≥ n. (2.63)

(2) For any 1 ≤ s ≤ min{m,n} and 1 ≤ j1 < · · · < js ≤ m, P j1 , . . . , P js

forms a regular sequence.

Remark 2.6. In this book, one of the most important cases satisfying Assump-
tion 2 is an arrangement of m hyperplanes in Cn such that the arrangement
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of m+ 1 hyperplanes in Pn obtained by adding the hyperplane at infinity is
in general position (cf. § 2.9.1 for its precise definition).

We reformulate Lemma 2.18 to the following form so that we can use the
division of differential forms. This plays an essential role in representing log-
arithmic differential forms. We owe the proof given here to T. Yamazaki.

Lemma 2.19. Under Assumption 2, for ψ ∈ Ωp(Cn) such that r+p ≤ n−1,
if the condition

dP j1 ∧ · · · ∧ dP jr ∧ ψ ≡ 0 (mod P j1 , · · · , P jr )

is satisfied, then we have

ψ ≡ 0 (mod dP j1 , . . . , dP jr , P j1 , . . . , P jr ).

Proof. We use the symbols:

B := C[u1, . . . , un], I := (dP j1 ∧ · · · ∧ dP jr , P j1 , . . . , P jr ),

A := B/(P j1 , . . . , P jr ), a := I/(P j1 , . . . , P jr ),

π : B −→ A (a natural homomorphism).

As a is an ideal of A and I = π−1(a), we have B/I � A/a. Applying Lemma
2.18 to our A, a, and dP j1 , . . . , dP jr here, we see that it is sufficient to show
this lemma for either a = A or depthaA = n − r. Let us consider two cases
separately. First, if I = B, then we have a = A and Lemma 2.18 (1) implies
Hp = 0, 0 ≤ p ≤ n. Second, if I �= B, by Assumption 2 (1), we have
height I = n. Here, we recall the known fact:

depthaA = inf{depthAm|m ∈ V (a)}, (2.64)

where V (a) is the set {m ∈ Spec(A)|a ⊂ m} of all prime ideals ofA containing
a, Am is the localization of A at the prime idealm, and depthAm is the depth
of the maximal ideal mAm of the local ring Am (cf. [Matsu], p.105, for its
proof). Since height I = n, we have dimA/a = dimB/I = 0 which implies
that the prime ideal a ⊂ m of A is a maximal ideal. n := π−1(m) is a maximal
ideal of B, and for its localization Bn, there is an isomorphism

Am � Bn/(P j1 , . . . , P jr )Bn. (2.65)

By Assumption 2 (2), since the sequence P j1 , . . . , P jr is regular in the ring B,
it is also regular in the localization Bn. But since Bn is the regular local ring
of germs of regular functions at the point of Cn corresponding to the maximal
ideal n, we have depthBn = dimBn = n. Hence, Am is a Cohen−Macaulay
local ring, i.e., it is a local ring satisfying

depthAm = dimAm.
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Moreover, the formula depthAm = depthBn−r is known (cf. [Matsu], p.107).
Hence, we obtain

depthAm = dimBn − r,
= n− r

and this together with (2.64) imply depthaA = n− r.
With these preparations, we prove the following proposition which gives a
concrete expression of logarithmic differential forms.

Proposition 2.2 (Representation of logarithmic differential forms).
Suppose that m homogeneous polynomials P j(u) ∈ C[u1, . . . , un] satisfy As-
sumption 2. If ψ ∈ Ωp(Cn) for 0 ≤ p ≤ n− 2 satisfies the condition

dP j ∧ ψ ≡ 0 (mod P j), 1 ≤ j ≤ m, (2.66)

ψ can be expressed in the form:

ψ = P 1 · · ·Pm

{
ψ0 +

m∑
j=1

dP j

P j

∧ ψj + · · · (2.67)

· · · +
∑

1≤j1<···<jp≤m

dP j1

P j1

∧ · · · ∧ dP jp

P jp

ψj1···jp

}
,

ψj1···jν ∈ Ωp−ν(Cn), 1 ≤ j1 < · · · < jν ≤ m, 0 ≤ ν ≤ p.

Proof. Let us show this by induction on m. For m = 1, by the condition
(2.66), Lemma 2.19 implies that for ψ ∈ Ωp(Cn) with p ≤ n− 2, we have

ψ ≡ 0 (mod dP 1, P 1).

Hence, there exist ψ0 ∈ Ωp(Cn) and ψ1 ∈ Ωp−1(Cn) such that

ψ = P 1ψ0 + dP 1 ∧ ψ1 = P 1

{
ψ0 +

dP 1

P 1

∧ ψ1

}
,

which is what we should prove. Suppose that this proposition is proved for
m polynomials, and we assume that ψ ∈ Ωp(Cn) with 0 ≤ p ≤ n− 2 satisfies
dP j ∧ ψ ≡ 0 (mod P j), 1 ≤ j ≤ m + 1. By induction hypothesis, ψ can be
expressed in the form (2.67). Let N ∈ Z≥0 be the maximal integer satisfying
ψj1···jN �= 0. By induction on N , we show that ψ can be expressed in the
form similar to (2.67) for m + 1 P 1, . . . , Pm+1. For N = 0, we have ψ =
P 1 · · ·Pmψ0. On the other hand, since we have dPm+1∧ψ ≡ 0 ( mod Pm+1),
it follows that

P 1 · · ·PmdPm+1 ∧ ψ0 ≡ 0 (modPm+1).
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As n ≥ 2, by Assumption 2 (2), {P j , Pm+1} for 1 ≤ j ≤ m form regular
sequences, we obtain dPm+1 ∧ ψ0 ≡ 0 (mod Pm+1). Applying Lemma 2.19
to this formula, we have ψ0 ≡ 0 (mod dPm+1, Pm+1) which implies that ψ0

can be expressed as

ψ0 = Pm+1α+ dPm+1 ∧ β, α ∈ Ωp(Cn), β ∈ Ωp−1(Cn).

Hence, ψ can be expressed as

ψ = P 1 · · ·Pm+1

{
α+

dPm+1

Pm+1

∧ β
}
,

and the proposition for N = 0 is proved. Next, suppose that the proposition
is proved for N − 1, and let us prove it for N . First, we remark that, by the
choice of N , we have ψj1···jν = 0 for ν ≥ N + 1. For simplicity, if we consider
the case with the index (12 · · ·N), by (2.67), we have

ψ − PN+1 · · ·PmdP 1 ∧ · · · ∧ dPN ∧ ψ1···N ≡ 0 (2.68)

(mod P 1, · · · , PN ).

As N ≤ p ≤ n− 2, Assumption 2 (2) implies that, for any N + 1 ≤ j ≤ m,
{P 1, . . . , PN , P j , Pm+1} forms a regular sequence. On the other hand, as we
have dPm+1 ∧ ψ ≡ 0 (mod Pm+1) by assumption, this together with (2.68)
implies

dP 1 ∧ · · · ∧ dPN ∧ dPm+1 ∧ ψ1···N ≡ 0 (mod P 1, · · · , PN , Pm+1).

By ψ1···N ∈ Ωp−N (Cn) and N ≤ p ≤ n− 2, we obtain from Lemma 2.19

ψ1···N ≡ 0 (mod dP 1, . . . , dPN , dPm+1, P 1, . . . , PN , Pm+1),

and ψ1···N can be expressed in the form:

ψ1···N =
N∑

j=1

P jα1···N ; j + Pm+1α1···N ; m+1

+
N∑

j=1

dP j ∧ β1···N ; j + dPm+1 ∧ β1···N ; m+1,

α1···N ; j ∈ Ωp−N (Cn), β1···N ; j ∈ Ωp−N−1(Cn).

Similarly, we have
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ψj1···jN =
N∑

k=1

P jk
αj1···jN ; jk

+ Pm+1αj1···jN ; m+1 (2.69)

+
N∑

k=1

dP jk
∧ βj1···jN ; jk

+ dPm+1 ∧ βj1···jN ; m+1,

αj1···jN ; jk
∈ Ωp−N (Cn), βj1···jN ; jk

∈ Ωp−N−1(Cn).

Replacing (2.67) with (2.69), we obtain

ψ = P 1 · · ·Pm

{N−1∑
ν=0

∑
1≤j1<···<jν≤m

dP j1

P j1

∧ · · · ∧ dP jν

P jν

∧ ψj1...jν

}
(2.70)

+ P 1 · · ·Pm

{ ∑
1≤j1<···<jν≤m

dP j1

P j1

∧ · · · ∧ dP jN

P jN

∧
( N∑

k=1

P jk
αj1···jN ; jk

+ Pm+1αj1···jN ; m+1

)}

+ P 1 · · ·Pm

{ ∑
1≤j1<···<jN≤m

dP j1

P j1

∧ · · · ∧ dP jN

P jN

∧
( N∑

k=1

dP jk
∧ βj1···jN ; jk

+ dPm+1 ∧ βj1···jN ; m+1

)}
.

Notice that in the right-hand side of the above formula, the last { } becomes

∑
1≤j1<···<jN≤m

dP j1

P j1

∧ · · · ∧ dP jN

P jN

∧ dPm+1 ∧ βj1···jN ; m+1.

Now, in the right-hand side of the above formula, picking up the terms con-
taining Pm+1, we set

η :=ψ − P 1 · · ·Pm+1

{ ∑
1≤j1<···<jN≤m

dP j1

P j1

∧ · · · (2.71)

∧dP jN

P jN

∧ αj1···jN ; m+1

+
∑

1≤j1<···<jN≤m

dP j1

P j1

∧ · · · ∧ dP jN

P jN

∧ dPm+1

Pm+1

∧ βj1···jN ; m+1

}
.
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Comparing this with (2.70), we see that η is expressed in the form:

η = P 1 · · ·Pm

{N−1∑
ν=0

∑
1≤j1<···<jν≤m

dP j1

P j1

∧ · · · ∧ dP jν

P jν

∧ ηj1···jν

}
, (2.72)

ηj1···jν ∈ Ωp−ν(Cn).

From the conditions dP j ∧ ψ ≡ 0 (mod P j), 1 ≤ j ≤ m + 1 and (2.71), one
can easily check dP j ∧ η ≡ 0 (mod P j), 1 ≤ j ≤ m + 1, and from the form
of (2.72), one can apply induction to η, hence, η can be expressed as

η = P 1 · · ·Pm+1

{
η̃0 +

m+1∑
j=1

dP j

P j

∧ η̃j + · · ·

· · · +
∑

1≤j1<···<jp≤m+1

dP j1

P j1

∧ · · · ∧ dP jp

P jp

∧ η̃j1···jp

}
.

Rewriting (2.71) with this formula, we see that η is expressed in the form we
are looking for and the induction is terminated.

Remark 2.7. For ϕ ∈ Ωp(logD) with 0 ≤ p ≤ n − 2, by definition, one
can express as ϕ = ψ/P , ψ ∈ Ωp(Cn), and ψ for 1 ≤ j ≤ m satisfies
dP j

P j
∧ ψ ∈ Ωp+1(Cn). Hence, ψ satisfies the assumption of Proposition 2.2.

Under Assumption 2 on the divisor D, ϕ is expressed in the form of the
parenthesis of the right-hand side of (2.67). In the discussion given below,
the reader should notice that it is essential to express elements of Ωp(logD)
in this concrete form.

2.6 Vanishing of Twisted Cohomology
for Homogeneous Case

2.6.1 Basic Operators

For m homogeneous polynomials P j(u), 1 ≤ j ≤ m in n variables u =
(u1, . . . , un), we use the same notation as in § 2.5: let D = ∪{P j = 0} be the
divisor defined by P = P 1 · · ·Pm, and set U(u) =

∏m
j=1 P j(u)αj , ω = dU/U ,

∇ω = d+ω∧. To compute the cohomologies of the twisted de Rham complex
(Ω•(∗D),∇ω) and its subcomplex (Ω•(logD),∇ω), we first recall some basic
operators acting on Ω•(∗D).

A linear map θ of vector spaces on Ω•(∗D) such that there exists an even
integer r satisfying θ(Ωp(∗D)) ⊂ Ωp+r(∗D), 0 ≤ p ≤ n, and
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θ(α ∧ β) = θ(α) ∧ β + α ∧ θ(β), α, β ∈ Ω•(∗D)

is called a derivation of degree r. A linear map δ such that there exists an
odd integer r satisfying δ(Ωp(∗D)) ⊂ Ωp+r(∗D), 0 ≤ p ≤ n, and

δ(α ∧ β) = δα ∧ β + (−1)pα ∧ δβ, α ∈ Ωp(∗D), β ∈ Ω•(∗D)

is called an anti-derivation of degree r. For example, the exterior derivative d
is an anti-derivation of degree 1. We remark that since Ω•(∗D) is generated
by Ω0(∗D) and du1, . . . , dun, a derivation θ and an anti-derivation δ are
uniquely determined by their values on Ω0(∗D) and du1, . . . , dun. Now, let
v =

∑n
i=1 ui

∂
∂ui

be the Euler vector field. We introduce a derivation and an
anti-derivation determined uniquely by the two conditions:

1. The Lie derivative Lv with respect to the Euler vector field v: Lv is a
derivation of degree 0 defined for a rational function f ∈ Ω0(∗D) by
Lv(f) = v(f) and for dui by Lv(dui) = dui, 1 ≤ i ≤ n.

2. The interior product iv with respect to the Euler vector field v: iv is an
anti-derivation of degree −1 defined for f ∈ Ω0(∗D) by iv(f) = 0 and for
dui by iv(dui) = ui, 1 ≤ i ≤ n.

As we see below, Ω•(∗D) and Ω•(logD) are stable under the action of iv and
Lv. First, since ϕ ∈ Ωp(∗D) is the sum of elements of the form

α := a(u)dui1 ∧ · · · ∧ duip/P
ν1

1 · · ·P νm

m , a ∈ C[u], νj ∈ Z≥0,

it suffices to show iv(α), Lv(α) ∈ Ω•(∗D). By a simple computation, we have

iv(α) =
a(u)

P
ν1

1 · · ·P νm

m

p∑
k=1

(−1)k−1uik
dui1 ∧ · · · ∧ d̂uik

∧ · · · ∧ duip

which implies iv(α) ∈ Ωp−1(∗D). Similarly, notice that Lv(a/P
ν1

1 · · ·Pμm

m ) =
a polynomial/(P

ν1

1 · · ·P νm

m )2. We have

Lv(α) = Lv

(
a

P
ν1

1 · · ·P νm

m

)
dui1 ∧ · · · ∧ duip

+
a

P
ν1

1 · · ·P νm

m

p∑
k=1

dui1 ∧ · · · ∧ duik
∧ · · · ∧ duip ,

which implies Lv(α) ∈ Ωp(∗D). Next, let us show that Ω•(logD) is stable
under iv and Lv. For ϕ ∈ Ωp(logD), we have Pϕ = α ∈ Ωp(Cn) and dP

P
∧

α ∈ Ωp+1(Cn). Notice that since P is a homogeneous polynomial, the Euler
identity implies iv(dP ) = v(P ) = (degP )P . Hence, we have
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Piv(ϕ) = iv(α) ∈ Ωp−1(Cn),

Ωp(Cn) # iv
(
dP

P
∧ α

)
= (degP )α− dP

P
∧ iv(α).

From the second formula, we see that dP
P

∧ iv(α) ∈ Ωp(Cn), hence, the first
formula together with (2.57) implies iv(ϕ) ∈ Ωp−1(logD). Finally, let us show
Lv(ϕ) ∈ Ωp(logD). Notice that Lv(P ) = (degP )P , Lv(dP ) = (degP )dP .
Applying Lv to the both sides of (2.57), we obtain

(degP )Pϕ+ PLv(ϕ) ∈ Ωp(Cn),

(degP )dP ∧ ϕ+ dP ∧ Lv(ϕ) ∈ Ωp+1(Cn).

By Pϕ, dP ∧ ϕ ∈ Ω•(Cn), this implies PLv(ϕ) ∈ Ωp(Cn), dP ∧ Lv(ϕ) ∈
Ωp+1(Cn), which means Lv(ϕ) ∈ Ωp(logD).

2.6.2 Homotopy Formula

For two operators A, B acting on Ω•(∗D), we define their commutator [A,B]
by [A,B] = AB − BA. Then, by the fact that the degree of a derivation is
even and that of an anti-derivation is odd, simple calculations show:

(1) If δ1, δ2 are anti-derivatives, then δ1δ2 + δ2δ1 is a derivative.
(2) If θ1, θ2 are derivatives, then so is [θ1, θ2].
(3) If θ is a derivative and δ is an anti-derivative, then [θ, δ] is an anti-

derivative.

From (1)–(3) and the fact that a derivation and an anti-derivation are deter-
mined by their actions on Ω0(∗D) and du1, . . . , dun, the following relations
can be easily checked:

[Lv, d] = 0, [Lv, iv] = 0, [Lv, ω∧] = 0, [Lv,∇ω] = 0. (2.73)

In fact, the first two formulas of (2.73) follow from the remark mentioned
above, the third formula follows immediately from Lv(dP j/P j) = 0, and this
together with the first formula implies the last one. Moreover, the following
homotopy formula is known:

d ◦ iv + iv ◦ d = Lv.

This can be shown as follows: Since d and iv are anti-derivations of degree
1 and −1 respectively, the (1) above implies that the left-hand side of this
formula is a derivation of degree 0. Since the action of the both sides on
Ω0(∗D) and dui coincide by simple calculation, we conclude the equality.



2.6 Vanishing of Twisted Cohomology for Homogeneous Case 77

Let us deform this homotopy formula in a way suitable for our purpose.
Set lj = degP j , 1 ≤ j ≤ m. By simple computation, we have

iv(ω) =
m∑

j=1

ljαj ,

which together with the above homotopy formula imply the homotopy for-
mula of ∇ω:

∇ω ◦ iv + iv ◦ ∇ω = Lv +
m∑

j=1

ljαj , (2.74)

where

ω =
m∑

j=1

αj
dP j

P j

, degP j = lj.

2.6.3 Eigenspace Decomposition

The plan of the remaining part of this section is as follows. With all these
preparations, we first decompose Ω•(∗D) to the direct sum of the μ-th ho-
mogeneous components Ω•(∗D)μ, μ ∈ Z, and show that each component
Ω•(∗D)μ is stable by ∇ω and (Ω•(∗D)μ,∇ω) becomes a subcomplex of the
twisted de Rham complex. Next, by this fact, we reduce the vanishing of
H•(Ω•(∗D),∇ω) to the vanishing of this subcomplex. Finally, we derive the
vanishing of the cohomology of the subcomplex (Ω•(∗D)μ,∇ω) with the aid
of the homotpy formula (2.74).

First, we should define a p-form ϕ ∈ Ωp(∗D) to be homogeneous of degree
μ. When g(u) is a homogeneous polynomial of degree μ, by the Euler formula,
we have Lv(g) = μg. From this and Lv(dui) = dui, we have

Lv(g(u)dui1 ∧ · · · ∧ duip) = (μ+ p)g(u)dui1 ∧ · · · ∧ duip

by simple computations. Hence, if ψ ∈ Ωp(Cn) satisfies Lv(ψ) = μψ, we say
that ψ is homogeneous of degree μ. When ψ has the form

ψ =
∑

1≤i1<···<ip≤n

ψi1···ip(u)dui1 ∧ · · · ∧ duip ,

ψ is homogeneous of degree μ if and only if each coefficient ψi1···ip(u) is homo-
geneous of degree (μ− p). When an inhomogeneous ψ ∈ Ωp(Cn) is expressed
as the sum of homogeneous forms of degree at most μ, if the coefficient of
the highest degree μ is not zero, ψ is said to be of degree μ. Notice that
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since the polynomial P = P 1 · · ·Pm is homogeneous of degree l =
∑m

j=1 lj ,
we have Lv(1/P ) = −l/P . For a rational p-form ϕ ∈ Ωp(∗D) there exists
k ∈ Z>0 such that ϕ = β/P

k
, β ∈ Ωp(Cn). If we define ψ to be homogeneous

of degree μ when β is homogeneous of degree μ + kl, this does not depend
on the expression β/P

k
, and by the above remark it can be characterized by

Lv(ϕ) = μϕ. That is, a homogeneous rational p-form ϕ ∈ Ωp(∗D) of degree
μ is an element of the eigenspace of the action of the linear operator Lv on
Ωp(∗D) with eigenvalue μ. Setting

Ωp(∗D)μ := {ϕ ∈ Ωp(∗D)|Lvϕ = μϕ},

Ωp(∗D) decomposes into the direct sum of the eigenspaces of Lv, and we
have

Ωp(∗D) =
⊕
μ∈Z

Ωp(∗D)μ.

On the other hand, as was shown in § 2.6.1, Ωp(logD) is stable under the
action of Lv, hence it admits a similar decomposition to the direct sum:
setting

Ωp(logD)μ := Ωp(logD)∩Ωp(∗D)μ,

we have
Ωp(logD) =

⊕
μ∈Z

Ωp(logD)μ.

2.6.4 Vanishing Theorem (i)

By the above decomposition, fundamental commutation relations (2.73) and
the homotopy formula (2.74) for ∇ω , we can formally derive the vanishing
of the cohomology. First, Lv and ∇ω commute by (2.73), ∇ω acts on each
Ω•(∗D)μ and Ω•(logD)μ, and we have the decompositions as complexes:

(Ω•(∗D),∇ω) =
⊕
μ∈Z

(Ω•(∗D)μ,∇ω),

(Ω•(logD),∇ω) =
⊕
μ∈Z

(Ω•(logD)μ,∇ω).

Hence, passing to their cohomology, we obtain the decompositions:

Hp(Ω•(∗D),∇ω) =
⊕
μ∈Z

Hp(Ω•(∗D)μ,∇ω),

Hp(Ω•(logD),∇ω) =
⊕
μ∈Z

Hp(Ω•(logD)μ,∇ω).
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Thus, to show the vanishing of the cohomologies, it suffices to show the
vanishing of each homogeneous component of the cohomologies. Suppose that
ϕ ∈ Ωp(∗D)μ satisfies ∇ωϕ = 0. By the homotopy formula (2.74) for ∇ω, we
have

∇ω · iv(ϕ) =
(
μ+

m∑
j=1

ljαj

)
ϕ,

and since Lv and iv commute by (2.73), we obtain iv(ϕ) ∈ Ωp−1(∗D)μ.
Hence, if μ +

∑m
j=1 ljαj �= 0, it follows that ϕ = ∇ω(iv(ϕ)/(μ +

∑
ljαj))

which implies Hp(Ω•(∗D)μ,∇ω) = 0. A similar argument also applies to
Ω•(logD)μ. Notice that we also have

Ω•(logD)μ = 0 (μ < −l).

Summarizing these, we obtain the following theorem:

Theorem 2.6. (1) If
∑m

j=1 ljαj /∈ Z, for any p, we have Hp(Ω•(∗D)μ,

∇ω) = 0, in particular, Hp(Ω•(∗D),∇ω) = 0.
(2) If

∑m
j=1 ljαj �= l, l−1, l−2, · · · , for any p, we have Hp(Ω•(logD)μ,∇ω) =

0, in particular, Hp(Ω(logD),∇ω) = 0. Here, we set l =
∑m

j=1 lj =
degP .

2.7 Filtration of Logarithmic Complex

For the imhomogeneous case, we introduce a filtration by degree on the log-
arithmic complex, and compare the cohomology of the associated graded
complex with that of the cohomology of logarithmic complex for the homo-
geneous case. To study this difference, Proposition 2.2 proved in § 2.5, which
gives a representation of logarithmic differential forms, will be essentially
used.

2.7.1 Filtration

Denote the highest homogeneous component of non-constant m polynomials
Pj(u), 1 ≤ j ≤ m by P j(u) and its degree by lj, respectively. In this section,
for Pj we use the symbols defined in § 2.5.1, and for P j we use those defined in
§ 2.6.1, without notice. Let us define a filtration on Ωp(logD). By definition,
ϕ ∈ Ωp(logD) can be expressed uniquely as ϕ = α/P , α ∈ Ωp(Cn). As the
degree of P is l =

∑m
j=1 lj , we formally define the degree of 1/P by −l, and

when the degree of α (cf. § 2.6.3) is μ + l, we say that ϕ is of degree μ and
denote it by degϕ = μ. Now, we define:
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Definition 2.4. Let FμΩ
p(logD) be the space of logarithmic p-forms, which

may have poles along D, of degree at most μ:

FμΩ
p(logD) := {ϕ ∈ Ωp(logD) | degϕ ≤ μ}.

The sequence FμΩ
p(logD), μ ≥ −l + p of subspaces of Ωp(logD) is called

an increasing filtration.

Now, let us show that this filtration is compatible with the covariant differ-
ential operator ∇ω, i.e.,

∇ωFμΩ
p(logD) ⊂ FμΩ

p+1(logD). (2.75)

For ϕ ∈ FμΩ
p(logD), by definition, we have ϕ = α/P , α ∈ Ωp(Cn), degα ≤

μ+ l, and dP
P ∧ α := β ∈ Ωp+1(Cn). Since dϕ = (dα − β)/P and the degree

of dα − β ∈ Ωp+1(Cn) is at most μ + l, we have dϕ ∈ FμΩ
p+1(logD). In

the formula ω ∧ ϕ ∈ Ωp+1(logD), since the degree of ω =
∑
αj

dPj

Pj
is 0, we

see that the degree of ω ∧ ϕ is at most μ. Hence, ∇ωϕ ∈ FμΩ
p+1(logD) is

proved.
By (2.75), (FμΩ(logD),∇ω), μ ≥ −l (Ω(logD),∇ω) is an increas-

ing sequence of subcomplexes, and defines a filtration on the complex
(Ω•(logD),∇ω). The associated graded complex with respect to this filtra-
tion is the complex (GrFμΩ

•(logD), GrFμ (∇ω)), μ ≥ −l defined by

GrFμΩ
•(logD) := FμΩ

•(logD)/Fμ−1Ω
•(logD)

with the differential GrFμ (∇ω) naturally induced from ∇ω.

2.7.2 Comparison with Homogeneous Case

Now, to compare (GrFμΩ
•(logD), GrFμ (∇ω)) defined above with (Ω•(logD)μ,

∇ω) defined in § 2.6.3, let us define a natural homomorphism

σp
μ : GrFμΩ

p(logD) −−−−−→ Ωp(logD)μ

as follows: by definition, ϕ ∈ FμΩ
p(logD) is expressed as ϕ = α/P , α ∈

Ωp(Cn) and degα ≤ μ + l. Let α be the homogeneous component of α of
degree μ + l, and set ϕ = α/P . First, let us show that ϕ ∈ Ωp(logD)μ.
Since ϕ is a logarithmic differential form, we have dP

P ∧ α = β ∈ Ωp+1(Cn)
and degP = l, degα ≤ μ + l imply deg β ≤ μ + l. Taking the homogeneous
components of both sides dP ∧α = Pβ of degree μ+2l, we have dP ∧α = P β,
where β is the homogeneous component of β of degree μ + l, which implies
ϕ ∈ Ωp(logD). On the other hand, since ϕ is 0 or homogeneous of degree μ
by construction, we obtain ϕ ∈ Ωp(logD)μ.



2.7 Filtration of Logarithmic Complex 81

Now, associating ϕ ∈ FμΩ
p(logD) to ϕ ∈ Ωp(logD)μ, it clearly becomes

a homomorphism. Since the kernel of this map is Fμ−1Ω
p(logD), it induces

the map σp
μ we are looking for, which is, in addition, injective. Next, let us

show that it defines a homomorphism of complexes

σ•μ : (GrFμΩ
•(logD), GrFμ (∇ω)) −−−−−→ (Ω•(logD)μ,∇ω)

by collecting σp
μ, 0 ≤ p ≤ n. Here, for ϕ ∈ FμΩ

p(logD), we set

[ϕ] := ϕ mod Fμ−1Ω
p(logD), ϕ := σp

μ([ϕ]).

Then, we have

(∇ω ◦ σp
μ

)
([ϕ]) = dϕ+

∑
αj
dP j

P j

∧ ϕ

= (dϕ+
∑

αj
dPj

Pj
∧ ϕ)

=
(
σp+1

μ ◦GrFμ (∇ω)
)
([ϕ]),

which implies that σ•μ is a homomorphism of complexes.

2.7.3 Isomorphism

As a homomorphism σp
μ is injective, setting

Np(logD)μ := Ωp(logD)μ/Imσp
μ,

we obtain the short exact sequence of complexes:

0 −→ GrFμΩ
•(logD)

σ•μ−→ Ω•(logD)μ −→ N•(logD)μ −→ 0. (2.76)

Then, we have the following important lemma.

Lemma 2.20. If the highest homogeneous components P j of m polynomials
Pj, 1 ≤ j ≤ m of degree lj satisfy Assumption 2, then σp

μ is an isomorphism
for p �= n− 1. Hence, we have Np(logD)μ = 0.

Proof. It suffices to show that σp
μ is surjective for p �= n − 1. Suppose that

0 ≤ p ≤ n−2. By Assumption 2, P j ’s are relatively prime to each other, and
by (2.58), ϕ ∈ Ωp(logD)μ is expressed as follows:
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ϕ = α/P , α ∈ Ωp(Cn), α is homogeneous of degree μ+ l,

dP j

P j

∧ α ∈ Ωp+1(Cn), 1 ≤ j ≤ m.

Hence, α satisfies the condition of Proposition 2.2 and is expressed as follows:

α = P 1 · · ·Pm

{
α0 +

m∑
j=1

dP j

P j

∧ αj + · · ·

+
∑

1≤j1<···<jp≤m

dP j1

P j1

∧ · · · ∧ dP jp

P jp

αj1···jp

}
,

αj1···jν ∈ Ωp−ν(Cn) : homogeneous of degree μ.

Setting

ϕ : = α0 +
m∑

j=1

dPj

Pj
∧ αj + · · ·

+
∑

1≤j1<···<jp≤m

dPj1

Pj1

∧ · · · ∧ dPjp

Pjp

αj1···jp ,

by the definition of σp
μ, we have σp

μ([ϕ]) = ϕ. For p = n, by the definition of
logarithmic differential form, we have Ωn(logD) = 1

PΩ
n(Cn), Ωn(logD) =

1
P
Ωn(Cn). This together with the definition of the filtration Fμ implies the

surjectivity of σn
μ .

2.8 Vanishing Theorem of the Twisted Rational de
Rham Cohomology

In this section, we assume that for the highest homogeneous components
P j of m polynomials Pj , Assumption 2 is always satisfied. Here, under this
condition, we show the vanishing theorem of the twisted rational de Rham
cohomology, i.e., that they are 0 except for Hn(Ω•(∗D),∇ω). By this fact,
Theorem 2.2 and Theorem 2.5, we obtain

dimHn(Ω(∗D),∇ω) = (−1)nχ(M)

which is extremely important for applications. For some concrete cases, it of-
ten happens that the dimension of the left-hand side can be computed rather
easily by the right-hand side (cf. § 2.2.14). The proof proceeds according to
[Kit-No]. See also [Cho].
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2.8.1 Vanishing of Logarithmic de Rham Cohomology

We use the symbols defined in the previous sections. When
∑m

j=1 ljαj �=
l, l − 1, · · · , Theorem 2.6 (2) implies that Hp(Ω•(logD),∇ω) = 0 for any
p. Applying this result to the exact cohomology sequence associated to the
short exact sequence of complexes (2.76), we obtain an isomorphism

Hp−1(N•(logD)μ) ∼−→ Hp(GrFμΩ
•(logD), GrFμ (∇ω)). (2.77)

By Lemma 2.20, we see that Np(logD)μ is 0 for p �= n− 1 which implies

Hp(GrFμΩ
•(logD), GrFμ (∇ω)) = 0 (p �= n). (2.78)

From this, we obtain the following result.

Theorem 2.7. Suppose that the highest homogeneous components P j of m
polynomials Pj, 1 ≤ j ≤ m satisfy Assumption 2 and

∑m
j=1 ljαj �= l, l−1, · · · .

Then, we have
Hp(Ω•(logD),∇ω) = 0 (p �= n).

Proof. Let p �= n and take ϕ ∈ Ωp(logD) satisfying ∇ωϕ = 0. Let the degree
of ϕ be μ and denote the element of GrFμΩ

p(logD) corresponding to ϕ by
[ϕ]. We have GrFμ (∇ω)([ϕ]) = 0. By (2.78), we can choose ψμ ∈ Ωp−1(logD),
degψμ ≤ μ in such a way that

ϕμ−1 := ϕ−∇ωψμ ∈ Fμ−1Ω
p(logD)

holds. Since we have ∇ωϕμ−1 = ∇ωϕ − ∇2
ωψμ = 0, we can apply the same

argument to ϕμ−1. Repeating this, by noting that Fp−l−1Ω
p(logD) = 0,

we can choose ψν ∈ FνΩ
p(logD), p − l ≤ ν ≤ μ in such a way that ϕ =∑μ

ν=p−l ∇ωψν holds. This is what we should show.

2.8.2 Vanishing of Algebraic de Rham Cohomology

To show that the twisted rational de Rham cohomology Hp(Ω•(∗D),∇ω)
vanishes for p �= n, we state the following facts:

(1) Ω•(∗D) =
∞⋃

k=1

P−kΩ•(logD),

(2) (P−kΩ•(logD),∇ω) is a subcomplex of (Ω•(∗D),∇ω).

Since (1) is evident, let us show (2). For ϕ = ψ/P k, ψ ∈ Ωp(logD), both dψ
and dPj

Pj
∧ψ belong to Ωp+1(logD) by Lemma 2.16. On the other hand, since

we have
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∇ωϕ = P−k

⎡⎣dψ +
m∑

j=1

(αj − k)dPj

Pj
∧ ψ

⎤⎦ (2.79)

by simple computation, with the fact mentioned above, we obtain ∇ωϕ ∈
P−kΩp+1(logD). Hence, (P−kΩ•(logD),∇ω) becomes a complex.

Now, we consider an isomorphism

εpk : Ωp(logD)
∼−−−−−→ P−kΩp(logD).

ψ −−−−−→ ψ/P k

Denote the covariant differential operator with respect to the connection form

ω(k) =
m∑

j=1

(αj − k)dPj

Pj

by ∇ω(k); (2.79) implies ∇ω ◦ εpk = εp+1
k ◦∇ω(k). Hence, ε•k defines an isomor-

phism of complexes

ε•k : (Ω•(logD),∇ω(k))
∼−−−−−→ (P−kΩ•(logD),∇ω),

passing to the cohomologies, we obtain an isomorphism

Hp(Ω•(logD),∇ω(k)) � Hp(P−kΩ•(logD),∇ω). (2.80)

Applying Theorem 2.7 to the left-hand side of the above formula, under the
assumption

∑m
j=1 lj(αj−k) �= l, l−1, · · · , the left-hand side of (2.80) becomes

0 for p �= n. Hence, under the assumption
∑m

j=1 ljαj /∈ Z, we have shown

Hp(P−kΩ•(logD),∇ω) = 0, k ∈ Z>0

for p �= n. Since we have Ω•(∗D) =
⋃∞

k=1 P
−kΩ•(logD), we obtain

Hp(Ω•(∗D),∇ω) = 0 for p �= n. Summarizing these, we obtain:

Theorem 2.8 (Vanishing theorem of twisted rational de Rham co-
homology). Suppose that the highest homogeneous components P j of poly-
nomials Pj, 1 ≤ j ≤ m satisfy Assumption 2 and

∑m
j=1 ljαj /∈ Z. Then, we

have
Hp(Ω•(∗D),∇ω) = 0 (p �= n).

In particular, we have

Hp(M,Lω) = 0 (p �= n).

Remark 2.8. By (2.56), Theorem 2.8 signifies the fact that the algebraic de
Rham cohomology Hp(M, (Ω•

Malg ,∇ω)) vanishes for p �= n.
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By Theorem 2.2, we obtain the following corollary.

Corollary 2.2. dimHn(Ω•(∗D),∇ω) = (−1)nχ(M).

When M = Cn \ ∪Dj satisfies Assumption 1 and 2, one can compute
dimHn(Ω•(∗D),∇ω) explicitly by Theorem 2.3 and Corollary 2.2. This is
summarized in the following corollary:

Corollary 2.3. If M = Cn \ ∪Dj satisfies Assumption 1 and 2, then the
formula holds:

dimHn(Ω•(∗D),∇ω)

=(−1)n

⎧⎨⎩the coefficient of zn in (1 − z)m−1
m∏

j=1

1
1 + (lj − 1)z

⎫⎬⎭ .
Remark 2.9. The assumption of Corollary 2.3 is satisfied for an arrangement
of hyperplanes in Pn in general position defined in § 2.9.1. In this case, each
lj becomes 1, hence we have

dimHn(Ω•(∗D),∇ω) =
(
m− 1
n

)
.

This apparently coincides with the results obtained in § 2.9 by direct algebraic
computation (cf. Theorem 2.11).

2.8.3 Two-Dimensional Case

When M is of dimension 2, the vanishing theorem of cohomology holds under
a weaker assumption than Assumption 2. Below, we explain this. Assuming∑m

j=1 ljαj /∈ Z , by Theorem 2.6 (2) and the exact cohomology sequence
associated to (2.76), we obtain

H0(GrFμΩ
•(logD), GrFμ (∇ω)) = 0,

H1(GrFμΩ
•(logD), GrFμ (∇ω)) � H0(N•(logD)μ). (2.81)

Here, we assume that the irreducible components of P = P 1 · · ·Pm are mul-
tiplicity free. It turns out that the same holds for P = P1 · · ·Pm. Then,
we can conclude Ω0(logD) = Ω0(logD) = C[u1, u2]. In fact, by definition,
f ∈ Ω0(logD) can be expressed as

f = a/P, a ∈ C[u1, u2],

and we also have
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dP

P
a = g1du1 + g2du2, g1, g2 ∈ C[u1, u2]. (2.82)

Notice that, by the assumption on P , P and ∂P
∂ui

are coprime. (2.82) implies
∂P
∂ui
a = Pgi, i = 1, 2, but, by the above remark, P divides a and hence

f ∈ C[u1, u2].
By this fact and the definition of the filtration on Ω0(logD), we have

FμΩ
0(logD) = {polynomials of degree at most μ},

and similarly,

Ω0(logD)μ = {homogeneous polynomials of degree μ}.

Combining these and returning to the the definition of σ0
μ, we see that

σ0
μ : GrFμΩ

0(logD) −→ Ω0(logD)μ becomes an isomorphism which implies
N0(logD)μ = 0. Hence, by (2.81), we have shown H1(GrFμΩ

•(logD), GrFμ
(∇ω)) = 0. Thus, we have

Hp(GrFμΩ
•(logD), GrFμ (∇ω))=0, p=0, 1.

For the rest of arguments, repeating those of § 2.8.1 and 2.8.2, we conclude
Hp(Ω•(∗D),∇ω) = 0, p = 0, 1. Summarizing these, we obtain the following
theorem:

Theorem 2.9. Let P j be the highest homogeneous components of polynomi-
als Pj, 1 ≤ j ≤ m in two variables. If the irreducible components of the
product P 1 · · ·Pm are multiplicity free and

∑m
j=1 ljαj /∈ Z, we have

Hp(Ω•(∗D),∇ω) = 0 (p �= 2).

By Corollary 2.1, 2.2 and Theorem 2.9, we obtain the following corollary:

Corollary 2.4. If M = C2\⋃m
j=1Dj satisfies Assumption 1 and the assump-

tion of Theorem 2.9, then we have the following formula:

dimH2(Ω•(∗D),∇ω) =
1
2
(m− 1)(m− 2) + (m− 1)

m∑
j=1

(lj − 1)

+
∑

1≤i<j≤m

(li − 1)(lj − 1) +
m∑

j=1

(lj − 1)2.

2.8.4 Example

In the proofs of Theorem 2.8 and 2.9, we showed Np(logD)μ = 0 for p �= n−1
under Assumption 2, but since it suffices to show Hp(N•(logD)μ) = 0, p �=



2.8 Vanishing Theorem of the Twisted Rational de Rham Cohomology 87

n− 1 by (2.77), we may say that this assumption was too strong. Below, we
explain an important example where the twisted cohomology vanishes even
if it does not satisfy the assumption of Theorem 2.9. We owe this example to
J. Kaneko. The Appell hypergeometric function F4, discussed in § 3.1.8, will
be shown in § 3.3.7 to have the integral representation up to a constant:∫ ∫

Δ2(ω)

uα1
1 u

α2
2 (1 − u1 − u2)α3(u1u2 − x1u1 − x2u2)α4du1 ∧ du2. (2.83)

Take for P1, P2, P3, P4 as u1, u2, 1−u1−u2, u1u2−x1u1−x2u2 respectively, we
have P 1P 2P 3P 4 = (u1u2)2(−u1−u2) and it does not satisfy the assumption
of Theorem 2.9.

Fig. 2.9

Adding the line at infinity to a curve P = 0 in C2, we regard it as a curve
in P2(C). Applying the coordinate transformation of P2(C)

v1 =
−u1

1 − u1 − u2
, v2 =

−u2

1 − u1 − u2
,

which sends this curve to itself, by simple computation, the integral (2.83)
transforms to the integral:∫ ∫

Δ̃2(ω̃)

4∏
j=1

Qj(v1, v2)βjdv1 ∧ dv2, (2.84)

where
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Q1 = v1, Q2 = v2, Q3 = 1 − v1 − v2,
Q4 = x1v1 + x2v2 − x1v

2
1 + (1 − x1 − x2)v1v2 − x2v

2
2 ,

β1 = α1, β2 = α2, β3 = −α1 − α2 − α3 − 2α4 − 3, β4 = α4.

Here, we haveQ1Q2Q3Q4 = v1v2(−v1−v2){−x1v
2
1+(1−x1−x2)v1v2−x2v

2
2},

and when (1 − x1 − x2)2 − 4x1x2 �= 0, for general x1, x2, this becomes the
product of five irreducible polynomials and it satisfies the assumption of
Theorem 2.9. Hence, under the assumption β1 +β2 +β3 +2β4 = −α3−3 /∈ Z,
we have Hp(M,Lω) = 0, p �= 2, which implies Hp(Ω(∗D),Lω) = 0, p �= 2 by
the comparison theorem.

Remark 2.10. As Figure 2.9 shows, one can easily compute the Euler charac-
teristic of M , indeed it is χ(M) = 4. By this, we have

dimH2(Ω•(∗D),∇ω) = 4.

2.9 Arrangement of Hyperplanes in General Position

In this section, we use the tools and the results we have developed up to now
to study the twisted de Rham cohomology associated to arrangements of
hyperplanes in general position in detail. The results obtained in this section
will play an essential role in the research of hypergeometric functions of type
(n+1,m+1) stated in Chapter 3. In this section, we always assumem ≥ n+1.

2.9.1 Vanishing Theorem (ii)

Suppose that the arrangement of m hyperplanes {Pj = 0} defined by m
polynomials of degree 1

Pj(u) = x0j + x1ju1 + · · · + xnjun, 1 ≤ j ≤ m

in n variables u1, . . . , un is in general position, that is, any (n+ 1)× (n+ 1)
minor of the (n+ 1)× (m+ 1) matrix

x =

⎛⎜⎜⎜⎝
x01 x02 · · · · · · x0m 1
x11 x12 · · · · · · x1m 0
...

...
xn1 xn2 · · · · · · xnm 0

⎞⎟⎟⎟⎠ (2.85)

is not zero. Then, it is clear that any (n + 1) × (n + 1) minor of the n ×m
matrix
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...
...

xn1 xn2 · · · · · · xnm

⎞⎟⎠ (2.86)

is not zero. From this, we see that P 1, . . . , Pm satisfy Assumption 2, hence,
under the assumption

∑m
j=1 αj /∈ Z, Theorem 2.8 implies

Hp(Ω•(∗D),∇ω) = 0 (p �= n). (2.87)

2.9.2 Representation of Logarithmic Differential
Forms (ii)

We would like to study Hn(Ω•(∗D),∇ω) in detail by using the filtration on
Ω•(∗D) introduced in § 2.7. For this purpose, let us prepare three lemmata.
First, we extend the idea of partial fraction expansion for one variable to the
case of several variables. Since, any (n + 1) × (n + 1) minor of (2.85) is not
zero by assumption, for n+ 1 values Pj0 , . . . , Pjn , we can solve

x0jν + x1jνu1 + · · ·+ xnjνun = Pjν , 0 ≤ ν ≤ n

with respect to 1, u1, . . . , un, and it can be expressed as linear combinations
of Pj0 , . . . , Pjn over C (or to be precise, if we regard xij as parameters, then
as linear combinations over the field of rational functions C(xij)). With this
remark, let us decompose g(u) = uν1

1 · · ·uνn
n /P1 · · ·Pm, ν = (ν1, · · · , νn) ∈

Zn
≥0 into simple fractions. First, when |ν| > 0, assuming ν1 > 0 for simplicity,

there exist constants cj, 1 ≤ j ≤ n+ 1 such that

u1 = c1P1 + · · ·+ cn+1Pn+1.

Hence, we have

g(u) =
n+1∑
j=1

cj
uν1−1

1 uν2
2 · · ·uνn

n

P1 · · · P̂j · · ·Pm

.

Next, similarly for |ν| = 0, we have

1 =
n+1∑
j=1

cjPj

for some cj ∈ C, from which we obtain

g(u) =
1

P1 · · ·Pm
=

n+1∑
j=1

cj
1

P1 · · · P̂j · · ·Pm

.
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By repeating this operation as far as we can, we finally arrive at the formula:

uν1
1 · · ·uνn

n

P1 · · ·Pm
=

⎧⎪⎪⎨⎪⎪⎩
∑

J

aJ (u)
Pj1 · · ·Pjn

(for |ν| ≥ m− n)∑
J

cJ
Pj1 · · ·Pjn

(for |ν| < m− n),

where for J = {j1, . . . , jn}, 1 ≤ j1 < · · · < jn ≤ m, aJ (u) is a homogeneous
polynomial of degree |ν| −m+ n and cJ ∈ C.

In the above formula, for |ν| > m−n, we can further reduce it by expressing
the polynomial aJ(u) as a polynomial in Pj1 , . . . , Pjn . Let us summarize the
final formula obtained by this reduction in the following lemma.

Lemma 2.21. A fraction a(u)/P1 · · ·Pm with a polynomial a(u) ∈ C[u1, · · ·
un] of degree μ admits the partial fraction decomposition as follows:

a(u)
P1 · · ·Pm

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

a0(u) +
m∑

j=1

aj(u)
1
Pj

+ · · ·+

+
∑

1≤j1<···<jn≤m

aj1···jn(u)
Pj1 · · ·Pjn

(for μ ≥ m− n)∑
J

cJ
Pj1 · · ·Pjn

(for μ < m− n)

,

where aj1···jν (u) is a polynomial of degree μ−m+ ν and cJ ∈ C.

Proposition 2.2 assures us that we can express an element of Ωp(logD),
0 ≤ p ≤ n − 2 concretely. For an arrangement of hyperplanes in general
position, if the degree of an element of Ωn−1(logD) or Ωn(logD) in question
is not negative, applying the above lemma, we can obtain a similar expression.
To explain this, we simplify the symbol on minors as follows:

x

(
i1 · · · iν
j1 · · · jν

)
:= det

⎛⎜⎝xi1j1 · · · · · · xi1jν

...
...

xiν j1 · · · · · · xiν jν

⎞⎟⎠ .
First, we consider ϕ ∈ Ωn(logD) with degϕ ≥ 0. By definition, we have

ϕ =
a(u)

P1 · · ·Pm
du1 ∧ · · · ∧ dun, a(u) ∈ C[u], deg a ≥ m− n,

hence, Lemma 2.21 implies that ϕ is the sum of elements of the form

aj1···jν (u)
Pj1 · · ·Pjν

du1 ∧ · · · ∧ dun, deg aj1···jν = deg a−m+ ν.

Since any n× n minor of (2.86) is not zero, the rank of n× ν matrix
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...
...

xnj1 · · · · · · xnjν

⎞⎟⎠
becomes ν and there exists a ν×ν minor which does not vanish. For simplicity,

we assume x
(

1 2 · · · ν
j1 j2 · · · jν

)
�= 0. By simple computation, we have

dPj1 ∧ · · · ∧ dPjν ∧ duν+1 ∧ · · · ∧ dun = x

(
1 2 · · · ν
j1 j2 · · · jν

)
du1 ∧ · · · ∧ dun

from which, by setting J = {j1, . . . , jν} and using multi-indices, we obtain

aJ(u)
Pj1 · · ·Pjν

du1 ∧ · · · ∧ dun

=
dPj1

Pj1

∧ · · · ∧ dPjν

Pjν

∧
{
aJ(u)
x
(
1···ν

J

)duν+1 ∧ · · · ∧ dun

}
.

As deg aJ = deg a−m+ ν, the degree of (n− ν)-form in { } is

deg aJ + (n− ν) = deg a−m+ n = degϕ.

Hence, when the degree μ of ϕ ∈ Ωn(logD) is non-negative, ϕ can be ex-
pressed as the sum of elements of the form

dPj1

Pj1

∧ · · · ∧ dPjν

Pjν

∧ ϕj1···jν , ϕj1···jν ∈ Ωn−ν(Cn), degϕj1···jν = μ.

Second, we show that a similar expression also exists for ϕ ∈ Ωn−1(logD),
μ = degϕ ≥ 0. To simplify the notation, we set

∗dui := (−1)i−1du1 ∧ · · · ∧ d̂ui ∧ · · · ∧ dun.

Notice that
dui ∧ ∗dui = du1 ∧ · · · ∧ dun.

By definition, ϕ can be expressed as

ϕ =
1

P1 · · ·Pm

n∑
i=1

bi(u) ∗ dui, bi ∈ C[u],

and we have deg bi = μ+1+m−n ≥ m−n. Hence, by Lemma 2.21, we have

bi(u)
P1 · · ·Pm

=
∑

J

bi,J (u)
Pj1 · · ·Pjn

, deg bi,J = μ+ 1,
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with J = {j1, . . . , jn}, and ϕ can be finally expressed as

ϕ =
n∑

i=1

∑
J

bi,J(u)
Pj1 · · ·Pjn

∗ dui.

In the right-hand side of this formula, since

1
Pj1 · · ·Pjn

n∑
i=1

bi,J (u) ∗ dui

has to be a logarithmic differential form in a neighborhood of
⋂n

ν=1{Pjν = 0},
we obtain

dPjν

Pjν

∧
n∑

i=1

bi,J(u) ∗ dui ∈ Ωn(Cn) (2.88)

by definition. On the other hand, x
(

1 2 · · · n
j1 j2 · · · jn

)
�= 0 implies that both

{du1, . . . , dun} and {dPj1 , . . . , dPjn} are bases of T ∗M . Hence, by a general
theory of exterior algebra, the change-of-basis matrix from {∗du1, . . . , ∗dun}
to {dPj1 ∧ · · · ∧ d̂Pjν ∧ · · · ∧ dPjn , 1 ≤ ν ≤ n} is given by the matrix whose
components are (n− 1) × (n− 1) minors of the matrix⎛⎜⎝x1j1 · · · · · · x1jn

...
...

xnj1 · · · · · · xnjn

⎞⎟⎠ .
Hence, there exists gijν ∈ C (to be precise, C(xij)) such that

∗dui =
n∑

ν=1

gijνdPj1 ∧ · · · ∧ d̂Pjν ∧ · · · ∧ dPjn , 1 ≤ i ≤ n, gijν ∈ C.

Hence,
∑n

i=1 bi,J(u) ∗ dui is rewritten as

n∑
ν=1

(−1)ν−1cjν (u)dPj1 ∧ · · · ∧ d̂P jν ∧ · · · ∧ dPjn ,

cjν ∈ C[u], deg cjν = μ+ 1.

Hence, (2.88) becomes

1
Pjν

cjν (u)dPj1 ∧ · · · ∧ dPjn ∈ Ωn(Cn)
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which implies that Pjν divides cjν . Hence, setting cjν = Pjν c̃jν , c̃jν is a
polynomial of degree μ. Thus, ϕ is rewritten as follows:

ϕ =
∑

J

n∑
ν=1

(−1)ν−1 Pjν c̃jν

Pj1 · · ·Pjn

dPj1 ∧ · · · ∧ d̂Pjν ∧ · · · ∧ dPjn

c̃jν ∈ C[u], deg c̃jν = μ.

The rest is a simple calculation and we obtain a desired expression. Summa-
rizing this, we obtain:

Lemma 2.22. Suppose that ϕ ∈ Ωp(logD), p = n − 1 or p = n satisfies
μ := degϕ ≥ 0. Then, ϕ can be expressed as follows:

ϕ = ϕ0 +
m∑

j=1

dPj

Pj
∧ ϕj + · · · (2.89)

+
∑

1≤j1<···<jp≤m

dPj1

Pj1

∧ · · · ∧ dPjp

Pjp

ϕj1···jp ,

ϕj1···jν ∈ Ωp−ν(Cn), degϕj1···jν = μ.

Moreover, when ϕ ∈ Ωn−1(logD), degϕ = −1, we have ϕ = 0.

Looking at the proof of Lemma 2.22, we see that the assumption μ = degϕ ≥
0 is used to state that ϕi1···iν of (2.89) is of degree μ. If we remove this
assumption, we would not have the assertion on the degree of ϕi1···iν but the
expression (2.89) itself is still valid. That is:

Corollary 2.5. For p = n− 1 or p = n, ϕ ∈ Ωp(logD) has the expression:

ϕ = ϕ0 +
m∑

j=1

dPj

Pj
∧ ϕj + · · · (2.90)

+
∑

1≤j1<···<jp≤m

dPj1

Pj1

∧ · · · ∧ dPjp

Pjp

ϕj1···jp ,

ϕj1···jν ∈ Ωp−ν(Cn).

2.9.3 Reduction of Poles

As the final preliminary, we show a kind of comparison theorem between the
cohomology of the logarithmic complex and the twisted rational de Rham
cohomology. This assures that for p = n− 1, n, a rational p-forms with poles
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of higher order can be reduced to that of logarithmic poles in the same
cohomology class.

Lemma 2.23. Suppose that p = n − 1 or n , and αj /∈ Z>0, 1 ≤ j ≤ m.
Then, those ϕ ∈ Ωp(∗D) satisfying ∇ωϕ ∈ (1/P1 · · ·Pm)Ωp+1(Cn) can be
expressed as

ϕ = ψ +∇ωβ, ψ ∈ Ωp(logD), β ∈ Ωp−1(∗D).

Proof. ϕ ∈ Ωp(∗D) can be expressed as

ϕ = ϕ̃/P k1
1 · · ·P km

m , ϕ̃ ∈ Ωp(Cn), kj ≥ 1, 1 ≤ j ≤ m.

First, let us show that it suffices to prove: when a kj is bigger than 1, there
exists α ∈ Ωp(Cn), β ∈ Ωp−1(∗D) such that

ϕ = α/P k1
1 · · ·P kj−1

j · · ·P km
m +∇ωβ. (2.91)

Admitting this, by ∇ω(α/P k1
1 · · ·P kj−1

j · · ·P km
m ) = ∇ωϕ ∈ 1

PΩ
p+1(Cn),

we apply the same argument repeatedly to α/P k1
1 · · ·P kj−1

j · · ·P km
m , and we

see that ϕ can be finally expressed as

ϕ = α′/P1 · · ·Pm +∇ωβ
′, α′ ∈ Ωp(Cn), β′ ∈ Ωp−1(∗D).

On the other hand, since we have ∇ω(α′/P ) = ∇ωϕ ∈ 1
PΩ

p+1(Cn), we can
apply Lemma 2.17 and show α′/P ∈ Ωp(logD).

Now, let us show (2.91). By computation, we have

∇ωϕ = (1/
∏
P

kj

j ){dϕ̃+
m∑

j=1

(αj − kj)
dPj

Pj
∧ ϕ̃} ∈ 1

P1 · · ·Pm
Ωp+1(Cn),

and kj ≥ 1, 1 ≤ j ≤ m implies

dϕ̃+
m∑

j=1

(αj − kj)
dPj

Pj
∧ ϕ̃ ∈ Ωp+1(Cn).

As ϕ̃ ∈ Ωp(Cn) and Pj ’s are coprime to each other, we see that (αj−kj)
dPj

Pj
∧

ϕ̃ ∈ Ωp+1(Cn) for each j. By the assumption αj /∈ Z>0, we have

dPj

Pj
∧ ϕ̃ ∈ Ωp+1(Cn),

and we can conclude ϕ̃/P1 · · ·Pm ∈ Ωp(logD) by (2.58). Here, by Corollary
2.5, we obtain the expression for ϕ̃:
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ϕ̃ = P1 · · ·Pm

{
ϕ̃0 +

m∑
j=1

dPj

Pj
∧ ϕ̃j + · · ·

+
∑

1≤j1<···<jp≤m

dPj1

Pj1

∧ · · · ∧ dPjp

Pjp

ϕ̃j1···jp

}
,

ϕ̃j1···jν ∈ Ωp−ν(Cn).

Hence, ϕ = ϕ̃/P k1
1 · · ·P km

m is the sum of terms of the form

[ϕ̃]J/P k1
1 · · ·P km

m , (2.92)

where we set [ϕ̃]J := P1 · · ·Pm
dPj1
Pj1

∧ · · · ∧ dPjν

Pjν
∧ ϕ̃J , J = {j1, . . . , jν}, 1 ≤

j1 < · · · < jν ≤ m. For simplicity, assuming k1 > 1, let us show that we can
reduce the order of a pole of (2.92) by 1. We consider two cases separately.

(1) When 1 /∈ J , [ϕ̃]J can be expressed as P1× [a p-form with polynomial
coefficients], hence (2.92) can be written as

[a p-form with polynomial coefficients]/P k1−1
1 P k2

2 · · ·P km
m .

(2) When 1 ∈ J , we assume that J = {1, . . . , ν}, for simplicity. Then, we
have

[ϕ̃]J = dP1 ∧ · · · ∧ dPν ∧ (Pν+1 · · ·Pmϕ̃J ).

Setting

ξ = dP2 ∧ · · · ∧ dPν ∧ (Pν+1 · · ·Pmϕ̃J )/P k1−1
1 P k2

2 · · ·P km
m

and calculating ∇ωξ, we easily obtain the formula:

∇ωξ = (α1 − k + 1)
[ϕ̃]J

P k1
1 · · ·P km

m

+ (−1)ν−1 dP2 ∧ · · · ∧ dPν ∧ d(Pν+1 · · ·Pmϕ̃J )
P k1−1

1 P k2
2 · · ·P km

m

+
m∑

j=ν+1

(αj − kj + 1)
dPj

Pj
∧ dP2 ∧ · · · ∧ dPν ∧ (Pν+1 · · ·Pmϕ̃J )

P k1−1
1 P k2

2 · · ·P km
m

.

The second and the third terms of the right-hand side of the above formula
apparently have the form η/P k1−1

1 P k2
2 · · ·P km

m , η ∈ Ωp(Cn). On the other
hand, since the condition α1 /∈ Z>0 implies α1 − k + 1 �= 0, (2.92) is finally
expressed as

1
α1 − k1 + 1

· η

P k1−1
1 P k2

2 · · ·P km
m

+∇ω(ξ/(α1 − k + 1)),
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and the order of a pole is reduced by 1.

2.9.4 Comparison Theorem

With these preparations, we show that a homomorphism of cohomologies

ι∗ : Hp(Ω•(logD),∇ω) −→ Hp(Ω•(∗D),∇ω), p = 0, 1, . . . , n

induced by the natural map ι : (Ω•(logD),∇ω) −→ (Ω•(∗D),∇ω) is an
isomorphism under the assumption αj /∈ Z (1 ≤ j ≤ m),

∑m
j=1 αj /∈ Z.

First, for 0 ≤ p ≤ n − 1, by Theorem 2.7 and 2.8, both sides become zero,
hence are isomorphic. Second, let us show the case when p = n. First, we
show that ι∗ is surjective. By Lemma 2.23, ϕ ∈ Ωn(∗D) is expressed as

ϕ = ψ +∇ωβ, ψ ∈ Ωn(logD), β ∈ Ωn−1(∗D)

which implies the surjectivity of ι∗. Second, we show that ι∗ is injective.
Suppose that ψ ∈ Ωn(logD) can be expressed as

ψ = ∇ωϕ, ϕ ∈ Ωn−1(∗D).

Since we have ∇ωϕ = ψ ∈ 1
PΩ

n(C), Lemma 2.23 implies that ϕ can be
expressed as

ϕ = α+∇ωβ, α ∈ Ωn−1(logD), β ∈ Ωn−2(∗D).

Hence, we have
ψ = ∇ωϕ = ∇ωα

which implies the injectivity of ι∗. Thus, we obtain the following theorem.

Theorem 2.10. For an arrangement of hyperplanes in general position, un-
der the assumption αj /∈ Z (1 ≤ j ≤ m),

∑m
j=1 αj /∈ Z, we have

Hp(Ω•(∗D),∇ω) = 0 (for p �= n),

Hn(Ω•(∗D),∇ω) � Hn(Ω•(logD),∇ω).

2.9.5 Filtration

By the above theorem, it suffices to computeHn(Ω•(logD),∇ω) to determine
the twisted rational de Rham cohomology. Here, let us study the filtration
Fμ on Ω•(logD) introduced in § 2.7 in detail for this case. Simplifying the
notation, we use the symbols:



2.9 Arrangement of Hyperplanes in General Position 97

Ωp(Cn)ν ={ϕ ∈ Ωp(Cn) | ϕ : homogeneous of degree ν},
Ωp(Cn)≤ν ={ϕ ∈ Ωp(Cn) | degϕ ≤ ν},

ϕ〈j1, . . . , jp〉 :=
dPj1

Pj1

∧ · · · ∧ dPjp

Pjp

.

Recall that Nn−1(logD)μ is defined as the cokernel of the injective homo-
morphism

σn−1
μ : GrFμΩ

n−1(logD) −→ Ωn−1(logD)μ

and by § 2.8.1, we have an isomorphism

Hn(GrFμΩ
•(logD), GrFμ (∇ω)) � Hn−1(N•(logD)μ) (2.93)

under the condition
∑
αj /∈ Z.

First, notice that the degree of a p-form ϕ with polynomial coefficients is
at least p. By the above remark and Lemma 2.22, ξ ∈ F1Ω

n−1(logD) can be
expressed as

ξ =
∑

ϕ〈j1, . . . , jn−1〉ξj1···jn−1 +
∑

ϕ〈j1, . . . , jn−2〉 ∧ ξj1···jn−2 ,

ξj1···jn−1 ∈ Ω0(Cn)≤1, ξj1···jn−2 ∈ Ω1(Cn)≤1.

Then, by the definition of the degree of a logarithmic differential form defined
in § 2.7.1, each term ϕ〈J〉 ∧ ξJ , J = {j1, . . . , jp}, p = n − 1, n of the above
expression again belongs to F1Ω

n−1(logD). Hence, we have

F1Ω
n−1(logD) =

∑
ϕ〈j1, . . . , jn−1〉 ∧Ω0(Cn)≤1

+
∑

ϕ〈j1, . . . , jn−2〉 ∧Ω1(Cn)≤1.

Similarly, for FμΩ
n−1(logD), μ ≥ 0, we have

FμΩ
n−1(logD) =

n−1∑
|J|=0

∑
J

ϕ〈J〉 ∧Ωn−1−|J|(Cn)≤μ.

Here, by using the symbol

[p] ∧Ωn−1−p
≤μ :=

∑
|J|=p

ϕ〈J〉 ∧Ωn−1−p(Cn)≤μ,

we summarize the above result in Table 9.1.
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Table 9.1

F−1 F0 F1 F2 · · · Fμ

0 [n− 1] ∧Ω0
0 [n− 1] ∧Ω0

≤1 [n− 1] ∧Ω0
≤2 · · · [n− 1] ∧Ω0

≤μ

[n− 2] ∧Ω1
1 [n− 2] ∧Ω1

≤2 · · · [n− 2] ∧Ω1
≤μ

[n− 3] ∧Ω2
2 · · · [n− 3] ∧Ω2

≤μ

[n− 4] ∧Ω3
≤μ

...

2.9.6 Basis of Cohomology

Next, let us study Ωn−1(logD). In the case of an arrangement of hyperplanes
in general position, u1, . . . , un are expressed as any n linear combinations of
P j , 1 ≤ j ≤ m over C. By this fact, retracing the proof of Proposition 2.2,
we can show the following lemma.

Lemma 2.24. For μ ≥ 0, ϕ ∈ Ωn−1(logD)μ can be expressed in the follow-
ing form:

ϕ = ϕ0 +
m∑

j=1

dP j

P j

∧ ϕj + · · · + (2.94)

+
∑

1≤j1<···<jn−1≤m

dP j1

P j1

∧ · · · ∧ dP jn−1

P jn−1

ϕj1···jn−1
,

ϕj1···jν
∈ Ωn−1−ν(Cn)μ.

Proof. Since this lemma can be proved along almost the same lines as in
the proof of Proposition 2.2, here we only state important points. As ϕ ∈
Ωn−1(logD)μ is expressed as ϕ = ψ/P 1 · · ·Pm, ψ ∈ Ωn−1(Cn)μ+m and we
have

dP j

P j

∧ ψ ∈ Ωn(Cn)

by the definition of logarithmic differential form, we can show

dP j ∧ ψ ≡ 0 (mod P j), 1 ≤ j ≤ m. (2.95)

For μ ≥ 0, when an (n − 1)-form ψ with coefficients in homogeneous poly-
nomials of degree μ + m satisfies (2.95), it suffices to show that ψ can be
expressed as
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ψ = P 1 · · ·Pm

{
ψ0 +

m∑
j=1

dP j

P j

∧ ψj + · · ·+ (2.96)

+
∑

1≤j1<···<jn−1≤m

dP j1

P j1

∧ · · · ∧ dP jn−1

P jn−1

ψj1···jn−1

}
,

ψj1···jν ∈ Ωn−1−ν(Cn)μ.

Let us show this by induction on m.
First we show this for m = 1. Adjoining n− 1 homogeneous polynomials

of degree 1 P 2, . . . , Pn to P 1 and regard it as a new coordinate. Then, we
remark that the homogeneity is preserved. Simplifying the notation and using

∗dP i = (−1)i−1dP 1 ∧ · · · ∧ d̂P i ∧ · · · ∧ dPn,

∗1 = dP 1 ∧ · · · ∧ dPn,

we have the expression:

ψ =
n∑

i=1

ai(u) ∗ dP i, ai(u) ∈ Ω0(Cn)μ−n+2.

By (2.95), we have

dP 1 ∧ ψ = a1(u) ∗ 1 ≡ 0 (mod P 1),

which implies that P 1 divides a1: a1 = P 1ã1, ã1 ∈ Ω0(Cn)μ−n+1. Rewriting
ψ with this formula, we have

ψ = P 1ã1 ∗ dP 1 + dP 1 ∧
(

n∑
i=2

(−1)i−1ai(u)dP 2 ∧ · · · ∧ d̂P i ∧ · · · ∧ dPn

)
.

But, as

ã1 ∗dP 1 ∈ Ωn−1(Cn)μ,

n∑
i=2

(−1)i−1aidP 2∧· · ·∧ d̂P i∧· · ·∧dPn ∈ Ωn−2(Cn)μ

are evident, we could show (2.96) for m = 1.
Next, by induction, assuming that the casem is true, we derive (2.96) from

(2.95) for m+ 1. For that, we assume that ψ ∈ Ωn−1(Cn)μ+m+1 satisfies

dP j ∧ ψ ≡ 0 (mod P j), 1 ≤ j ≤ m+ 1.

ψ can be expressed in the form of (2.96) by induction, but here, we have
ψj1···jν ∈ Ωn−1−ν(Cn)μ+1. Following the proof of Proposition 2.2, we let
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N ∈ Z≥0 be the biggest integer satisfying ψj1···jN �= 0 and prove the assertion
by induction on N . Since the proof of Proposition 2.2 applies directly to this
case for N ≤ n − 2, here we omit the detail. For N = n − 1, we have
ψj1···jn−1 ∈ Ω0(Cn)μ+1 which means that ψj1···jn−1 is a homogeneous poly-
nomial of degree μ+1 (≥ 1). Hence, by using P j1 , . . . , P jn−1 , Pm+1, we have
the expression:

ψj1···jn−1 =
n−1∑
k=1

P jk
ψj1···jn−1;jk

+ Pm+1ψj1···jn−1;m+1,

ψj1···jn−1;ν ∈ Ω0(Cn)μ.

Now, regarding this formula as in (2.69) of Proposition 2.2, by a similar
argument, we obtain the result for N = n− 1. Thus, the induction has been
accomplished.

Here, using the symbol

[p] ∧Ωn−1−p
ν :=

∑
1≤j1<···<jp≤m

dP j1

P j1

∧ · · · ∧ dP jp

P jp

∧Ωn−1−p(Cn)ν ,

we can summarize the above results as follows:

Ωn−1(logD)0 = [n− 1] ∧Ω0
0 ,

Ωn−1(logD)1 = [n− 1] ∧Ω0
1 + [n− 2] ∧Ω1

1

· · · · · · · · · (2.97)

Ωn−1(logD)μ = [n− 1] ∧Ω0
μ + [n− 2] ∧Ω1

μ + · · · · · · .

Combining Table 9.1 and (2.97), it clearly follows that for μ ≥ 0,

σn−1
μ : GrFμΩ

n−1(logD) −→ Ωn−1(logD)μ

is an isomorphism, hence, we have Nn−1(logD)μ = 0. Hence, by (2.93), we
have

Hn(GrFμΩ
•(logD), GrFμ (∇ω)) = 0, μ ≥ 0.

Applying an argument similar to the proof of Theorem 2.7 to this result,
we can conclude as follows: any ϕ ∈ Ωn(logD) can be cohomologous to
ϕ̃ ∈ F−1Ω

n(logD). On the other hand, by the definition of degree, we have

F−1Ω
n(logD) =

du1 ∧ · · · ∧ dun

P1 · · ·Pm
Ω0(Cn)≤m−n−1.

By Lemma 2.22, we have F−1Ω
n−1(logD) = 0 which implies
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Hn(Ω•(logD),∇ω) � du1 ∧ · · · ∧ dun

P1 · · ·Pm
Ω0(Cn)≤m−n−1.

As dimΩ0(Cn)≤m−n−1 =
(
m−1

n

)
, the dimension of the above cohomology is(

m−1
n

)
. We summarize all these results in the following theorem.

Theorem 2.11. For an arrangement of hyperplanes in general position, un-
der the assumption αj /∈ Z (1 ≤ j ≤ m),

∑m
j=1 αj /∈ Z, we have the formulas:

Hp(Ω•(∗D),∇ω) = 0 (p �= n),

Hn(Ω•(∗D),∇ω) �
{ a(u)
P1 · · ·Pm

du1 ∧ · · · ∧ dun | deg a ≤ m− n− 1
}
,

dimHn(Ω•(∗D),∇ω) =
(
m− 1
n

)
.

Let us provide another expression of Hn(Ω•(∗D),∇ω). By Lemma 2.22, we
remark that F0Ω

n−1(logD) is the vector space with basis ϕ〈j1, . . . , jn−1〉,
1 ≤ j1 < · · · < jn−1 ≤ m, and F 0Ωn(logD) is the vector space with basis
ϕ〈j, . . . , jn〉, 1 ≤ j1 < · · · < jn ≤ m. By the above argument, we can show

Hn(Ω•(logD),∇ω) � F0Ω
n(logD)/ω ∧ F0Ω

n−1(logD).

On the other hand, as we have

ω ∧ ϕ〈j1, . . . , jn−1〉 =
m∑

k=1

αkϕ〈k, j1, . . . , jn−1〉,

we obtain

ϕ〈m, j1, . . . , jn−1〉 = −
m−1∑
k=1

αk

αm
ϕ〈k, j1, . . . , jn−1〉

inHn(Ω•(logD),∇ω). Hence, as a basis ofHn(Ω•(logD),∇ω), we can choose(
m−1

n

)
ϕ〈j1, . . . , jn〉, 1 ≤ j1 < · · · < jn ≤ m−1. Thus, we obtain the following

corollary.

Corollary 2.6. As a basis of Hn(Ω•(∗D),∇ω), one can take

ϕ〈j1, . . . , jn〉, 1 ≤ j1 < · · · < jn ≤ m− 1.

In [E-S-V], this result was extended to any arrangement of hyperplanes. The
contents of this chapter is mainly based on [Ao3] and [Kit-No].



Chapter 3

Arrangement of Hyperplanes and
Hypergeometric Functions over
Grassmannians

3.1 Classical Hypergeometric Series and Their
Generalizations, in Particular, Hypergeometric
Series of Type (n+ 1,m+ 1)

In this section, we introduce a hypergeometric function of several variables
with coefficients given by Γ -factors. Under this formulation, we show that
the classically known hypergeometric series can be described systematically.

3.1.1 Definition

Let L = Zn be a lattice, and e1 = (1, 0, · · · , 0), · · · , en = (0, · · · , 0, 1) be its
standard basis. Denoting the dual lattice HomZ(L,Z) of L by L∨, its element
a ∈ L∨ is a Z-valued linear form on L. We use the notation on multi-indices
without notice: for

x = (x1, . . . , xn) ∈ Cn, ν = (ν1, . . . , νn) ∈ Zn
≥0,

we set

xν := xν1
1 · · ·xνn

n , ν! = ν1! · · · νn!,

|ν| :=
n∑

i=1

νi,
∑

ν

is the sum over all ν ∈ Zn
≥0

and
for α, c ∈ C, α+ c /∈ Z≤0, (α; c) := Γ (α+ c)/Γ (c).

With these preparations, let us define a hypergeometric series:

Definition 3.1. When a power series

K. Aomoto et al., Theory of Hypergeometric Functions, Springer Monographs 103
in Mathematics, DOI 10.1007/978-4-431-53938-4 3, c© Springer 2011
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F ((αk), x) =
∑

ν

∏
k∈K(αk; ak(ν))

ν!
xν (3.1)

defined for αk ∈ C and linear forms {ak | k ∈ K} ⊂ L∨ on the lattice L
parametrized by a finite number of indices K, satisfies the condition∑

k∈K

ak(ei) = 1, 1 ≤ i ≤ n, (3.2)

this series is called the hypergeometric series associated to {ak | k ∈ K}.
The convergence of this series will be shown later in § 3.3. First, we show
that classical hypergeometric series can be obtained by taking the lattice L
and {ak | k ∈ K} ⊂ L∨ appropriately. Let us start from the following simple
remark.

Remark 3.1. By the formula of the Γ -function Γ (z)Γ (1 − z) = π/sinπz, we
have

1/(α;n) = (−1)n(1 − α;−n), n ∈ Z>0, (3.3)

from which we obtain

(αk; ak(ν)) = (−1)ak(ν)/(1 − αk;−ak(ν)).

Decomposing K = K1

∐
K2 and by the above remark, (3.1) can be also

expressed as follows:

F ((αk), x) =
∑

ν

∏
k∈K1

(αk; ak(ν))∏
k∈K2

(1 − αk;−ak(ν)) · ν! (3.4)

×
n∏

i=1

(
(−1)

∑
k∈K2

ak(ei)xi

)νi

.

Below, we use an expression suitable for each purpose.

3.1.2 Simple Examples

The power series

F (α, (βi), γ) =
∑

ν

(α; a(ν))
∏n

i=1(βi; bi(ν))
(γ; c(ν))ν!

xν

defined by n+ 2 linear forms on L = Zn
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a(ν) =
n∑

i=1

νi, bi(ν) = νi, 1 ≤ i ≤ n, c(ν) =
n∑

i=1

νi

satisfies the condition (3.2) and defines a hypergeometric series. This is of
classical type, indeed, it corresponds to

n = 1 Gauss’ hypergeometric series F (α, β, γ;x)
n = 2 Appell’s hypergeometric series F1(α, β1, β2, γ;x1, x2)
n ≥ 3 Lauricella’s hypergeometric series FD(α, (βi), γ;x1, . . . , xn).

3.1.3 Hypergeometric Series of Type (n+ 1,m + 1)

As a direct generalization of the above examples, there is a hypergeometric
series studied by several mathematicians in special cases which is defined as
follows. Suppose that n < m, and consider the power series

F ((αi), (βj), γ, x) =
∑

ν

n∏
i=1

(αi; ai(ν))
m−n−1∏

j=1

(βj ; bj(ν))

(γ; c(ν))ν!
xν (3.5)

defined by the lattice L formed by the set Mn,m−n−1(Z) of all n×(m−n−1)
matrices with integral coefficients and m linear forms

ai(ν) =
m−n−1∑

j=1

νij , 1 ≤ i ≤ n,

bj(ν) =
n∑

i=1

νij , 1 ≤ j ≤ m− n− 1,

c(ν) =
n∑

i=1

m−n−1∑
j=1

νij .

Here, for ν = (νij) ∈ Mn,m−n−1(Z≥0), x ∈ Mn,m−n−1(C), we used the
symbols xν =

∏
x

νij

ij , ν! =
∏
νij !. This certainly satisfies the condition (3.2)

and defines a hypergeometric series. Taking the results obtained in § 3.4
into account, we call it hypergeometric series of type (n + 1,m + 1). The
correspondence with classical types is as follows:

Gauss’ hypergeometric series type (2, 4),
Appell’s hypergeometric series F1 type (2, 5),
Lauricella’s hypergeometric series FD type (2, n+ 3).
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3.1.4 Appell−Lauricella Hypergeometric Functions (i)

The power series

F (α, (βi), (γi);x) =
∑

ν

(α; a(ν))
∏n

i=1(βi; bi(ν))∏n
i=1(γi; ci(ν)) · ν! xν

defined by 2n+ 1 linear forms on the lattice L = Zn

a(ν) =
n∑

i=1

νi, bi(ν) = νi, 1 ≤ i ≤ n, ci(ν) = νi, 1 ≤ i ≤ n

satisfies the condition (3.2) and defines a hypergeometric series. This is what
is called Appell’s F2 for n = 2 and Lauricella’s FA for n ≥ 3.

3.1.5 Appell−Lauricella Hypergeometric Functions (ii)

The hypergeometric series

F ((αi), (βi), γ;x) =
∑

ν

∏n
i=1(αi; ai(ν))

∏n
i=1(βi; bi(ν))

(γ; c(ν))ν!
xν

defined by 2n+ 1-linear forms on the lattice L = Zn

ai(ν) = νi, 1 ≤ i ≤ n, bi(ν) = νi, 1 ≤ i ≤ n, c(ν) =
n∑

i=1

νi

is what is called Appell’s F3 for n = 2 and Lauricella’s FB for n ≥ 3.

3.1.6 Restriction to a Sublattice

Here, to describe a relation between Appell−Lauricella hypergeometric series
FB , FD and hypergeometric series of type (n + 1, 2n + 2), we begin with
the following consideration. Let I be a subset of {1, 2, · · · , n} and take the
sublattice LI =

∑
i∈I Zei of the lattice L. Considering the restriction bk :=

ak|LI of ak to LI in the definition of hypergeometric series given in § 3.1.1,
{bk | k ∈ K} are linear forms on LI which apparently satisfy the condition∑

k∈K

bk(ei) = 1, i ∈ I.
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Hence, it defines a hypergeometric series

FI((αk), xI) =
∑∏

k∈K(αk; bk(νI))
νI !

xνI

I .

Here, we set, for I = {i1, · · · , it},

νI = (νi1 , . . . , νit) ∈ LI , xI = (xi1 , . . . , xit) ∈ Ct.

3.1.7 Examples

Let us apply the above consideration. Recall that hypergeometric series F of
type (n+1, 2n+2) is defined by 2n+2 linear forms of the lattice L = Mn(Z)

ai(ν) =
n∑

j=1

νij , 1 ≤ i ≤ n, bj(ν) =
n∑

i=1

νij , 1 ≤ j ≤ n, c(ν) =
n∑

i,j=1

νij .

Here, as a subset of the set of double indices (i, j), 1 ≤ i, j ≤ n, if
we take the diagonal component I = {(1, 1), · · · , (n, n)}, together with
§ 3.1.5, we obtain Appell−Lauricella hypergeometric series FB as FI , and
if we take I = {(1, 1), (1, 2), · · · , (1, n)}, together with § 3.1.2, we obtain
Gauss−Appell−Lauricella hypergeometric series FD.

3.1.8 Appell−Lauricella Hypergeometric
Functions (iii)

The hypergeometric series

F (α, β, (γi);x) =
∑

ν

(α; a(ν))(β; b(ν))∏n
i=1(γi; ci(ν)) · ν!x

ν

defined by n+ 2 linear forms of the lattice L = Zn

a(ν) =
n∑

i=1

νi, b(ν) =
n∑

i=1

νi, ci(ν) = νi, 1 ≤ i ≤ n

is what is called Appell’s F4 for n = 2 and Laricella’s FC for n ≥ 3.
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3.1.9 Horn’s Hypergeometric Functions

Horn found out all the hypergeometric series in two variables with the
conditions ∑

k∈K
ak(ei)>0

ak(ei) = 2,
∑
k∈K

ak(ei)<0

ak(ei) = −1, i = 1, 2

that are not the product of hypergeometric series in one variable. There are
14 such series which contain Appell’s four hypergeometric series. The result
is stated in [Er1], pp.224–225 as Horn’s list. Although the linear forms on the
lattice L treated above are always of the form

∑
νi, there are some in Horn’s

list which are not of this form. For example, the hypergeometric series

G3(α, β;x1, x2) =
∑

ν

(α; a(ν))(β; b(ν))
ν1!ν2!

xν1
1 x

ν2
2

defined by linear forms on L = Z2

a(ν) = 2ν2 − ν1, b(ν) = 2ν1 − ν2
is such a case. Of course, our definition contains all these hypergeometric
series. It can be easily checked that the 14 series in Horn’s list all satisfy the
condition (3.2).

Remark 3.2. According to our definition of hypergeometric series (3.1), the
denominator of xν is ν!. Hypergeometric functions generalizing further this
point are treated in Appendix A.

3.2 Construction of Twisted Cycles (2): For an
Arrangement of Hyperplanes in General Positiion

3.2.1 Twisted Homology Group

Let Hj = {u ∈ Cn | Pj(u) = 0}, 1 ≤ j ≤ m be a hyperplane defined by a
polynomial of degree 1 with real coefficients

Pj(u) = x0j + x1ju1 + · · · + xnjun, 1 ≤ j ≤ m

in the complex affine space Cn with its coordinates (u1, · · · , un), and consider
the affine algebraic variety M = Cn \ ⋃m

j=1Hj . Below, we assume that the
arrangement of hyperplanes, obtained by adjoining the hyperplane at infinity
H∞ to Hj, 1 ≤ j ≤ m, is in general position in Pn(C). That is, we assume
that any (n+ 1) × (n+ 1) minor of the real matrix
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x =

⎛⎜⎜⎜⎝
x01 · · · · · · x0m 1
x11 · · · · · · x1m 0
...

...
...

xn1 · · · · · · xnm 0

⎞⎟⎟⎟⎠ ∈Mn+1,m+1(R) (3.6)

never vanishes. Denote the connection form associated to the multi-valued
function

U(u) =
m∏

j=1

Pj(u)αj

on M by ω = dU/U and we use the notation defined in § 2.1 and 2.2 of
Chapter 2. First, by Lemma 2.8 and the comparison theorem we have

H lf
p (M,Lω) � H2n−p(A•(M),∇ω) (3.7)

� H2n−p(Ω•(∗D),∇ω).

Hence, by Lemma 2.9 and Corollary 2.6, we obtain the following lemma:

Lemma 3.1. Under the assumptions αj /∈ Z, 1 ≤ j ≤ m and
∑m

j=1 αj /∈ Z,
we have:

1. H lf
p (M,L∨

ω) = 0, p �= n.

2. H lf
n (M,L∨

ω) � Hn(M,L∨
ω) � Hn(M,Lω)∨.

3. dimH lf
n (M,L∨

ω) =
(
m− 1
n

)
.

3.2.2 Bounded Chambers

Denoting Hj∩Rn by HjR, the arrangement in Rn of the real hyperplanes
HjR, 1 ≤ j ≤ m decomposes Rn into several chambers. For two-dimensional
cases, it turns out that there are

(
m−1

2

)
bounded chambers (Figure 3.1). Since

such a bounded chamber Δ is convex, hence simply connected, we can fix a
branch UΔ of U on Δ and forms Δ ⊗ UΔ which defines a twisted homology
class of H lf

2 (M,L∨
ω). In fact, we show that these form a basis of H lf

2 (M,L∨
ω).

Let us explain this fact for any dimension.

3.2.3 Basis of Locally Finite Homology

Enumerate the bounded chambers of Rn \⋃m
j=1HjR as Δν , 1 ≤ ν ≤ s, as we

like. Considering the divisor



110 3 Hypergeometric Functions over Grassmannians

Fig. 3.1

D̂ :=
m⋃

j=1

Hj ∪H∞

of Pn(C), D̂ and D̂∪∐ν Δν are closed subsets of Pn(C). We obtain the exact
cohomology sequence with coefficients in Lω associated to the triple of spaces
(Pn(C), D̂ ∪∐ν Δν , D̂):

−→ Hp−1(D̂ ∪
∐
Δν , D̂) −→ Hp(Pn(C), D̂ ∪

∐
ν

Δν) −→ (3.8)

−→ Hp(Pn(C), D̂) −→ Hp(D̂ ∪
∐
ν

Δν , D̂) −→ · · · .

On the other hand, there are the isomorphisms:

H lf
p (Pn(C) \ D̂,L∨

ω)

� Hp
c (Pn(C) \ D̂,Lω)∨ (by Lemma 2.9 (2))

� Hp(Pn(C), a sufficiently small tubular neighborhood of D̂,Lω)∨

(since Pn(C) is compact and D̂ is normal crossing)

� Hp(Pn(C), D̂,Lω)∨

(D̂ is a retract of a sufficiently small tubular neighborhood).

Similarly, we obtain
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H lf
p (D̂ ∪

∐
ν

Δν \ D̂,L∨
ω) � Hp(D̂ ∪

∐
ν

Δν , D̂,Lω)∨,

H lf
p (Pn(C) \

(
D̂ ∪

∐
ν

Δν

)
,L∨

ω) � Hp(Pn(C), D̂ ∪
∐
ν

Δν ,Lω)∨.

Combining these isomorphisms with the dual of the exact sequence (3.8),
noting that M = Pn(C) \ D̂, we obtain the exact sequence:

−→ H lf
n+1(M \

∐
ν

Δν ,L∨
ω) −→ H lf

n (
∐
ν

Δν ,L∨
ω) (3.9)

−→ H lf
n (M,L∨

ω) −→ H lf
n (M \

∐
ν

Δν ,L∨
ω) −→ H lf

n−1(
∐
ν

Δν ,L∨
ω).

Since the first isomorphism of (3.7) holds for any C∞-manifold M , we have

H lf
p (M \

∐
ν

Δν ,L∨
ω) � H2n−p(M \

∐
ν

Δν ,L∨
ω).

On the other hand, M \∐ν Δν is homotopic to

M = Cn \
m⋃

j=1

{P j = 0}, where P j(u) = x1ju1 + · · · + xnjun.

Hence, setting ω =
∑
αj

dP j

P j
, we obtain an isomorphism

H2n−p(M \
∐
ν

Δν ,L∨
ω) � H2n−p(M,L∨

ω). (3.10)

As each P j is homogeneous, by Theorem 2.6 (1), if the condition
∑m

j=1 αj /∈ Z
is satisfied, then the twisted cohomologies of the right-hand side of (3.10) all
vanish, and in (3.9), we have

H lf
p (M \

∐
ν

Δν ,L∨
ω) = 0, p = n+ 1, n.

Hence, we have shown an isomorphism

H lf
n (

∐
ν

Δν ,L∨
ω) � H lf

n (M,L∨
ω). (3.11)

But here, as Δν is convex, it is homeomorphic to Rn, and we can fix a branch
UΔν of U on Δν from which we obtain

H lf
n (

∐
ν

Δν ,L∨
ω) �

s⊕
ν=1

C[Δν ⊗ UΔν ].
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By Lemma 3.1 (3), (3.11), and the above result, we have shown the following
lemma.

Lemma 3.2. Under the assumption
∑m

j=1 αj /∈ Z, twisted cycles Δν ⊗ UΔν

defined by bounded chambers Δν , 1 ≤ ν ≤ (
m−1

n

)
, form a basis of H lf

n (M,L∨
ω):

H lf
n (M,L∨

ω) �
(m−1

n )⊕
ν=1

C[Δν ⊗ UΔν ].

3.2.4 Construction of Twisted Cycles

For the one-dimensional case (in § 2.3), we constructed a twisted cycle Δj(ω)
associated to each interval Δj = (xj , xj+1), and we can construct a twisted
cycleΔ(ω) ∈ Hn(M,L∨

ω) associated to each bounded chamber for an arrange-
ment of hyperplanes in general position. The idea is that since Δ is locally
the product of the one-dimensional case, we take the product of part of the
twisted cycles of dimension 1, and construct Δ(ω) by gluing them following
a standard recipe in differential topology.

Since the symbols become complicated for the general case, for simplic-
ity, we assume that a bounded chamber Δ is surrounded by t hyperplanes
H1, · · · , Ht (Figure 3.2) and for I ⊂ {1, 2, · · · , t}, we use the following nota-
tion: HI =

⋂
i∈I Hi, ΔI = Δ ∩HI , TI(ε) := ε-neighborhood of ΔI , where ε

is sufficiently small.

Fig. 3.2

Fix the standard orientation of Rn defined by the coordinates (u1, · · · , un)
and introduce the induced orientation on Δ. First, we set
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c0 := Δ \
⋃
I

TI(ε),

and introduce the same orientation as Δ. For any p ∈ ∂Δ, we can fix the
subset I ⊂ {1, · · · , t} satisfying

p ∈ ΔI \
⋃
J�I

ΔJ .

Then, we can choose a sufficiently small neighborhood WI(p) of p and local
chart (w1, · · · , wn) with the following conditions:

(1) The orientation on WI(p)∩Rn defined by its local charts (w1, · · · , wn)
coincides with the standard orientation on Rn.

(2) WI(p)={w ∈ Cn | |wj |≤1, 1≤j≤n},
WI(p)∩Δ={w ∈ Rn|0≤wi≤1, 1≤ i≤k, |wj |≤1, k + 1≤j≤n},
WI(p)∩ΔI ={w ∈ Rn|wi =0, 1≤ i≤k, |wj |≤1, k + 1≤j≤n},
WI(p)∩TI(ε)={w ∈ WI(p)||wi| < ε, 1≤ i≤k}.

Now, let S1
ε (0) be the circle with the center at 0 with radius ε having the

positive orientation and with the fixed starting point ε. We consider the n-
chain in WI(p)

cI(p) :=
1
di1

S1
ε (0)× · · · × 1

dik

S1
ε(0) × [−1, 1]n−k.

Here, we assume that {wk = 0} corresponds to the hyperplane Hik
, setting

dik
= exp(2π

√−1αik
) − 1, and introduce the product of the orientations on

cI(p) (Figure 3.3).

Fig. 3.3

By using the uniqueness theorem of tubular neighborhood ([Mat], p.21),
gluing cI(p) constructed on each point of ΔI \

⋃
J�I TJ(ε), we can construct

a twisted chain cI . From Figure 3.4, the reader may understand what can
be obtained by constructing “earthen pipes” around ΔI is this cI . Now, by
setting
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Fig. 3.4 Conceptual diagram

Δ(ω) = c0 +
n∑

|I|=1

∑
I

cI ,

we obtain the following lemma:

Lemma 3.3. ∂ωΔ(ω) = 0.

Proof. By the construction of each cI(p), if we can verify ∂ωΔ(ω) = 0
mod ∂WI(p), as the tubular neighborhoods glue together, we can conclude
∂ωΔ(ω) = 0. Let us show this by induction on |I|: for |I| = 1, assuming
I = {1} and setting W := W1(p) for simplicity (cf. Figure 3.4), we have

c0 ∩W = [ε, 1]× [−1, 1]n−1,

c1 ∩W =
1
d1
S1

ε (0)× [−1, 1]n−1.

As we have, modulo the boundary ∂W of W = {w ∈ Cn | |wi |≤ 1},

∂ω(c0 ∩W ) ≡ −〈ε〉 × [−1, 1]n−1 (mod ∂W ),

∂ω(c1 ∩W ) ≡ 〈ε〉 × [−1, 1]n−1 (mod ∂W ),

this implies ∂ω(Δ(ω) ∩W ) ≡ 0 (mod ∂W ). For |I| = 2, similarly, setting
I = {1, 2}, W = W12(p) (cf. Figure 3.4), we obtain
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c0 ∩W = [ε, 1]× [ε, 1]× [−1, 1]n−2, (3.12)

c1 ∩W =
1
d1
S1

ε (0)× [ε, 1]× [−1, 1]n−2,

c2 ∩W = [ε, 1]× 1
d2
S1

ε (0)× [−1, 1]n−2,

c12 ∩W =
1
d1
S1

ε (0)× 1
d2
S1

ε (0)× [−1, 1]n−2.

Here, let us say a few words on c2 ∩W : by the definition of c2(p), expressing,
by using the local charts (w2, w1, · · · , wn), as

c2 ∩W =
1
d2
S1

ε (0) × [−1, 1]n−1, (3.13)

(w2, w1, · · · , wn) defines an opposite orientation to that on Rn defined by
(w1, w2, · · · , wn), hence, the orientation on c2∩W has to be opposite to the
product of the orientations in the right-hand side of (3.13). Hence, the formu-
las (3.12) hold with the orientation. Similarly as before, setting I = [−1, 1],
we see that

∂ω(c0 ∩W ) ≡ −〈ε〉×[ε, 1]×In−2 + [ε, 1]×〈ε〉×In−2 (mod ∂W ),

∂ω(c1 ∩W ) ≡ 〈ε〉×[ε, 1]×In−2 +
1
d1
S1

ε (0)×〈ε〉×In−2 (mod ∂W ),

∂ω(c2 ∩W ) ≡ −〈ε〉× 1
d2
S1

ε (0)×In−2 − [ε, 1]×〈ε〉×In−2 (mod ∂W ),

∂ω(c12 ∩W ) ≡ 〈ε〉× 1
d2
S1

ε (0)×In−2 − 1
d1
S1

ε(0)×〈ε〉×In−2 (mod ∂W ),

from which we obtain ∂ω(Δ(ω) ∩W ) ≡ 0 (mod ∂W ). Repeating this argu-
ment for each WI(p), we obtain ∂ωΔ(ω) = 0.

3.2.5 Regularization of Integrals

We have constructed in § 3.2.4 the twisted cycleΔν(ω) for a bounded chamber
Δν , 1 ≤ ν ≤ (

m−1
n

)
. By construction, as Δν(ω) is ε > 0 away from D =

∪{Pj = 0}, the integral
∫

Δν(ω)

∏
P

αj

j du · · ·dun makes sense for any αj /∈ Z
and for αj ∈ (C \ Z)∩{�αj > −1} and we have∫

Δν(ω)

∏
P

αj

j du1 · · · dun =
∫

Δν

∏
P

αj

j du1 · · ·dun. (3.14)
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In this sense, the left-hand side of (3.14) provides an analytic continuation of
the right-hand side of (3.14), which diverges when �αj ≤ −1, with respect to
the parameters α1, · · · , αm, and we have concretely constructed the so-called
Hadamard finite part of a divergent integral. For a chamberΔν , the operation
to construct the twisted cycle Δν(ω) is called a regularization. Then, since,
by Lemma 3.2, under the assumption

∑m
j=1 αj /∈ Z, Δν , 1 ≤ ν ≤ (

m−1
n

)
form

a basis of H lf
n (M,L∨

ω), the map

reg : H lf
n (M,L∨

ω) −−−−−→ Hn(M,L∨
ω)

[Δν ] −−−−−→ [Δν(ω)]

defines a homomorphism fromH lf
n (M,L∨

ω) toHn(M,L∨
ω). On the other hand,

there also is a natural homomorphism

κ : Hn(M,L∨
ω) −−−−−→ H lf

n (M,L∨
ω).

By construction of a twisted cycle, the support of κ·reg(Δν)−Δν is contained
in any ε-neighborhood of ∂Δν which implies that for any ϕ ∈ An

c (M), we
have ∫

κ·reg(Δν)−Δν

U · ϕ = 0.

By Lemma 2.9 (2), this means that the formula

κ · reg(Δν) −Δν S 0

in H lf
n (M,L∨

ω) which implies κ ·reg=1. As dimHn(M,L∨
ω)= dimH lf

n (M,L∨
ω),

reg becomes an isomorphism. Summarizing this, we obtain the following
theorem.

Theorem 3.1. Under the assumptions αj /∈ Z, 1 ≤ j ≤ m and
∑m

j=1 αj /∈ Z,(
m−1

n

)
bounded chambers Δν , 1 ≤ ν ≤ (

m−1
n

)
form a basis of H lf

n (M,L∨
ω),

and the regularization map

reg : H lf
n (M,L∨

ω)
∼−−−−−→ Hn(M,L∨

ω)

[Δν ] −−−−−→ [Δν(ω)]

becomes an isomorphism. Therefore, Δν(ω), 1 ≤ ν ≤ (
m−1

n

)
provide a basis

of Hn(M,L∨
ω).

For J = {j1, · · · , jn}, we abbreviate as ϕ〈J〉 := dPj1
Pj1

∧ · · · ∧ dPjn

Pjn
. By the

above theorem, together with Lemma 2.9 (1), Theorem 2.5 and Corollary
2.6, we obtain the following corollary:

Corollary 3.1. Under the same assumptions, we have
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det
(∫

Δν(ω)

U · ϕ〈J〉
)
�= 0.

Here, 1 ≤ ν ≤ (
m−1

n

)
and J runs over all J ⊂ {1, · · · ,m− 1}, |J | = n.

3.3 Kummer’s Method for Integral Representations and
Its Modernization via the Twisted de Rham Theory:
Integral Representations of Hypergeometric Series
of Type (n+ 1,m+ 1)

3.3.1 Kummer’s Method

To express an infinite sum series as an integral, Kummer [Ku] used an excel-
lent method described as follows. That is, suppose that, for an infinite series∑∞

k=0 akbk, we could find nice functions satisfying:

(1) a continuous function U(u) on a bounded closed domain Δ of Rn and
a series of functions ϕk(u), k ∈ Z>0;

(2)
∫

Δ U(u)ϕk(u)du = bk
∫

Δ U(u)ϕ0(u)du, k ∈ Z>0

and
∫

Δ

U(u)ϕ0(u)du �= 0;

(3) the sum
∑∞

k=1 akϕk(u) converges uniformly to a continuous function
Φ(u) on Δ.

Then, we may have

∞∑
k=1

akbk =
∞∑

k=1

ak

∫
Δ

U(u)ϕk(u)du/
∫

Δ

U(u)ϕ0(u)du (3.15)

=
∫

Δ

U(u)Φ(u)du/
∫

Δ

U(u)ϕ0(u)du,

namely, the convergence of the series
∑∞

k=1 akbk and an integral representa-
tion of the sum are obtained at the same time. Below, we call this Kummer’s
method.

3.3.2 One-Dimensional Case

By the above Kummer’s method, we would like to show that a general hy-
pergeometric series defined in § 3.1 converges and possesses an integral rep-
resentation. First, let us show this in the most simple one-dimensional case.
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As was shown in Theorem 2.11, for M = C \ {x1, · · · , xm}, U =
∏m

j=1

(u−xj)αj , xj ∈ R, under the assumptions αj /∈ Z(1 ≤ j ≤ m),
∑
αj /∈ Z, we

have dimH1(Ω•(∗D),∇ω) = m − 1. Hence, only in the case when m = 2,
we have dimH1(Ω•(∗D),∇ω) = 1, and in this case, for any k ∈ Z≥0, there
exists a constant bk ∈ C such that ukdu S bkdu in H1(Ω(∗D),∇ω). Hence,
using the regularization reg(Δ) = Δ(ω) of the interval Δ = (x1, x2), we have∫

Δ(ω)

U · ukdu = bk

∫
Δ(ω)

Udu, k ∈ Z≥0

which corresponds to the case ϕk(u) = uk in the notation of § 3.3.1. Hence,
if the power series

∑∞
k=0 aku

k converges uniformly to Φ(u) on Δ(ω), the
sum

∑∞
k=0 akbk converges, and at the same time, we have

∑∞
k=0 akbk =∫

Δ(ω)
UΦdu/

∫
Δ(ω)

Udu. In particular, taking the configuration of two points
as x1 = 0, x2 = 1 and reducing the exponents α1, α2 by 1, Euler’s beta
function ∫

Δ(ω)

uα1−1(1 − u)α2−1du = Γ (α1)Γ (α2)/Γ (α1 + α2)

appears as the integral
∫

Δ(ω) Udu. Hence, by an identity of the Γ -function,
we obtain ∫

Δ(ω)

U · ukdu =
(α1; k)

(α1 + α2; k)

∫
Δ(ω)

Udu. (3.16)

3.3.3 Higher-Dimensional Case

Using the notation defined in § 3.2, let us consider an n-dimensional case. As
dimHn(Ω•(∗D),∇ω) =

(
m−1

n

)
, only in the case m−1 = n, the twisted coho-

mology Hn(Ω•(∗D),∇ω) becomes one-dimensional and an argument similar
to § 3.3.2 applies. Normalizing an arrangement of n+ 1 hyperplanes as

Hi = {ui = 0}, 1 ≤ i ≤ n, Hn+1 = {1− u1 − · · · − un = 0},

set

U(u) =
n∏

i=1

uαi−1
i · (1 −

n∑
i=1

ui)αn+1−1, ω = dU/U

Δn = {u ∈ Rn|ui > 0, 1 ≤ i ≤ n, 1 −
∑

ui > 0}. (3.17)

First, as a generalization of Euler’s beta function, recall the Dirichlet integral
([W-W] p.258):
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Δn(ω)

Udu =
n+1∏
i=1

Γ (αi)/Γ (α1 + · · ·+ αn+1). (3.18)

Using a multi-index ν = (ν1, · · · , νn) ∈ Zn, by (3.18), we obtain

(α1; ν1) · · · (αn; νn)(∑n+1
i=1 αi; |ν|

) =
Γ
(∑n+1

i=1 αi

)
∏n+1

i=1 Γ (αi)

∫
Δn(ω)

U · uνdu.

Summarizing, we obtain:

Lemma 3.4. Let Δn(ω) be the regularization of an n-simplex Δn in Rn, and
suppose that the exponents of the multi-valued function U satisfy αi /∈ Z,
1 ≤ i ≤ n+ 1,

∑n+1
i=1 αi /∈ Z. Then, for ν ∈ Zn, we have

(α1; ν1) · · · (αn; νn)(∑n+1
i=1 αi; |ν|

) =
Γ
(∑n+1

i=1 αi

)
∏n+1

i=1 Γ (αi)

∫
Δn(ω)

U · uνdu. (3.19)

3.3.4 Elementary Integral Representations

To treat the hypergeometric series introduced in § 3.1, we rewrite (3.19) a
little bit by using (3.3). By 1/

(∑n+1
i=1 αi; |ν|

)
= (−1)|ν|

(
1 −∑n+1

i=1 αi;−|ν|
)
,

we have

(α1; ν1) · · · (αn; νn)(β;−|ν|) = c

∫
Δn(ω)

U · (−u)νdu, (3.20)

where β = 1 −
n+1∑
i=1

αi, c = Γ

(n+1∑
i=1

αi

)
/

n+1∏
i=1

Γ (αi).

Introducing a redundant parameter γ /∈ Z to the hypergeometric series (3.1),
by using (3.3), we rewrite it as

F ((αk), x) =
∑

ν

∏
k∈K

(αk; ak(ν))
(γ; |ν|)
(γ; |ν|)

xν

ν!

=
∑

ν

∏
k∈K

(αk; ak(ν)) · (1 − γ;−|ν|) · (γ; |ν|)(−x)ν

ν!
.

Below, for simplicity, we set K = {1, · · · ,m} and define the linear form am+2

on L = Zn and the exponent αm+2 by
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am+2(ν) := −ν1 − · · · − νn, αm+2 := 1 − γ, K∗ = K ∪ {m+ 2}.

By the condition (3.2), we have∑
k∈K∗

ak(ei) = 0, 1 ≤ i ≤ n

from which we deduce ∑
k∈K∗

ak(ν) = 0

for any ν ∈ Zn. If we transform (3.20) by

n −→ m, αi −→ αk, νi −→ ak(ν), β −→ αm+2, −|ν| −→ am+2(ν),

by simple computation, we obtain∏
k∈K∗

(αk; ak(ν)) = c

∫
Δm(ω)

U ·
∏
k∈K

(−uk)ak(ν)dmu, (3.21)

where ⎧⎪⎪⎪⎨⎪⎪⎪⎩
U =

∏
k∈K

uαk−1
k · (1 −

∑
k∈K

uk)
− ∑

k∈K∗
αk

, dmu = du1 · · · dum,

c = Γ (γ)/Γ (γ −
∑
k∈K

αk) ·
∏
k∈K

Γ (αk).
(3.22)

Hence, by Kummer’s method, we obtain

F ((αk), x) = c
∑

ν

(γ; |ν|)(−x)ν

ν!

∫
Δm(ω)

U ·
∏
k∈K

(−uk)ak(ν)dmu

= c
∑

ν

(γ; |ν|)
ν!

∫
Δm(ω)

U ·
n∏

i=1

(
−xi

∏
k∈K

(−uk)ak(ei)

)νi

dmu.

On the other hand, by construction, Δm(ω) is compact, its distance with
each axe is no less than ε, and ε ≤ |ui| ≤ 1, 1 ≤ i ≤ n on it. Hence, for a
sufficiently small |x|, ∣∣−xi

∏
k∈K(−uk)ak(ei)

∣∣ becomes sufficiently small, and
the multi-series ∑

ν

(γ; |ν|)
ν!

n∏
i=1

(
−xi

∏
k∈K

(−uk)ak(ei)

)νi

converges on Δm(ω) uniformly to
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1 +

n∑
i=1

xi

∏
k∈K

(−uk)ak(ei)

)−γ

.

Hence, the power series (3.1) converges for sufficiently small |x|, it possesses
an integral representation

F ((αk), x) = c

∫
Δm(ω)

U ·
(

1 +
n∑

i=1

xi

∏
k∈K

(−uk)ak(ei)

)−γ

dmu,

where c, U etc. are defined in (3.22). Thus, we have shown the following
theorem.

Theorem 3.2. The hypergeometric series

F ((αk), x) =
∑

ν

∏
k∈K

(αk; ak(ν)) · x
ν

ν!

converges in sufficiently small neighborhood of the origin. If we add a redun-
dant parameter γ /∈ Z, under the conditions αk /∈ Z, k ∈ K, γ−∑k∈K αk /∈ Z,
we have the following elementary integral representation:

F ((αk), x) = c

∫
Δm(ω)

∏
k∈K

uak−1
k ·

(
1 −

∑
k∈K

uk

)γ−∑
k∈K αk−1

·
(

1 +
n∑

i=1

xi ·
∏
k∈K

(−uk)ak(ei)

)−γ

dmu,

c = Γ (γ)/Γ (γ −
∑
k∈K

αk) ·
∏
k∈K

Γ (αk), m = |K|.

3.3.5 Hypergeometric Function of Type (3, 6)

By the form of a hypergeometric function, namely, the way we take linear
forms ak, k ∈ K on the lattice L = Zn, it might be possible that one does not
need to use the redundant parameter γ to obtain an integral representation.
Here, we show its idea with an important example. The hypergeometric series
of type (3, 6)

F ((αi), (βj), γ;x)

=
∑

ν

(α1; a1(ν))(α2; a2(ν))(β1; b1(ν))(β2; b2(ν))
(γ; c(ν))ν!

xν
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is defined by setting n = 2, m = 5 in § 3.1.3 and taking five linear forms on
the lattice L = M2(Z):

a1(ν) = ν11 + ν12, b1(ν) = ν11 + ν21,
a2(ν) = ν21 + ν22, b1(ν) = ν12 + ν22,
c(ν) = ν11 + ν12 + ν21 + ν22.

By a1(ν) + a2(ν) = c(ν), replacing (3.19) by

n −→ 2, αi −→ αi, νi −→ ai(ν),
∑

αi −→ γ,

we obtain

(α1; a1(ν))(α2; a2(ν))
(γ; c(ν))

= c

∫
Δ2(ω)

U · u1
a1(ν)u2

a2(ν)d2u,

U = uα1−1
1 uα2−1

2 (1 − u1 − u2)γ−α1−α2−1,

c = Γ (γ)/Γ (α1)Γ (α2)Γ (γ − α1 − α2).

By simple computation using Kummer’s method, we obtain

F ((αi), (βj), γ;x)

= c
∑

ν

∫
Δ2(ω)

U ·
∑

ν11,ν21

(β1; ν11 + ν21)
ν11! ν21!

(x11u1)ν11(x21u2)ν21

·
∑

ν12,ν22

(β2; ν12 + ν22)
ν12! ν22!

(x12u1)ν12 (x12u2)ν22d2u.

When |x| is sufficiently small, by the multinomial theorem, the above two
series converge to (1−x11u1−x21u2)−β1 and (1−x12u1−x22u2)−β2 uniformly
on Δ2(ω), respectively. Consequently, we obtain

F ((αi), (βj), γ;x)

= c

∫
Δ2(ω)

U · (1 − x11u1 − x21u2)−β1(1 − x12u1 − x22u2)−β2d2u.

By b1(ν) + b2(ν) = c(ν), almost the same computation yields the second
integral representation of F ((αi), (βj), γ;x):
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F ((αi), (βj), γ;x) (3.23)

= c′
∫

Δ2(ω)

uβ1−1
1 uβ2−1

2 (1 − u1 − u2)γ−β1−β2−1

· (1 − x11u1 − x12u2)−α1(1 − x21u1 − x22u2)−α2d2u,

c′ = Γ (γ)/Γ (β1)Γ (β2)Γ (γ − β1 − β2).

This can be regarded as a duality of E(3, 6, α) explained later in § 3.3.7.

3.3.6 Hypergeometric Functions of Type (n+ 1,m+ 1)

We can clearly apply the method used for hypergeometric series of type (3, 6)
to a general hypergeometric series (3.5) of type (n + 1,m + 1). We use the
notation defined in § 3.1.3. By

∑n
i=1 ai(ν) = c(ν), we obtain the first integral

representation, and by
∑m−n−1

j=1 bj(ν) = c(ν), we obtain the second integral
representation. The results are stated as follows:

Theorem 3.3. In the hypergeometric series of type (n+ 1,m+ 1)

F ((αi), (βj), γ;x) =
∑

ν

∏n
i=1(αi; ai(ν))

∏m−n−1
j=1 (βj ; bj(ν))

(γ; c(ν))ν!
xν ,

suppose that the parameters satisfy the conditions:

αi /∈ Z, 1 ≤ i ≤ n, βj /∈ Z, 1 ≤ j ≤ m− n− 1,

γ −
n∑

i=1

αi /∈ Z, γ −
m−n−1∑

j=1

βj /∈ Z.

Then, the above series admits two integral representations:

F ((αi), (βj), γ;x) (3.24)

= c1

∫
Δn(ω1)

U1(u) ·
m−n−1∏

j=1

(1 − x1ju1 − · · · − xnjun)−βjdnu,

U1(u) =
n∏

i=1

uαi−1
i · (1 − u1 − · · · − un)γ−∑

αi−1,

c1 = Γ (γ)/Γ

(
γ −

n∑
i=1

αi

)
·

n∏
i=1

Γ (αi),
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F ((αi), (βj), γ;x) (3.25)

= c2

∫
Δm−n−1(ω2)

U2(u)

·
n∏

j=1

(1 − xi1u1 − · · · − xi,m−n−1um−n−1)−αidm−n−1u,

U2(u) =
m−n−1∏

j=1

u
βj−1
j · (1 − u1 − · · · − um−n−1)γ−∑

βj−1,

c2 = Γ (γ)/Γ

⎛⎝γ − m−n−1∑
j=1

βj

⎞⎠ ·
m−n−1∏

j=1

Γ (βj).

3.3.7 Horn’s Cases

We can apply a similar method to find an integral representation for 14
hypergeometric series in Horn’s list ([Er1], pp.224–225). Here, we treat two
such examples.

Example 3.1. Appell’s F4 is introduced as a power series in § 3.1.8 which has
the form:

F4(α, β, γ1, γ2;x1, x2) =
∞∑

ν1,ν2=0

(α; ν1 + ν2)(β; ν1 + ν2)
(γ1; ν1)(γ2; ν2)ν1! ν2!

xν1
1 x

ν2
2 .

By formula (3.3) and Lemma 3.4, we have

(α; ν1 + ν2)
(γ1; ν1)(γ2; ν2)

=
(1 − γ1;−ν1)(1 − γ2;−ν2)

(1 − α;−ν1 − ν2)

= c

∫ ∫
Δ2(ω)

u−γ1
1 u−γ2

2 (1 − u1 − u2)γ1+γ2−α−2u−ν1
1 u−ν2

2 du1du2,

c =
Γ (1 − α)

Γ (1 − γ1)Γ (1 − γ2)Γ (γ1 + γ2 − α− 1)
.

With Kummer’s method, we obtain

F4(α, β, γ1, γ2;x1, x2)

= c

∫ ∫
Δ2(ω)

u−γ1
1 u−γ2

2 (1 − u1 − u2)γ1+γ2−α−2

(
1 − x1

u1
− x2

u2

)−β

du1 ∧ du2
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by simple computation. One can also obtain an integral representation of FC

in almost the same way as above.

Example 3.2. In Horn’s list, G3 is introduced as a power series in § 3.1.9 which
has the form:

G3(α, β;x1, x2) =
∞∑

ν1,ν2=0

(α; 2ν2 − ν1)(β; 2ν1 − ν2)
ν1! ν2!

xν1
1 x

ν2
2 .

Here, introducing the redundant parameter κ, we first rewrite the above
series as

G3 =
∞∑

ν1,ν2=0

(α; 2ν2 − ν1)(β; 2ν1 − ν2)
(κ; ν1 + ν2)

· (κ; ν1 + ν2)
ν1! ν2!

xν1
1 x

ν2
2 .

Rewriting Lemma 3.4 by

n −→ 2, α1 −→ α, α2 −→ β, ν1 −→ 2ν2 − ν1,
ν2 −→ 2ν1 − ν2, α1 + α2 + α3 −→ κ,

we obtain

(α; 2ν2 − ν1)(β; 2ν1 − ν2)
(κ; ν1 + ν2)

= c

∫ ∫
Δ2(ω)

uα−1
1 uβ−1

2 (1 − u1 − u2)κ−α−β−1u2ν2−ν1
1 u2ν1−ν2

2 du1 ∧ du2,

c = Γ (κ)/Γ (α)Γ (β)Γ (κ− α− β).

Applying also Kummer’s method, we obtain an integral representation

G3 = c

∫ ∫
Δ2(ω)

uα−1
1 uβ−1

2 (1 − u1 − u2)κ−α−β−1

·
∞∑

ν1,ν2=0

(κ; ν1 + ν2)
ν1! ν2!

(
u2

u1

2
x1

)ν1(u1

u2

2
x2

)ν2

du1 ∧ du2

= c

∫ ∫
Δ2(ω)

uα−1
1 uβ−1

2 (1 − u1 − u2)κ−α−β−1

·
(

1 − u2

u1

2
x1 − u1

u2

2
x2

)−κ

du1 ∧ du2.

Remark 3.3. The results obtained by systematic computations for Horn’s list
can be found in a table in [Kit1], pp.56–58. From another viewpoint, [Dw-Lo]
also obtain an integral representation, but the domain of the integral is not
calculated. Here, we can again find the effectiveness of the twisted cycles.
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3.4 System of Hypergeometric Differential Equations
E(n+ 1,m+ 1;α)

3.4.1 Hypergeometric Integral of Type (n+ 1,m+ 1;α)

Let us start from the integral representation of the hypergeometric series
F ((αi), (βj), γ;x) of type (n+ 1,m+ 1) obtained in § 3.3.6:

F ((αi), (βj), γ;x) (3.26)

=
∑

ν

∏n
i=1(αi; νi1 + · · ·+ νi,m−n−1)

∏m−n−1
j=1 (βj ; ν1j + · · · + νnj)

(γ;
∑

i,j νij)ν!
xν

=
Γ (γ)

Γ (γ −∑n
i=1 αi)

∏n
i=1 Γ (αi)

∫
Δn(ω)

n∏
i=1

uαi−1
i · (1 −

n∑
i=1

ui)γ−∑n
i=1 αi−1

·
m−n−1∏

j=1

(1 −
n∑

i=1

xijui)−βjdu1 · · · dun.

Now, we associate a hyperplane a0 +a1u1 + · · ·+anun = 0 in Cn to a column
vector t(a0, a1, · · · , an). Arranging the hyperplanes appearing in the above
integral and the hyperplane at infinity, we obtain the (n+1)×(m+1) matrix⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 · · · · · · · · · 0 1 1 · · · · · · 1
0 1 0 · · · · · · 0 −1 −x11 · · · · · · −x1,m−n−1

0 0 1
. . .

...
...

...
...

...
...

. . .
. . .

. . .
...

...
...

...
...

...
. . . 1 0

...
...

...
0 0 · · · · · · 0 1 −1 −xn1 · · · · · · −xn,m−n−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.27)

We can regard the above matrix as a matrix defining an arrangement of
m+1 hyperplanes in Pn. For an integral representation, changing the defining
equation of a hyperplane corresponds to a multiplication by a scalar, and it
has no essential effect. This corresponds to the multiplication of an (m+1)×
(m + 1) diagonal matrix from the right to the matrix (3.27). Changing the
homogeneous coordinates of Pn corresponds to the multiplication of a matrix
of GLn+1 from the left to the matrix (3.27). Hence, the most general form of
a matrix (3.27) with bigger symmetry is
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x =

⎛⎜⎝x00 · · · · · · x0m

...
...

xn0 · · · · · · xnm

⎞⎟⎠ ∈Mn+1, m+1(C), (3.28)

where, each column vector �= 0.

This can be regarded as defining an arrangement of m+1 hyperplanes in Pn.
Below, we consider mainly the open subset of Mn+1, m+1(C) defined by

X := {x ∈Mn+1, m+1(C)|any (n+ 1)× (n+ 1) minor of x is not zero}.

On X , GLn+1(C) acts from the left and Hm+1 = {diag(h0, · · · , hm)|hj ∈
C∗} from the right. To derive an integral representation associated to an
arrangement of hyperplanes (3.28) which corresponds to the integral (3.26),
we use homogeneous coordinates of Pn. First, we take an n-form on the affine
space Cn+1 with coordinates (v0, · · · , vn)

τ =
n∑

i=0

(−1)ividv0 ∧ · · · ∧ d̂vi ∧ · · · ∧ dvn, (3.29)

and consider the n-form on Cn+1

m∏
j=0

(x0jv0 + · · ·+ xnjvn)αj · τ.

As this form has the weight
∑m

j=0 αj + n+ 1, if it satisfies the condition

m∑
j=0

αj + n+ 1 = 0, (3.30)

this defines a multi-valued n-form on Mx := Pn \ ⋃m
j=0 {

∑n
i=0 xijvi = 0}.

From now, we provide a formulation to regard an integral of this n-form on
an appropriate twisted cycle as a function of x.

M:=
⋃

x∈X

Mx

=Pn ×X −
m⋃

j=0

{
(v, x) ∈ Pn ×X |

n∑
i=0

xijvi = 0

}

is an n+ (n+ 1)(m + 1)-dimensional complex manifold. Denoting the holo-
morphic map on M induced by the projection Pn ×X −→ X by

π : M −→ X,
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(M, π,X) is a complex analytic family with the space of parametersX whose
fiber is the complement of an arrangement of hyperplanes in Pn. Below, we use
inhomogeneous coordinates u1 = v1/v0, · · · , un = vn/v0 of Pn, and assume
t(x00, · · · , xn0) = t(1, 0, · · · , 0) for simplicity. Then, U(u;x) =

∏m
j=0(x0j +

x1ju1 + · · · + xnjun)αj is a multi-valued holomorphic function on M and
ω(u;x) = dU(u;x)/U(u;x) is a single-valued holomorphic 1-form on M which
defines the covariant differential ∇ω(u;x) := d+ω(u;x)∧ on M. As in § 2.1.5,
the solutions of ∇ω(u;x)h = 0, h ∈ OM defines a local system Lω(u;x) of
rank 1 on M, and the restriction of Lω(u;x) to Mx clearly coincides with the
local system Lωx defined by the covariant differential on Mx associated to
ωx := ω(u;x)|Mx .

As the arrangement of hyperplanes Pn defined by x is in general position
(cf. § 2.9.1), varying x a little bit in X , the Mx’s are isotopic to each other.
Hence, the function

x 	−→ Hn(Mx,L∨
ωx

)

becomes locally constant, and

H∨
n :=

⋃
x∈X

Hn(Mx,L∨
ωx

)

forms a flat vector bundle on X with fiber C(m−1
n ) whose transition matrices

are constant, or in other words, a local system of rank
(
m−1

n

)
. Considering

an integral

F (x;α) =
∫

σx

U(u;x)du1 ∧ · · · ∧ dun (3.31)

for a local section σx (x varies in an open neighborhood W ) of H∨
n , this

becomes a holomorphic function of x. We call this integral the hypergeometric
integral of type (n+1,m+1). Take any continuous curve γ in X , and choose
a local section H∨

n along this path. Continuing U(u;x) analytically along
γ at the same time, we obtain the analytic continuation of (3.31) along γ.
Repeating this for all γ, we see that F (x;α) can be analytically continued to
the whole X .

Now, to derive a differential equation satisfied by the function F (x;α) in
x, let us first study the induced action of GLn+1(C) and Hm+1 on F (x;α).

3.4.2 Differential Equation E(n+ 1,m+ 1;α)

(i) The action of Hm+1

As (3.31) is homogeneous with respect to x0j , · · · , xnj of degree αj ,
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F ((λjxij);α) =
m∏

j=0

λ
αj

j · F ((xij);α). (3.32)

(ii) The action of GLn+1(C)
For v = (v0, · · · , vn), g ∈ GLn+1(C), under the coordinate transform
v′ = vg−1, by using xj = t(x0j , · · · , xnj), the hyperplane vxj = 0 is
transformed to v′gxj = 0, hence, the matrix defining an arrangement
(3.28) is transformed to gx. Denoting (3.29) corresponding to v′ by τ ′,
we have

τ ′ = (det g)−1τ, (3.33)

by simple computation. See Figure 3.5.

Fig. 3.5

Now, by definition, we have

F (gx;α) =
∫

σgx

m∏
j=0

(v′gxj)αj τ ′.

Since GLn+1(C) is connected, the unit matrix 1n+1 and g is joined by a
continuous curve γ : [0, 1] −→ GLn+1(C). Then, Mγ(t)x continuously varies
from Mx to Mgx without changing its isotopic type, and locally, it becomes
the product of Mγ(t)x and a small interval containing t. Hence, setting

Mγ =
⋃

t∈[0,1]

Mγ(t)x,

σx and σgx are homologous in Hn(Mγ ,Lω(u;x)|Mγ ) from which we conclude∫
σgx

m∏
j=0

(v′gxj)αj τ ′ =
∫

σx

m∏
j=0

(vxj)αj (det g)−1τ.
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Thus, we obtain the GLn+1(C)-invariance

F (gx;α) = (det g)−1F (x;α). (3.34)

Remark 3.4. We denote the subgroup of GLn+1(C) of the matrices with de-
terminant 1 by SLn+1(C). By (3.34), we have

F (gx;α) = F (x;α), g ∈ SLn+1(C).

Hence, we can regard F (x;α) as a function on the quotient space SLn+1(C)\X
of X by SLn+1(C).

We briefly explain this below.
Denote the set of complex (n + 1)-dimensional subspaces of the (m + 1)-

dimensional complex vector space V = Cm+1 by G(n + 1,m + 1) and call
it a Grassmannian. Denote the

((
m+1
n+1

)− 1
)
-dimensional projective space

constructed from the
(
m+1
n+1

)
-dimensional vector space ∧n+1V by P(∧n+1V ).

Taking a basis v0, · · · , vn of an (n + 1)-dimensional subspace Λ of V and
forming v0 ∧ · · · ∧ vn ∈ ∧n+1V , a change of basis corresponds to the multi-
plication by a non-zero, hence, it defines a point [v0 ∧ · · · ∧ vn] of P(∧n+1V ).
By this fact, we can define the map

Φ : G(n+ 1,m+ 1) −−−−−→ P(∧n+1V )

Λ 	−−−−−→ [v0 ∧ · · · ∧ vn].

It is known that Φ is an embedding and its image is an (n + 1)(m − n)-
dimensional non-singular projective algebraic variety. Hence, via this Φ,G(n+
1,m + 1) can be regarded as an algebraic variety. Fixing a basis e0, · · · , em
of V , a basis of Λ defines a matrix Λ̃ by the formula

⎛⎜⎝v0...
vn

⎞⎟⎠ = Λ̃

⎛⎜⎜⎜⎝
e0
e1
...
em

⎞⎟⎟⎟⎠ , Λ̃ ∈Mn+1, m+1(C), rank Λ̃ = n+ 1.

A change of basis of Λ corresponds to the multiplication of an element of
GLn+1(C) from the left, and G(n+1,m+1) can be expressed as the quotient
space:

G(n+ 1,m+ 1) = GLn+1(C)\Z,
Z = {z ∈Mn+1,m+1(C)|rank z = n+ 1}.

Let us choose a basis of ∧n+1V by {ej0 ∧ · · · ∧ ejn | 0 ≤ j0 < · · · < jn ≤ m}
and arrange them, for example, by the lexicographic order. Then, expanding
v0 ∧ · · · ∧ vn with respect to this basis, the coefficient of ej0 ∧ · · · ∧ ejn is
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equal to the minor Λ̃
(

0 1 · · · n
j0 j1 · · · jn

)
of the matrix Λ̃ obtained by picking up

the j0th, · · · , jnth column vectors. In this sense,
(
m+1
n+1

)
Λ̃

(
0 1 · · · n
j0 j1 · · · jn

)
, 0 ≤ j0 < · · · < jn ≤ m

is called the Plücker coordinates of Λ. As the image of Φ is an algebraic variety,
there are some relations among the Plücker coordinates, among which, as one
of the simplest examples, the following Plücker relation is known: for 2n+ 2
indices i1, · · · , in, j0, j1, · · · , jn+1,

n+1∑
k=0

(−1)kΛ̃

(
0 1 · · · n
i1 · · · in jk

)
Λ̃

(
0 1 . . . . . n

j0 · · · ĵk · · · jn+1

)
= 0.

Now, by X ⊂ Z, we have

GLn+1(C)\X ⊂ G(n+ 1,m+ 1).

There also is a natural map

p : SLn+1(C)\Z −−−−−→ GLn+1(C)\Z = G(n+ 1,m+ 1).

SLn+1(C) · x 	−−−−−→ GLn+1(C) · x

Gelfand [Ge] formulated this map p geometrically as follows. First, he defined
a natural (n+ 1)-dimensional vector bundle (tautological bundle) on G(n+
1,m+1), as a sub-bundle of the trivial vector bundle G(n+1,m+1)×V , by

S = ∪ (Λ as a point of G(n+ 1,m+ 1))× (Λ as a subspace of V ).

Taking the (n+ 1)th exterior product of the dual bundle S∗ to S, it follows
that

∧n+1S∗ = SLn+1(C)\Z.
Hence, the hypergeometric function F (x;α) can be regarded as a function
defined on the line bundle ∧n+1S∗ over the Grassmannian G(n + 1,m+ 1).
In this sense, a hypergeometric function of type (n + 1,m+ 1) is said to be
a hypergeometric function on a Grassmannian.

Next, let us calculate the infinitesimal transformations of (i), (ii). By
(3.32), we obviously have the differential equations:

n∑
i=0

xij
∂F

∂xij
= αjF, 0 ≤ j ≤ m. (3.35)
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To compute the infinitesimal transformations of the action of GLn+1(C),
rewrite (3.34) with the one-parameter subgroup g = exp(tA) generated by
A = (apq) ∈Mn+1(C):

F (exp(tA) · x;α) = exp(−tTr(A))F (x;α).

Differentiate the both sides of this formula by t, and setting t = 0, we have∑
i,j

∂F

∂xij
·
∑

p

aipxpj = −
∑

p

app · F,

and since apq can be choosen arbitrarily, we finally obtain

m∑
j=0

xij
∂F

∂xpj
= −δipF, 0 ≤ i, p ≤ n. (3.36)

The differential equations (3.35), (3.36) are the infinitesimal version of the
action of Hm+1 and GLn+1(C). Next, we derive a second-order differential
equation which can be obtained immediately from the form of the integral
(3.31): for 0 ≤ j, q ≤ m, j �= q, we have

∂2F

∂xij∂xpq
=
∫

σ

αjαq · uiup

PjPq
Udu1 ∧ · · · ∧ dun

=
∂2F

∂xiq∂xpj
,

where Pj =
∑n

i=0 xijui. As this formula becomes trivial for j = q, we finally
obtain

∂2F

∂xij∂xpq
=

∂2F

∂xiq∂xpj
, 0 ≤ i, p ≤ n, 0 ≤ j, q ≤ m.

The above three sets of differential equations satisfied by the hypergeometric
integral (3.31) is denoted by E(n + 1,m + 1;α) and is called the system of
hypergeometric differential equations of type (n+ 1,m+ 1;α):
E(n+ 1,m+ 1;α)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)
n∑

i=0

xij
∂F

∂xij
= αjF , 0 ≤ j ≤ m,

(2)
m∑

j=0

xij
∂F

∂xpj
= −δipF , 0 ≤ i, p ≤ n,

(3)
∂2F

∂xij∂xpq
=

∂2F

∂xiq∂xpj
, 0 ≤ i, p ≤ n, 0 ≤ j, q ≤ m.

(3.37)
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Remark 3.5. Below, we introduce a system of differential equations which
is equivalent to the above system and which kills the action of the groups
GLn+1(C) and Hm+1. When there is no risk to be confused, we will denote
it by the same symbol E(n + 1,m + 1;α). The above system of equations
was introduced in [Ge-Ge] under a general setting, so it is also called the
Gelfand system. Obviously, the system killing the action of GLn+1(C) and
Hm+1 corresponds to the classical equations:

E(2, 4;α) · · · · · · Gauss’ differential equation,
E(2, 5;α) · · · · · · Appell’s differential equation F1,
E(2, 3 + l;α) · · · · · · Lauricella’s differential equation FD.

It should be clear to the reader why the above symbol (introduced in [M-S-Y])
is convenient.

3.4.3 Equivalent System

Let us compute the system of equations killing the action of GLn+1(C). We
decompose X into the blocks of the form x = (x1, x2) ∈ X , x1 ∈ GLn+1(C).
As detx1 �= 0, we have

x = x1(1n+1, x
′), x′ = x−1

1 x2 ∈Mn+1,m−n(C),

hence by (3.34), we obtain

F (x;α) = (det x1)−1F ((1n+1, x
′);α). (3.38)

So, we define the (n+1)(m−n)-dimensional closed sub-manifold X ′ of X by

X ′ =

{
x = (1n+1, x

′) =

⎛⎜⎝1 x0,n+1 · · · x0,m

. . .
...

...
1 xn,n+1 · · · xn,m

⎞⎟⎠ ∈ X
}
.

Let us derive the system of equations satisfied by F (x;α) restricted to X ′:

F (x′;α)=
∫

σ

uα1
1 · · ·uαn

n (3.39)

·
m∏

j=n+1

(x0j + x1ju1 + · · · + xnjun)αjdu1 ∧ · · · ∧ dun.

For the column vectors of the matrix (1n+1, x
′), as in § 3.4.2, we obtain
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n∑
i=0

xij
∂F

∂xij
= αjF, n+ 1 ≤ j ≤ m. (3.40)

Next, to obtain the equations associated to the row vectors that correspond
to (2) of E(n+ 1,m+ 1;α), let us recall some notation:

U = uα1
1 · · ·uαn

n

m∏
j=n+1

(x0j + x1ju1 + · · · + xnjun)αj =
m∏

j=1

P
αj

j ,

ω =
dU

U
=

n∑
i=1

αi
dui

ui
+

m∑
j=n+1

αj
dPj

Pj
.

Although it seems to be unnatural for the reader, we calculate as follows:

∇ω((−1)i−1uidu1 ∧ · · · ∧ d̂ui ∧ · · · ∧ dun)

=

⎧⎨⎩(αi + 1) +
m∑

j=n+1

αjxijui

Pj

⎫⎬⎭ du1 ∧ · · · ∧ dun.

Passing to an integral, we have

m∑
j=n+1

∫
σ

U · αjxijui

Pj
du1 ∧ · · · ∧ dun = −(1 + αi)F. (3.41)

On the other hand, the left-hand side of (3.41) is equal to

m∑
j=n+1

xij
∂F (x′;α)
∂xij

by simple computation, and we obtain the following differential equations:

m∑
j=n+1

xij
∂F (x′;α)
∂xij

= −(1 + αi)F, 0 ≤ i ≤ n. (3.42)

The differential equations which correspond to (3) of E(n+1,m+1;α) can be
derived in the same way. Finally, a system of differential equations satisfied
by F (x′;α) is given as follows:
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E′(n+ 1,m+ 1;α)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)
n∑

i=0

xij
∂F

∂xij
= αjF , n+ 1 ≤ j ≤ m,

(2)
m∑

j=n+1

xij
∂F

∂xij
= −(1 + αi)F , 0 ≤ i ≤ n,

(3)
∂2F

∂xij∂xpq
=

∂2F

∂xiq∂xpj
, 0 ≤ i, p ≤ n, n+ 1 ≤ j, q ≤ m.

(3.43)

Remark 3.6. For an equivalence of the systems of equations (3.37) and (3.43),
see [Hor], Appendix A.

Remark 3.7. (1), (2) of the above system of equations can be considered as
representing the homogeneity of x′ with respect to the action of (C∗)m+1 cor-
responding to a scalar multiplication to column and row vectors. In [G-G-Z],
generalizing such a situation, when an algebraic torus is acting on a vector
space V , they derived Lie group theoretically a system of differential equa-
tions which corresponds to (3.43) by using a character of the torus. Notice
that the formulation in § 3.1 corresponds to killing the action of an algebraic
torus. See Appendix A.

3.5 Integral Solutions of E(n+ 1,m+ 1;α)
and Wronskian

The integrals (3.31) satisfy the system of hypergeometric differential equa-
tions E(n + 1,m + 1;α), but when the arrangement of hyperplanes in Pn

defined by the integrand of (3.31) is in general position, it can be shown that
they exhaust the solutions of E(n + 1,m + 1;α). We show this here and in
§ 3.6. Also in this section, taking appropriate twisted cycles, we show that
there are

(
m−1

n

)
independent solutions of the form (3.31).

3.5.1 Hypergeometric Integrals as a Basis

We denote the (n+ 1)× (n+ 1) minor of the (n+ 1)× (m+ 1) matrix

x =

⎛⎜⎝x00 · · · · · · x0m

...
...

xn0 · · · · · · xnm

⎞⎟⎠



136 3 Hypergeometric Functions over Grassmannians

obtained by extracting the j0th, j1th, · · · , jnth column vectors by x(j0, j1, · · · ,
jn). Assume that the arrangement of hyperplanes in Pn defined by the above
matrix x is in general position; i.e.,

x(j0, j1, . . . , jn) �= 0, 0 ≤ j0 < j1 < · · · < jn ≤ m, (3.44)

and that x is a real matrix. Then, the real hyperplane in Pn(R)

HjR : = {u ∈ Pn(R)|
n∑

i=0

xijui = 0}, 0 ≤ j ≤ m

decomposes Pn(R) into some open connected components. Below, we call
each component a chamber. By x(01 · · ·n) �= 0 , we apply the reduction of
§ 3.4.3 (killing the action of GLn+1(C)), and consider the arrangement of
hyperplanes defined by

x′ =

⎛⎜⎝1 x0,n+1 · · · · · · x0,m

. . .
...

1 xn,n+1 · · · · · · xn,m

⎞⎟⎠ ∈ X ′ ∩Mn+1,m+1(R).

Recall some notation:

Pi(u) = ui, 1 ≤ i ≤ n, Pj(u) = x0j +
n∑

i=1

xijui, n+ 1 ≤ j ≤ m,

U(u) =
m∏

j=1

P
αj

j , ω = dU/U, M = Cn \
m⋃

j=1

Hj .

Here, we always assume the conditions:

αj /∈ Z, 1 ≤ j ≤ m,
m∑

j=1

αj /∈ Z.

A basis of n-dimensional twisted homology group Hn(M,L∨
ω) associated to

the multi-valued function U was determined in § 3.2. There are r : =
(
m−1

n

)
bounded chambers in Rn\⋃m

j=1HjR, so we enumerate them asΔν , 1 ≤ ν ≤ r.
By Lemma 3.2, Δν , 1 ≤ ν ≤ r form a basis of H lf

n (M,L∨
ω), and by Theorem

3.1, Δν(ω) = regΔν , 1 ≤ ν ≤ r form a basis of Hn(M,L∨
ω). On the other

hand, by Corollary 2.6, we see that
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Hn(M,Lω) � Hn(Ω(logD),∇ω)

� {{ϕ〈j1, . . . , jn〉 | 1 ≤ j1 < · · · < jn ≤ m− 1}},

where ϕ〈j1, . . . , jn〉 =
dPj1

Pj1
∧ · · · ∧ dPjn

Pjn
.

To make the following computations smooth, instead of the integral (3.39),
we start with the hypergeometric integral:

ϕ̂(x′;α′) =
∫

σ

U · ϕ〈1, 2, . . . , n〉. (3.45)

Here, we remark

α′ = (α0, α1 − 1, . . . , αn − 1, αn+1, . . . , αm). (3.46)

Hence, the system of hypergeometric differential equations satisfied by (3.45)
becomes E′(n+1,m+1;α′) (cf. (3.43)). Replacing σ in (3.45) by independent
Δν(ω)’s, we consider

ϕ̂ν(x′;α′) =
∫

Δν(ω)

U · ϕ〈12 · · ·n〉, 1 ≤ ν ≤ r. (3.47)

The aim is to show that r ϕ̂ν become independent solutions of E′(n+1,m+
1;α′), but since, for a general case, the notation becomes complicated, we
start by discussing some important examples.

3.5.2 Gauss’ Equation E′(2, 4;α′)

x′ =
(

1 0 x02 x03

0 1 x12 x13

)
,

P1 = u, P2 = x02 + x12u, P3 = x03 + x13u,

for Δ1(ω), Δ2(ω), see Figure 2.5 of § 2.3.1.

We set

ϕ̂ν〈j〉 : =
∫

Δν (ω)

U · ϕ〈i〉, 1 ≤ j, ν ≤ 2.

By simple computation, we have

∂ϕ̂ν〈1〉
∂x12

=
α2

x12

∫
Δν(ω)

U · ϕ〈2〉 =
α2

x12
ϕ̂ν〈2〉. (3.48)
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Taking the Wronskian of solutions of E′(2, 4;α′) as

W = det

⎛⎜⎝ ϕ̂1〈1〉 ϕ̂2〈1〉
∂ϕ̂1〈1〉
∂x12

∂ϕ̂2〈1〉
∂x12

⎞⎟⎠ ,
by (3.48) we obtain

W =
α2

x12
det(ϕ̂ν〈j〉).

By Corollary 3.1, we have det(ϕ̂ν〈j〉) �= 0, i.e., W �= 0 and ϕ̂1〈1〉, ϕ̂2〈1〉
become independent solutions of E′(2.4;α′).

Remark 3.8. Since all 2 × 2 minor of x′ are not zero, the condition x12 �= 0
follows from the assumption “being in general position”.

3.5.3 Appell−Lauricella Hypergeometric Differential
Equation E′(2,m + 1;α′)

x′ =
(

1 0 x02 x03 · · · x0m

0 1 x12 x13 · · · x1m

)
∈M2,m+1(R).

To simplify the notation, we assume −x01
x11

= 0 < −x02
x12

< · · · < −x0m

x1m
,

and denote the regularization of the open interval Δν =
(
−x0ν

x1ν
,−x0,ν+1

x1,ν+1

)
,

ν = 1, · · · ,m− 1 by Δν(ω). As in the previous case, we set

P1(u) = u, Pj(u) = x0j + x1ju, 2 ≤ j ≤ m

etc., and

ϕ̂ν〈j〉 =
∫

Δν(ω)

U · ϕ〈j〉, 1 ≤ j, ν ≤ m− 1.

For m− 1 solutions of E′(2,m+ 1;α′)

ϕ̂ν〈1〉 =
∫

Δν(ω)

U · ϕ〈1〉,

by simple computation, we obtain

∂ϕ̂ν〈1〉
∂x1j

=
αj

x1j
ϕ̂ν〈j〉, 2 ≤ j ≤ m− 1, 1 ≤ ν ≤ m− 1. (3.49)

Here, using the abbreviated symbols ∂1j = ∂
∂x1j

and taking
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W : = det

⎛⎜⎜⎜⎝
ϕ̂1〈1〉 · · · · · · ϕ̂m−1〈1〉
∂12ϕ̂1〈1〉 · · · · · · ∂12ϕ̂m−1〈1〉

...
...

∂1,m−1ϕ̂1〈1〉 · · · · · · ∂1,m−1ϕ̂m−1〈1〉

⎞⎟⎟⎟⎠
as Wronskian of ϕ̂1〈1〉, · · · , ϕ̂m−1〈1〉, by (3.49), we obtain

W =
m−1∏
j=2

αj

x1j
· det(ϕ̂ν〈j〉),

and by the same reasoning as in § 3.5.2, since we have det(ϕν〈j〉) �= 0, x1j �= 0,
2 ≤ j ≤ m, i.e., W �= 0, and m− 1 integral solutions ϕ̂ν〈j〉 of E′(2,m+1;α′)
become independent.

3.5.4 Equation E′(3.6;α′)

x′ =

⎛⎝1 x03 x04 x05

1 x13 x14 x15

1 x23 x24 x25

⎞⎠ ∈M3,6(R),

P1 = u1, P2 = u2, Pj = x0j + x1ju1 + x2ju2, j = 3, 4, 5.

As in Figure 3.1 in § 3.2, five lines decompose R2 into several chambers among
which six are bounded. Take

ϕ〈1, 2〉, ϕ〈1, 3〉, ϕ〈1, 4〉, ϕ〈2, 3〉, ϕ〈2, 4〉, ϕ〈3, 4〉

as a basis of H2(Ω•(logD),∇ω). As in the previous case, we set

ϕ̂ν〈j1, j2〉 : =
∫ ∫

Δν(ω)

U · ϕ〈j1, j2〉, 1 ≤ j1 ≤ j2 ≤ 4.

Notice that the following fundamental relations can be obtained by simple
computation:

∂13ϕ̂ν〈12〉 = − α3

x13
ϕ̂ν〈23〉, ∂23ϕ̂ν〈12〉 = − α3

x23
ϕ̂ν〈13〉, (3.50)

∂14ϕ̂ν〈12〉 = − α4

x14
ϕ̂ν〈24〉, ∂24ϕ̂ν〈12〉 = − α4

x24
ϕ̂ν〈14〉,

∂13∂24ϕ̂ν〈12〉 =
α3α4

x
(
1 2
3 4

) ϕ̂ν〈34〉.

Setting
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W = det

⎛⎜⎜⎜⎜⎜⎝
ϕ̂1〈12〉 · · · · · · ϕ̂6〈12〉
∂13ϕ̂1〈12〉 · · · · · · ∂13ϕ̂6〈12〉

...
...

∂24ϕ̂1〈12〉 · · · · · · ∂24ϕ̂6〈12〉
∂13∂24ϕ̂1〈12〉 · · · · · · ∂13∂24ϕ̂6〈12〉

⎞⎟⎟⎟⎟⎟⎠
as Wronskian of the six integral solutions ϕ̂ν〈12〉, 1 ≤ ν ≤ 6, by (3.50), we
obtain

W =
(α3α4)3∏

1≤i≤2
3≤j≤4

xij · x
(
1 2
3 4

) det(ϕ̂ν〈j1, j2〉).

On the other hand, by Corollary 3.1, we have det(ϕν〈j1, j2〉) �= 0. As the
arrangement of lines in P2 defined by x′ is in general position, we have xij �= 0,
x
(
1 2
3 4

) �= 0 which implies W �= 0. Hence, the six integral solutions ϕ̂ν〈12〉,
1 ≤ ν ≤ 6 are linearly independent.

3.5.5 Equation E′(4, 8;α′)

x =

⎛⎜⎜⎝
1 x04 x05 x06 x07

1 x14 x15 x16 x17

1 x24 x25 x26 x27

1 x34 x35 x36 x37

⎞⎟⎟⎠ ∈M4,8(R),

Pi = u1, 1 ≤ i ≤ 3, Pj = x0j +
3∑

i=1

xijui, 4 ≤ j ≤ 7.

Seven hyperplanes in R3 determine 20 bounded chambers Δν , 1 ≤ ν ≤ 20.
Moreover, taking

ϕ〈j1j2j3〉, 1 ≤ j1 < j2 < j3 ≤ 6

as a basis of H3(Ω•(logD),∇ω), setting

ϕ̂ν〈j1j2j3〉 : =
∫ ∫ ∫

Δν(ω)

U · ϕ〈j1j2j3〉

as in the previous case, we obtain the fundamental relations:
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∂ij ϕ̂ν〈123〉 =
sgn

(
1 2 3
i l1 l2

)
αj

xij
ϕ̂ν〈l1l2j〉, (3.51)

1 ≤ i ≤ 3, 4 ≤ j ≤ 6

where we set {1, 2, 3}\{i} = {l1, l2},

∂i1j1∂i2j2 ϕ̂ν〈123〉 =
sgn

(
1 2 3
i1 i2 l

)
αj

x

(
i1 i2
j1 j2

) ϕ̂ν〈l, j1, j2〉, (3.52)

1 ≤ i1 < i2 ≤ 3, 4 ≤ j1 < j2 ≤ 6

where we set {1, 2, 3}\{i1, i2} = {l}, and

∂14∂25∂36ϕ̂ν〈123〉 =
α4α5α6

x

(
1 2 3
4 5 6

) ϕ̂ν〈456〉. (3.53)

We let the Wronskian of the 20 integral solutions ϕ̂ν〈123〉, 1 ≤ ν ≤ 20 be
the determinant of the matrix obtained by arranging ϕ̂ν〈123〉, the left-hand
sides of (3.51), (3.52), (3.53), respectively, in the lexicographic order:

W = det

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

ϕ̂1〈123〉 · · · · · · ϕ̂20〈123〉
∂14ϕ̂1〈123〉 · · · · · · ∂14ϕ̂20〈123〉

...
...

∂14∂25ϕ̂1〈123〉 · · · · · · ∂14∂25ϕ̂20〈123〉
...

...
∂14∂25∂36ϕ̂1〈123〉 · · · · · · ∂14∂25∂36ϕ̂20〈123〉

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
By a simple computation with (3.51)—(3.53), we obtain

W =
(α4α5α6)10∏

xij ·
∏
x

(
i1 i2
j1 j2

)
· x

(
1 2 3
4 5 6

) det(ϕ̂ν〈j1j2j3〉),

where the products are taken over 1 ≤ i ≤ 3, 4 ≤ j ≤ 6 and 1 ≤ i1 < i2 ≤ 3,
4 ≤ j1 < j2 ≤ 6. Hence, as before, we have W �= 0, i.e., the 20 integral
solutions ϕ̂ν〈123〉 of E′(4, 8;α′) become independent.
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3.5.6 General Cases

From the above observations, choosing appropriate partial derivatives of the
integral solution ϕ̂ν〈12 · · ·n〉 may correspond to replacing the logarithmic
n-form ϕ〈12 · · ·n〉 with another ϕ〈j1, · · · , jn〉 in the basis {ϕ〈j1, · · · , jn〉 |
1 ≤ j < · · · < jn ≤ m − 1} of the twisted cohomology Hn(Ω•(logD),∇ω).
Below, we show that this is still valid in general. Assume that the arrangement
of hyperplanes in Pn defined by the real matrix

x =

⎛⎜⎜⎜⎜⎝
1 x0,n+1 · · · x0,m

1
...

...
. . .

...
...

1 xn,n+1 · · · xn,m

⎞⎟⎟⎟⎟⎠ ∈Mn+1,m+1(R) (3.54)

is in general position. By this condition, it follows that

x

(
i1 · · · ip
k1 · · · pp

)
�= 0, 0 ≤ i1 < · · · < ip ≤ n, (3.55)

n+ 1 ≤ k1 < · · · < kp ≤ m.

Below, we use the notation introduced in § 3.5.6. We consider r : =
(
m−1

n

)
integral solutions ϕ̂ν〈12 · · ·n〉 of E′(n + 1,m + 1;α′). To proceed with our
computations effectively, we also use the following notation: for

I={i1, . . . , ip}, 1 ≤ i1 < · · · < ip ≤ n,
K={k1, . . . , kp}, n+ 1 ≤ k1 < · · · < kp ≤ m− 1,

we set

L : = {1, 2, . . . , n}\I = {l1, . . . , ln−p}, 1 ≤ l1 < · · · < ln−p ≤ n

and

sgn
(

1 2 · · · n
L I

)
:= sgn

(
1 2 · · · · · · n
l1 · · · ln−p i1 · · · ip

)
,

x

(
I
K

)
:= x

(
i1 · · · ip
k1 · · · kp

)
, ϕ〈LK〉 = ϕ〈l1, . . . , ln−p, k1, . . . , kp〉,

for short. We have
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∂i1k1 · · · ∂ipkp ϕ̂ν〈12 · · ·n〉 (3.56)

=
∏
k∈K

αk

∫
Δν(ω)

U
∏

i∈I ui∏
k∈K Pk

ϕ〈12 · · ·n〉

=
∏
k∈K

αk

∫
Δν(ω)

U∏
l∈L ul

∏
k∈K Pk

du1 ∧ · · · ∧ dun.

On the other hand, by simple computation, we also have

dul1 ∧ · · · ∧ duln−p ∧ dPk1 ∧ · · · ∧ dPkp

= x

(
i1 · · · ip
k1 · · · kp

)
dul1 ∧ · · · ∧ duln−p ∧ dui1 ∧ · · · ∧ duip

= sgn
(

1 2 · · · n
L I

)
x

(
I
K

)
du1 ∧ · · · ∧ dun.

By this together with (3.56), we obtain the fundamental relation:

∂i1k1 · · · ∂ipkp ϕ̂ν〈12 · · ·n〉 (3.57)

=
sgn

(
1 2 · · · n
L I

)
x

(
I
K

) ·
∏
k∈K

αk · ϕ̂ν〈LK〉.

{ϕ〈LK〉} is a subset of the basis {ϕ〈j1, · · · , jn〉 | 1 ≤ j1 < · · · < jn ≤ m− 1}
of Hn(Ω•(logD),∇ω) and the cardinality of {ϕ〈LK〉} is given by

n∑
p=0

(
n

n− p
)(

m− n− 1
p

)
.

Let us compute this sum.

Lemma 3.5.
n∑

p=0

(
n

n− p
)(

m− n− 1
p

)
=
(
m− 1
n

)
.

Proof. Let us prove this by using generating series: compare the coefficients
of xn in the formula obtained by multiplying each side of

(1 + x)n =
n∑

p=0

(
n
p

)
xp,

(1 + x)m−n−1 =
m−n−1∑

p=0

(
m− n− 1

p

)
xp.
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By this lemma, {ϕ〈LK〉} becomes a basis of Hn(Ω•(logD),∇ω), as we have
computed before; we adapt the Wronskian as the determinant of the matrix
obtained by arranging ϕ̂ν〈12 · · ·n〉 and all of the partial derivatives appearing
in (3.57), for example, in the lexicographic order. Denoting this determinant
symbolically as

W = det
(
∂i1k1 · · ·∂ipkp ϕ̂ν〈12 · · ·n〉) ,

from (3.57), we obtain

W =
∏
I,K

(
sgn

(
12···n

LI

)
x
(

I
K

) ) ∏
k∈K

αk · det(ϕ̂ν〈LK〉). (3.58)

We have det(ϕν〈LK〉) �= 0 by Corollary 3.1, hence (3.55) implies W �= 0.
Thus, the

(
m−1

n

)
integral solutions ϕ̂ν〈12 · · ·n〉 of E′(n + 1,m + 1;α′) are

linearly independent. Therefore, we obtain the following theorem.

Theorem 3.4. The arrangement of hyperplanes in general position defined
by the real matrix (3.54) determines r =

(
m−1

n

)
bounded chambers Δν , 1 ≤

ν ≤ r in Rn. We assume αj /∈ Z, 1 ≤ j ≤ m,
∑m

j=1 αj /∈ Z on exponents.
Then, r integrals

ϕ̂ν〈12 · · ·n〉 =
∫

Δν(ω)

U · ϕ〈12 · · ·n〉

become solutions of E′(n + 1,m + 1;α0, α1 − 1, · · · , αn − 1, αn+1, · · · , αm)
=E′(n + 1,m + 1;α′). Moreover, the Wronskian obtained by arranging ϕ̂ν

〈12 · · ·n〉 and all of the partial derivatives of (3.57) satisfies

W = det(∂i1k1 · · ·∂ipkp ϕ̂ν〈12 · · ·n〉) �= 0,

hence the above r solutions are linearly independent.

3.5.7 Wronskian

To rewrite the Wronskian in a simple form including the Γ -function, let us
first rewrite the right-hand side of (3.58). ByW = det(∂i1k1 · · · ∂ipkp ϕ̂ν〈12 · · ·
n〉) and the choice of K = {k1, · · · , kp}, the right-hand side of (3.58) must
be symmetric with respect to αn+1, · · · , αm−1, hence, we obtain∏

I,K

(∏
k∈K

αk

)
= (αn+1 · · ·αm−1)s, s ∈ Z>0. (3.59)
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On the other hand, the number of the factors appearing in the product of
the left-hand side is

n∑
p=0

p

(
n
p

)(
m− n− 1

p

)
by |K| = p. We compute this sum.

Lemma 3.6.

n∑
p=0

p

(
n
p

)(
m− n− 1

p

)
= (m− n− 1)

(
m− 2
n− 1

)
.

Proof. Let us prove this by using generating series. Taking the binomial ex-
pansion of (1 + x)m−n−1 and differentiating it, we obtain

(m− n− 1)(1 + x)m−n−2 =
m−n−1∑

q=0

q

(
m− n− 1

q

)
xq−1.

Multiplying each side by

(1 + x)n =
n∑

p=0

(
n
p

)
xp,

we obtain

(m− n− 1)(1 + x)m−2 =
∑
p,q

q

(
n
p

)(
m− n− 1

q

)
xp+q−1.

It is enough to compare the coefficients of xn−1 in both sides.

By Lemma 3.6, s in (3.59) becomes
(

m−2
n−1

)
, and (3.58) can be rewritten as

follows:

W = (αn+1 · · ·αm−1)(
m−2
n−1) (3.60)

·
∏
I,K

sgn
(

1 2 · · · n
L I

)
x

(
I
K

) · det(ϕ̂ν〈LK〉).

3.5.8 Varchenko’s Formula

Varchenko, in [V1], [V2], obtained a concrete form of the determinant
det(ϕ̂ν〈LK〉) of hypergeometric integrals. Here, using this result, we further
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rewrite our Wronskian. First, we state Varchenko’s result. As
(
m−1

n

)
bounded

chambers Δν are simply connected, for each Pj , 1 ≤ j ≤ m, fixing its argu-
ment on each chamber Δν , we fix a branch of the multi-valued function Pαj

j

on Δν . The branch of U =
∏m

j=1 P
αj

j on Δν is well-determined, hence so is
the twisted cycle Δν(ω). We denote the point of the closure Δν of Δν that
attains the maximum of the absolute value |Pαj

j (u)|, of the branch Pαj

j in the
above sense, by aν,j ∈ Δν and the value of the branch Pαj

j at this point by
c(Pαj

j , Δν): c(Pαj

j , Δν) : = P
αj

j (aν,j). Then, we have the following lemma:

Lemma 3.7 ([V1],[V2]).

det
(∫

Δν(ω)

U · ϕ〈LK〉
)

= ± 1

(α1 · · ·αm−1)(
m−2
n−1)

· B ·
m∏

j=1

(m−1
n )∏

ν=1

c(Pαj

j , Δν),

where we set

B =

(
m∏

j=1

Γ (αj + 1)/Γ
( m∑

j=1

αj + 1
))(m−2

n−1)
.

Example 3.3. For n = 1, let us compute c(Pαj

j , Δν) in Lemma 3.7 and give
an explicit expression. Let x1 < · · · < xm be m real points in C. Setting Pj =
u− xj , we have U(u) =

∏m
j=1(u− xj)αj . Here, to facilitate the computation

of c(Pαj

j , Δν), we assume: �αj > 0, 1 ≤ j ≤ m. We fix arg(u − xj) as in
(2.44) (cf. Figure 2.5) and use the twisted cycles Δν(ω) constructed there.
When u is real, by

|(u− xj)αj | = exp{(�αj) log |u− xj |}
= |u− xj |�αj ,

this is an increasing function of |u− xj | by the assumption �αj > 0. Hence,
we obtain the formula:

c(Pαj

j , Δν) =

⎧⎨⎩ (xν+1 − xj)αj , ν ≥ j,
exp(−π√−1αj) · (xj − xν)αj , ν < j.

From this, we easily obtain

m∏
j=1

m−1∏
ν=1

c(Pαj

j , Δν) = exp(−√−1
m∑

j=1

(j − 1)παj) ·
∏
k �=j

|xj − xk|αj .

Hence, the Varchenko formula takes the following form:
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det

⎛⎜⎝
∫

Δ1(ω)
U · ϕ〈1〉 · · · · · · ∫

Δ1(ω)
U · ϕ〈m− 1〉

...
...∫

Δm−1(ω) U · ϕ〈1〉 · · · · · · ∫Δm−1(ω) U · ϕ〈m− 1〉

⎞⎟⎠
=

1
α1 · · ·αm−1

· exp
(
−√−1

m∑
j=1

(j − 1)παj

)∏
k �=j

|xj − xk|αj

×
m∏

j=1

Γ (αj + 1)/Γ (1 +
m∑

j=1

αj),

where ϕ〈j〉 = du/(u− xj).

By Lemma 3.7 and (3.60), rewriting the Wronskian as the product of
Γ -factors and the “critical-values” of Pαj

j on Δν , we obtain the following
theorem.

Theorem 3.5. The Wronskian W can be written as follows:

W =
±1

(α1 · · ·αn)(
m−2
n−1)∏

I,K x
(

I
K

) ·B ·
m∏

j=1

(m−1
n )∏

ν=1

c
(
P

αj

j , Δν

)
.

Here, B is the one given in Lemma 3.7, the multi-indicies I, K are taken
over I = {i1, · · · , ip}, 1 ≤ i1 < · · · < ip ≤ n, K = {k1, · · · , kp}, n+1 ≤ k1 <
· · · < kp ≤ m− 1 and p from 0 to n.

Remark 3.9. This determinant formula is extended to any arrangement of
hyperplanes (cf. [Do-Te]).

3.5.9 Intersection Number (ii)

By Lemma 2.9 (3), the non-degenerate bilinear form

Hn(M,Lω) ×Hn
c (M,L∨

ω) −−−−−→ C (3.61)

can be regarded as defining the intersection number of twisted cocycles. In §
2.3.3, we have computed the intersection number of twisted cycles explicitly
for n = 1, in [Cho-Ma], it was shown that a similar computation can be
carried out for twisted cocycles. We leave the detail to the above paper, and
here, we briefly state its essence.

Below, making no exception to the infinity, we takem+1 points x0, x1, · · · ,
xm on P1, and set M : = P1 \ {x0, · · · , xm},
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ω : =
m∑

j=0

αj
du

u− xj
,

m∑
j=0

αj = 0, ∇ω : = d+ ω∧,

∇∨
ω : = d− ω∧, j : M −−−−−→ P1 (inclusion).

To compute the cohomology with compact suport H1
c (M,L∨

ω), we denote the
sheaf on P1, obtained by extending the sheaf L∨

ω on M to the sheaf on P1 by
0 at each point of P1 \M(extension by zero), by j!L∨

ω . First, we have

H1
c (M,L∨

ω) � H1(P1, j!L∨
ω).

Let D be the divisor of P1 determined by the m+ 1 points x0, · · · , xm, and
denote the sheaf of logarithmic p-forms that may have logarithmic poles only
along D by Ωp

P1(logD), and the sub-sheaf of Ωp
P1(logD) of p-forms which

have poles along D of, at least, order 1 by Ωp
P1(logD)(−D). Then, we have

the exact sequence of sheaves:

0 −→ j!L∨
ω −→ Ω0

P1(logD)(−D)
∇∨ω−→ Ω1

P1(logD)(−D) −→ 0.
�| �|

OP1(−D) Ω1
P1

As in § 2.4.6, we obtain

H1(P1, j!L∨
ω) � H1(P1, (Ω•

P1(logD)(−D),∇∨
ω)).

To rewrite the right-hand side of this formula, we consider the following exact
sequence of complexes of sheaves:

0 −→ (Ω•(logD)(−D),∇∨
ω) ι−→ (Ω•(logD),∇∨

ω) −→

−→
( m∐

j=0

Cxj

×res−−−→
m∐

j=0

Cxj

)
−→ 0,

namely,

0 0 0⏐⏐' ⏐⏐' ⏐⏐'
0 −→ OP1(−D) −→ OP1 −→

m∐
j=0

Cxj −→ 0⏐⏐'∇∨
ω

⏐⏐'∇∨
ω

⏐⏐'× res

0 −→ Ω1
P1 −→ Ω1

P1(logD) Res−→
m∐

j=0

Cxj −→ 0.⏐⏐' ⏐⏐' ⏐⏐'
0 0 0
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Here, we set ×res : (c0, . . . , cm) 	−→ (−α0c0, . . . ,−αmcm) and Res signifies
taking the residue.

Under the assumptions αj �= 0, the complex in the right-hand side becomes
exact, hence, we obtain an isomorphism of hypercohomologies:

ι : H1(P1, (Ω•(logD)(−D),∇∨
ω)) � H1(P1, (Ω•(logD),∇∨

ω)). (3.62)

By the fact that the spectral sequence of hypercohomologies, discussed in
§ 2.4.4, ′′Ep,q

1 degenerates (the former has ′′Ep,q
1 = 0 for q = 1, and the latter

has ′′Ep,q
1 = 0 for q = 0), (3.62) can be rewritten as follows:

ι : ker{−ω : H1(P1,OP1(−D)) −→ H1(P1, Ω1
P1)} (3.63)

∼−−→ Γ (P1, Ω1(logD))/C · (−ω).

With the aid of the isomorphism (3.63), we define the intersection number
of logarithmic differential forms that may have poles along D as follows: for
ϕ, ψ ∈ Γ (P1, Ω1

P1(logD)), setting ϕ+ = ϕ mod C · ω, ψ− = ψ mod C · (−ω),
we have ι−1(ψ−) ∈ H1(P1,OP1(−D)). Hence, ϕ+ ∧ ι−1(ψ−) ∈ H1(P1, Ω1

P1)
does not depend on the choice of the representatives. We fix the Serre duality

Γ (P1, Ω1
P1(logD)) ×H1(P1,OP1(−D)) −→ H1(P1, Ω1

P1),

the Dolbeault isomorphism, and an isomorphism via an integral over P1

H1(P1, Ω1
P1) −−−−−−−−−−−−−−−−−→ C

C∞(1, 1)− forms
∂{C∞(0, 1)− forms} # [τ ] 	−→

∫ ∫
P1
τ.

By this, we obtain the following non-degenerate bilinear form:

I : Γ
(
P1, Ω1

P1(logD)
)×H1(P1,OP1(−D)) −→ C.

Definition 3.2. We define the intersection number Ic(ϕ+, ψ−) of ϕ+, ψ− by

Ic(ϕ+, ψ−) : = I(ϕ, ι−1(ψ−)).

This value does not depend on the choice of representatives and it is non-
degenerate.

By an argument relating the Serre duality and the residue calculus ([Fo],
§ 17), we can compute the intersection numbers explicitly.

Theorem 3.6 ([Cho-Ma]). For logarithmic 1-forms

ωij =
du

u− xi
− du

u− xj
∈ Γ (P1, Ω1(logD)), 0 ≤ i �= j ≤ m,

we have
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Ic(ω+
pq, ω

−
ij) = 2π

√−1
{

1
αi

(δip − δiq) − 1
αj

(δjp − δjq)
}
.

Here, δip is the Kronecker delta.

3.5.10 Twisted Riemann’s Period Relations and
Quadratic Relations of Hypergeometric
Functions

We denote a basis of the twisted homologies H1(M,L∨
ω) and H1(M,Lω) by

{γ+
1 , · · · , γ+

m−1}, {δ−1 , · · · , δ−m−1}, respectively, and by using the isomorphism

reg : H lf
1 (M,Lω) ∼−−→ H1(M,Lω) stated in Theorem 3.1, we define the in-

tersection number γ+
i ·δ−j of γ+

i and δ−j as the intersection number of γ+
i and

reg−1(δ−j ). We assume that ξ1, · · · , ξm−1, η1, · · · , ηm−1 ∈ Γ (P1, Ω1(logD))
defines a basis {ξ+1 , · · · , ξ+m−1}, {η−1 , · · · η−m−1} of Γ (P1, Ω1(logD))/C · ω,
Γ (P1, Ω1(logD))/C · (−ω), respectively. Then, setting U(u) =

∏m
j=0(u −

xj)αj , we obtain two twisted period matrices:

∏
+
: =

⎛⎜⎜⎝
∫

γ+
1
U · ξ1 · · · · · · ∫

γ+
m−1

U · ξ1
...

...∫
γ+
1
U · ξm−1 · · · · · ·

∫
γ+

m−1
U · ξm−1

⎞⎟⎟⎠ ,
∏

−: =

⎛⎜⎜⎝
∫

δ−1
U−1 · η1 · · · · · · ∫

δ−m−1
U−1 · η1

...
...∫

δ−1
U−1 · ηm−1 · · · · · ·

∫
δ−m−1

U−1 · ηm−1

⎞⎟⎟⎠ .
By defining the intersection matrices of cycles and cocycles as

A =

⎛⎜⎝ γ+
1 · δ−1 · · · · · · γ+

1 · δ−m−1
...

...
γ+

m−1 · δ−1 · · · · · · γ+
m−1 · δ−m−1

⎞⎟⎠ ,

B =

⎛⎜⎝ Ic(ξ+1 , η
−
1 ) · · · · · · Ic(ξ+1 , η

−
m−1)

...
...

Ic(ξ+m−1, η
−
1 ) · · · · · · Ic(ξ+m−1, η

−
m−1)

⎞⎟⎠ ,
we obtain the following theorem.

Theorem 3.7 (Twisted Riemann’s Period Relations).

(1)
∏

+
tA−1

∏
− = B,

(2) t
∏

−B
−1

∏
+ = A.
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For the proof, see [Cho-Ma]. By the above theorem, we obtain new types of
quadratic relations of hypergeometric functions. Let us explain this by two
examples.

Example 3.4. The beta function

B(α, β) =
∫ 1

0

uα−1(1 − u)β−1du

=
∫ 1

0

uα(1 − u)β

(
du

u− 1
− du

u

)
corresponds to the case m = 2, x0 = ∞, x1 = 0, x2 = 1, and by the results
obtained in § 2.3.3, setting γ+ = reg(0, 1) ∈ H1(M,L∨

ω), δ− = reg(0, 1) ∈
H1(M,Lω), c1 = exp(2πiα), c2 = exp(2πiβ), we have

γ+ · δ− = − c1c2 − 1
(c1 − 1)(c2 − 1)

.

Denote the classes defined by du
u−1 − du

u as ξ+ ∈ Γ (P1, Ω1(logD))/C · ω and
η− ∈ Γ (P1, Ω1(logD))/C · (−ω), Theorem 3.6 implies

Ic(ξ+, η−) = 2π
√−1

(
1
α

+
1
β

)
.

Hence, the twisted period relation becomes

1
2π
√−1

B(−α,−β)
(

1
α

+
1
β

)
B(α, β) = − c1c2 − 1

(c1 − 1)(c2 − 1)
.

This can be proved directly by using B(α, β) = Γ (α)Γ (β)/Γ (α+β), but this
was the fact that motivated the research effectuated in [Cho-Ma].

Example 3.5. (Quadratic relations of Lauricella’s FD)
The hypergeometric series of type (2,m + 3) introduced in § 3.1.2 has the
following integral representation by Theorem 3.3:

FD(α, β1, . . . , βm, γ; z1, . . . , zm) (3.64)

=
Γ (γ)

Γ (α)Γ (γ − α)

∫ 1

0

uα−1(1 − u)γ−α−1
m∏

j=1

(1 − zju)−βjdu.

Here, we set x0 = ∞, x1 = 0, x2 = 1 = 1
z0

, x3 = 1
z1
, . . . , xm+2 = 1

zm
,
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ξj =
du

u
− du

u− xj+1
=

du

u(1 − zj−1u)
,

ηj =
du

1 − zj−1u
= − 1

zj−1

du

u− xj+1
, 1 ≤ j ≤ m+ 1,

U(u) = uα(1 − u)γ−α
∏

(1 − zju)−βj .

Notice that ηj has the residue 1
zj−1

at x0 = ∞. Hence, by Theorem 3.6, we
have

Ic(ξ+j , η
−
k ) = 0 (j �= k),

Ic(ξ+j , η
−
k ) =

⎧⎪⎪⎨⎪⎪⎩
2π
√−1
γ − α (j = 1)

− 2π
√−1

βj−1zj−1
(2 ≤ j ≤ m+ 1),

which implies

B−1 =
1

2π
√−1

diag[γ − α,−β1z1, . . . ,−βmzm].

As in Example 3.4, taking reg(0, 1) as γ+
1 , δ−1 , by comparing the (1, 1) com-

ponent of the both sides of Theorem 3.7, (2), we obtain(∫ 1

0

U−1 · η1, . . . ,
∫ 1

0

U−1 · ηm+1

)
B−1

t
(∫ 1

0

U · ξ1, . . . ,
∫ 1

0

U · ξm+1

)
=
(
− e2πiγ − 1

(e2πiα − 1)(e2πi(γ−α) − 1)

)
.

Rewriting the above relation to a relation among FD by using (3.64) and
Γ (1 − s)Γ (s) = π/ sinπs, we obtain the quadratic relation.

Setting β = (β1, . . . , βm), ej = (0, . . . ,
j
�
1 , 0 · · · 0), we have

FD(α, β, γ; z)FD(1 − α,−β, 1 − γ; z)− 1

=
γ − α
γ(γ − 1)

m∑
j=1

βjzjFD(α, β + ej , γ; z)FD(1 − α,−β + ej , 2 − γ; z).

For further references about uniformization or quadratic relation, see [De-Mo],
[Ha-Y], [Matu], [Yos3], [Yos4].
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3.6 Determination of the Rank of E(n + 1,m + 1;α)

The maximal number of linearly independent solutions of the system of
hypergeometric differential equations E(n + 1,m + 1;α) is called the rank
of this system of equations and is denoted by rank E(n + 1,m + 1;α). We
showed in § 3.5 that this system of equations admits

(
m−1

n

)
linearly inde-

pendent integral solutions. Next, if we can show only from the form of this
system of differential equations that the number of linearly independent so-
lutions is at most

(
m−1

n

)
, we can conclude rank E(n+ 1,m+ 1;α) =

(
m−1

n

)
.

To facilitate the computations, let us consider E′(n+ 1,m+ 1;α′) obtained
by killing the GLn+1-action on E(n+ 1,m+ 1;α). Here, we recall that α′ is
defined in (3.46). In this section, we use the notation ϑij = xij∂ij without
notice.

3.6.1 Equation E′(n+ 1,m+ 1;α′)

The equation E′(n+ 1,m+ 1;α′) is given by

E′(n+ 1,m+ 1;α′)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)
n∑

i=0

xij
∂F

∂xij
= αjF , n+ 1 ≤ j ≤ m,

(2)
m∑

j=n+1

x0j
∂F

∂x0j
= −(1 + α0)F ,

m∑
j=n+1

xij
∂F

∂xij
= −αiF , 1 ≤ i ≤ n,

(3)
∂2F

∂xij∂xpq
=

∂2F

∂xiq∂xpj
, 0 ≤ i, p ≤ n, n+ 1 ≤ j, q ≤ m,

(3.65)

where
m∑

j=0

αj + 1 = 0.

By the form of the Wronskian calculated in § 3.5, letting a general solution
of (3.65) be F , one may expect that the partial derivatives of F besides

F, ∂i1k1 · · · ∂ipkpF, (3.66)

where 1 ≤ i1 < · · · < ip ≤ n, n+ 1 ≤ k1 < · · · < kp ≤ m− 1

can be expressed as linear combinations of the members in (3.66) over the
rational function field C(x) = C(xij | 0 ≤ i ≤ n, n + 1 ≤ j ≤ m). Once this
is proved, it apparently follows that the rank of E(n+ 1,m+ 1;α) is at most(
m−1

n

)
. As in the case of Wronskian, we start from some important examples.
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3.6.2 Equation E′(2, 4;α′)

For easy memorization, we write the following table:

Table 6.1(
x02 x03

x12 x13

)−(α0 + 1)
−α1, α0 + α1 + α2 + α3 + 1 = 0

α2 α3

The meaning of this table is as follows:

1. From each column vector,

(ϑ02 + ϑ12)F = α2F, (ϑ03 + ϑ13)F = α3F. (3.67)

2. From each row vector,

(ϑ02 + ϑ03)F = −(α0 + 1)F, (ϑ12 + ϑ13)F = −α1F. (3.68)

3. From the 2 × 2 minor,

(∂02∂13 − ∂03∂12)F = 0. (3.69)

By simple computation, we have

ϑ02F = −ϑ12F + α2F,

ϑ03F = ϑ12F + (α1 + α3)F = ϑ12F − (α0 + α2 + 1)F, (3.70)

ϑ13F = −ϑ12F − α1F.

In this case, as (3.66) consists of F , ∂12F , it is sufficient to calculate the partial
derivatives of ∂12F . As ϑ02, ϑ03, ϑ12, ϑ13 are commutative, it makes sense
to consider the determinant in the commutative ring C[ϑ02, ϑ03, ϑ12, ϑ13].
Writing (3.67) in the matrix form, we have(

ϑ02 ϑ12

ϑ03 ϑ13

)(
F
F

)
=
(
α2F
α3F

)
,

and multiplying by the cofactor matrix(
ϑ13 −ϑ12

−ϑ03 ϑ02

)
of the matrix in the left-hand side from the left, we obtain
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det(ϑij) ·
(
F
F

)
=
(
α2ϑ13F − α3ϑ12F
−α2ϑ03F + α3ϑ02F

)
.

On the other hand,

det(ϑij)F = (ϑ02ϑ13 − ϑ03ϑ12)F

= (x02x13∂02∂13 − x03x12∂03∂12)F

together with (3.69) implies

det(ϑij)F = (x02x13 − x03x12)∂03∂12F

= x

(
0 1
2 3

)
∂03∂12F.

Hence, we obtain

∂03∂12F =
1

x

(
0 1
2 3

){α2ϑ13F − α3ϑ12F},

and by (3.70), the right-hand side can be rewritten as a linear combination
of F and ∂12F over C(x). For simplicity, setting

S := C(x)F + C(x)∂12F,

the above fact can be expressed as ϑ03ϑ12F ∈ S. Hence, by the second formula
of (3.70), we have ϑ2

12F + (α1 + α3)ϑ12F ∈ S which implies ϑ2
12F ∈ S. Next,

by taking ϑ2
12 = x12∂

2
12 + x12∂12 into account, we have ∂2

12F ∈ S. Again,
by (3.70), we obtain ϑ02ϑ12F , ϑ13ϑ12F ∈ S. Hence, by simple computation,
we obtain ∂ij∂12F ∈ S. Thus, we have rank E′(2, 4;α′) ≤ 2. On the other
hand, since E′(2, 4;α′) admits two linearly independent integral solutions, we
showed rigorously that the rank of the system of equations E′(2, 4;α′) is 2.

3.6.3 Equation E′(2,m + 1;α′)

As in § 3.6.2, let us start from

Table 6.2

ϑ =
(
ϑ02 ϑ03 · · · ϑ0m

ϑ12 ϑ13 · · · ϑ1m

) −(α0 + 1)
−α1,

m∑
j=0

αj + 1 = 0.

α2 α3 αm
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From this table, we obtain⎧⎪⎨⎪⎩
(ϑ02 + ϑ12)F = α2F,

...
...

(ϑ0m + ϑ1m)F = αmF.

(3.71)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

m∑
j=2

ϑ0jF = −(α0 + 1)F,

m∑
j=2

ϑ1jF = −α1F .

(3.72)

(∂0j∂1k − ∂0k∂1j)F = 0, 2 ≤ j, k ≤ m. (3.73)

By (3.71) and (3.72), we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϑ02F =
m∑

j=3

ϑ1jF − (1 + α0 +
m∑

j=3

αj)F

=
m∑

j=3

ϑ1jF + (α1 + α2)F ,

ϑ0jF =−ϑ1jF + αjF, 3 ≤ j ≤ m,
ϑ12F =−

m∑
j=3

ϑ1jF − α1F .

(3.74)

Moreover, picking up two formulas from (3.71), we obtain the formula in a
way similar to § 3.6.2:

det
(
ϑ0j ϑ0k

ϑ1j ϑ1k

)(
F
F

)
=
(
αjϑ1kF − αkϑ1jF
−αjϑ0kF + αkϑ0jF

)
.

Hence, by (3.73), the above formula becomes

x

(
0 1
j k

)
∂0j∂1kF = αjϑ1kF − αkϑ1jF. (3.75)

Setting C(x) = C(x02, · · · , x1m) and using the notation

S = C(x) +
m∑

j=3

C(x)∂1jF,

(3.74) and (3.75) are expressed as

∂ijF ∈ S, ∂0j∂1kF ∈ S (j �= k). (3.76)
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For simplicity, we consider ∂13F . By (3.76), we have ∂02∂13F, ∂04∂13F, . . . ,
∂0m∂13F ∈ S, and by (3.71), we also have ∂12∂13F, ∂14∂13F, · · · , ∂1m∂13F ∈
S. By the last result and (3.72), we have

∂03∂13F, ∂2
13F ∈ S.

Similarly for ∂1kF , 4 ≤ k ≤ m, we can show

∂ij∂1kF ∈ S, i = 0, 1, 2 ≤ j ≤ m,

and we see that any partial derivatives of F can be expressed as a linear
combination of F, ∂13F, · · · , ∂1mF over C(x), which implies

rank E′(2,m+ 2;α′) ≤ m− 1.

Thus, from this together with the result obtained in § 3.5.3, we can conclude

rank E′(2,m+ 2;α′) = m− 1.

3.6.4 Equation E′(3, 6;α′)

As we saw in the above two examples, if we do not set up the notation
cleverly, the description becomes cumbersome. Diverting the notation for
minor, we denote a minor of the matrix with coefficients in the commutative
ring C[ϑij | 0 ≤ i ≤ 2, 3 ≤ j ≤ 5]

ϑ =

⎛⎝ϑ03 ϑ04 ϑ05

ϑ13 ϑ14 ϑ15

ϑ23 ϑ24 ϑ25

⎞⎠
by

ϑ

(
0 1
3 4

)
= det

(
ϑ03 ϑ04

ϑ13 ϑ14

)
etc. As the results obtained in § 3.5.4 suggest, we set

S = C(x)F +
∑

1≤i≤2
4≤j≤5

C(x)∂ijF + C(x)∂14∂25F.

First, we start from the following table:



158 3 Hypergeometric Functions over Grassmannians

Table 6.3

ϑ =

⎛⎝ϑ03 ϑ04 ϑ05

ϑ13 ϑ14 ϑ15

ϑ23 ϑ24 ϑ25

⎞⎠ −(α0 + 1)
−α1

−α2

5∑
j=0

αj + 1 = 0.

α3 α4 α5

⎧⎨⎩
(ϑ03 + ϑ04 + ϑ05)F = −(α0 + 1)F,
(ϑ13 + ϑ14 + ϑ15)F = −α1F,
(ϑ23 + ϑ24 + ϑ25)F = −α2F,

(3.77)

2∑
i=0

ϑijF = αjF, 3 ≤ j ≤ 5, (3.78)

∂ij∂pqF = ∂iq∂pjF, 0 ≤ i, p ≤ 2, 3 ≤ j, q ≤ 5. (3.79)

By (3.77) and (3.78), we have ∂ijF ∈ S. Next, for the 2× 2 minor ϑ
(
i1 i2
j1 j2

)
of ϑ, let us show

ϑ

(
i1 i2
j1 j2

)
F ∈ S. (3.80)

First, one can show

ϑ

(
1 2
4 5

)
F = x

(
1 2
4 5

)
∂14∂25F ∈ S.

It is sufficient to show that the other minors are expressed as C-linear com-
binations of ϑ

(
1 2
4 5

)
F and ϑijF . By (3.78), we have

ϑ

(
0 i
j k

)
F = −ϑ

(
i′ i
j k

)
F + αjϑikF − αkϑijF

where {0, i, i′} = {0, 1, 2}.

This formula means that as an operator acting on F , the action of the 2× 2
minor of the matrix ϑ containing the first row can be expressed as a C-linear
combination of 2×2 minors, not containing the first row, and ϑij ’s. Similarly,
the action of a 2× 2 minor of ϑ containing the first column can be expressed
as a C-linear combination of 2 × 2 minors, not containing the first column,
and ϑij ’s. Hence, (3.80) is proved. Now, writing (3.77) in matrix form
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ϑ

⎛⎝FF
F

⎞⎠ =

⎛⎝−(α0 + 1)F
−α1F
−α2F

⎞⎠ ,
and multiplying the above formula by the cofactor matrix Θ of ϑ from the
left, we have

detϑ

⎛⎝FF
F

⎞⎠ = Θ

⎛⎝−(α0 + 1)F
−α1F
−α2F

⎞⎠ . (3.81)

Since we have

detϑ = x

(
0 1 2
3 4 5

)
∂03∂14∂25F,

from (3.80), it follows that each component of the right-hand side of (3.81)
belongs to S. Hence, we showed ∂03∂14∂25F ∈ S. By (3.80), the above formula
and (3.79), we have

∂i1j1∂i2j2F ∈ S, 0 ≤ i1 < i2 ≤ 2, 3 ≤ j1 < j2 ≤ 5, (3.82)

∂0j0∂1j1∂2j2F ∈ S, {j0, j1, j2} = {3, 4, 5}.

For simplicity we consider ∂14F . The second-order partial derivatives that
are not contained in (3.82) can be obtained by applying ϑi,j , which appears
either in the second column or the second row, to ∂14F , i.e., they are given
by ∂13∂14F , ∂2

14F , ∂15∂14F , ∂04∂14F , ∂24∂14F . For example, we have

∂13∂14F =
1

x13x14
ϑ13ϑ14F

=
1

x13x14
{−ϑ03 − ϑ23 + α3}ϑ14F ∈ S (by (3.78)).

Similarly, we can show ∂04∂14F , ∂15∂14F , ∂24∂14F ∈ S. On the other hand,
adding three formulas in (3.78), we have

ϑ14F = −
∑

(i,j) �=(1,4)

ϑijF + (α3 + α4 + α5)F,

applying ∂14 to this formula from the left, we obtain

∂2
14F =

1
x14

⎧⎨⎩−
∑

(i,j) �=(1,4)

xij∂ij∂14F + (α3 + α4 + α5 − 1)∂14F

⎫⎬⎭ .
The right-hand side can be shown to be in S as before. A similar argument
shows ∂1j∂1iF ∈ S etc. Finally, we should show ∂ij∂14∂25F ∈ S. For sim-
plicity, let us show ∂04∂14∂25F ∈ S. The other cases can be similarly proved.
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First, considering the 2× 2 minor ϑ
(
1 2
4 5

)
of the matrix ϑ obtained by remov-

ing the first row and the second column, by the same argument as before, we
have

ϑ

(
1 2
4 5

)
F = −ϑ

(
1 2
3 5

)
F − α1ϑ25F + α2ϑ15F

which implies

∂14∂25F = − 1

x

(
1 2
4 5

) {
x

(
1 2
3 5

)
∂13∂25F + α1ϑ25F − α2ϑ15F

}
.

Differentiating this formula by ∂04, and using the second formula of (3.82),
we obtain ∂04∂14∂25F ∈ S. Thus, any partial derivative of F can be expressed
as a linear combination of F , ∂14F , ∂15F , ∂24F , ∂25F , ∂14∂25F over C(x). In
particular, by the result obtained in § 3.5.4, we conclude rank E′(3, 6;α′) = 6.

This argument can be extended to general cases. In § 3.6.5, we verify it.

3.6.5 Equation E′(n+ 1,m+ 1;α′)

We start from the following table:

ϑ =

⎛⎜⎜⎜⎜⎝
ϑ0,n+1 · · · · · · ϑ0,m

...
...

...
...

ϑn,n+1 · · · · · · ϑn,m

⎞⎟⎟⎟⎟⎠
−β0 = −(α0 + 1)

−β1 = −α1

−βn = −αn

m∑
j=0

αj + 1 = 0.

αn+1 · · · · · · αm

From the above table, let us write the differential equations:

m∑
j=n+1

ϑijF = −βiF, 0 ≤ i ≤ n, (3.83)

n∑
i=0

ϑijF = αjF, n+ 1 ≤ j ≤ m, (3.84)

(∂ij∂pq − ∂iq∂pj)F = 0, 0 ≤ i, p ≤ n, n+ 1 ≤ j, q ≤ m. (3.85)

Since the column vectors and the row vectors in ϑ play the same role, for
simplicity, we assume n+ 1 ≤ m−n, and following the arguments developed
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in § 3.6.4, let us discuss this in two steps. First, we define the notation as
follows:

I = {i1, · · · , ip}, 0 ≤ i1 < · · · < ip ≤ n,
K = {k1, · · · , kp}, n+ 1 ≤ k1 < · · · < kp ≤ m,
L = {0, 1, · · · , n}\I = {l0, l1, · · · , ln−p}, 0 ≤ l0 < · · · < ln−p ≤ n,
H = {n+ 1, · · · ,m)\K = {h1, · · · , hm−n−p},

n+ 1 ≤ h1 < · · · < hm−n−p ≤ m,

ϑ

(
I

K

)
= det

⎛⎜⎝ϑi1k1 · · · · · · ϑi1kp

...
...

ϑipk1 · · · · · · ϑipkp

⎞⎟⎠ ∈ C[ϑij ].

We show the following proposition.

Proposition 3.1. Let F be a general solution of (3.83), (3.84), (3.85) and
C(x) be the field of the rational functions of xij , 0 ≤ i ≤ n, n+ 1 ≤ j ≤ m.

(1) S = C(x)F +
n∑

p=1

∑
I,K

|I|=|K|=p

C(x)ϑ
(

I
K

)
F is stable under ∂ij , 0 ≤ i ≤ n,

n+ 1 ≤ j ≤ m.
(2) Taking all ϑ

(
I
K

)
F , |I| = |K| = p, p ≤ n, I ⊂ {1, · · · , n}, K ⊂

{n + 2, · · · ,m}, corresponding to the minors of the matrix obtained by
removing the first column and row from the matrix ϑ⎛⎜⎝ϑ1,n+2 · · · · · · ϑ1m

...
...

ϑn,n+2 · · · · · · ϑnm

⎞⎟⎠ ,
and F itself, any element of S in (1) can be expressed as a C(x)-linear
combination of them.

For the proof of this proposition, let us prepare some lemmata.

Lemma 3.8. For |K| = n+ 1, K = {k0, . . . , kn}, we have:

(1) ϑ
(

0 1 · · · n
K

)
F ∈ S.

(2) ϑ
(

0 1 · · · n
K

)
F = x

(
0 1 · · · n

K

)
∂0k0 · · ·∂nknF

hence, ∂0k0 · · · ∂nknF ∈ S.
(3) For p ≤ n,

ϑ

(
i1 · · · ip
k1 · · · kp

)
F = x

(
i1 · · · ip
k1 · · · kp

)
∂i1k1 · · ·∂ipkpF
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hence, ∂i1k1 · · · ∂ipkpF ∈ S.
Proof. Picking up the column vectors in (3.84) corresponding to K, it takes
the following matrix form⎛⎜⎝ϑ0k0 · · · ϑnk0

...
...

ϑ0kn · · · ϑnkn

⎞⎟⎠
⎛⎜⎝F...
F

⎞⎟⎠ =

⎛⎜⎝αk0F
...

αknF

⎞⎟⎠ .
Multiplying by the cofactor matrix of the matrix in the left-hand side from
the left, we obtain (1). Next, we show (2). By the definition of determinant,
we have

ϑ

(
0 1 · · · n

K

)
F =

∑
σ∈Sn+1

sgn
(

0 1 · · · n
kσ(0) · · · kσ(n)

)
ϑ0kσ(0) · · ·ϑnkσ(n)

=
∑

σ∈Sn+1

sgn
(

0 1 · · · n
kσ(0) · · · kσ(n)

)
x0kσ(0) · · ·xnkσ(n) · ∂0kσ(0) · · · ∂nkσ(n)F,

but since (3.85) implies

∂0kσ(0) · · ·∂nkσ(n)F = ∂0k0 · · ·∂nknF,

the above formula implies the first half of (2). This together with (1) implies
the latter half. (3) can be proved similarly.

Next, to compute ∂ικϑ
(

I
K

)
F , |I| = |K| ≤ n, we prepare two lemmata.

Lemma 3.9 (Operations with repect to rows).

ϑ

(
i1 i2 · · · ip
k1 k2 · · · kp

)
F = −

∑
l∈L

ϑ

(
l i2 · · · ip
k1 k2 · · · kp

)
F

+
p∑

λ=1

(−1)λ+1αkλ
ϑ

(
i2 . . . . . . . . .ip
k1 · · · k̂λ · · ·kp

)
F.

Proof. This is proved by the linearity of determinant and (3.84).

Similarly, by (3.83), we can prove the following lemma.

Lemma 3.10 (Operations with respect to columns).

ϑ

(
i1 i2 · · · ip
k1 k2 · · · kp

)
F = −

∑
h∈H

ϑ

(
i1 i2 · · · ip
h k2 · · · kp

)
F

−
p∑

λ=1

(−1)λ+1βiλ
ϑ

(
i1 · · · îλ · · · ip
k2 . . . . . . . . . kp

)
F.
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With these preparations, let us prove Proposition 3.1.

Proof (of Proposition 3.1). Let us show (1) by induction on p = |I|. For p = 0,
the assertion is evident by the choice of S. Suppose that, for |I| ≤ p− 1, we
have shown ∂ικϑ

(
I
K

)
F ∈ S. For multi-indices I, K with |I| = |K| = p, to

show ∂ικϑ
(

I
K

)
F ∈ S, we verify it by the following steps:

(i) when ι /∈ I and κ /∈ K,
(ii) when only one of ι ∈ I, κ ∈ K holds,
(iii) when ι ∈ I and κ ∈ K holds.

For (i), Lemma 3.8 (3) implies

∂ικϑ

(
I
K

)
F = x

(
I
K

)
∂ικ∂i1k1 · · ·∂ipkpF

=
x

(
I
K

)
x

(
ι I
κ K

)ϑ( ι I
κ K

)
F.

Hence, if p ≤ n− 1, the assertion follows by the definition of S, and if p = n,
(1) of the same lemma implies ∂ικϑ

(
I
K

)
F ∈ S.

For (ii), we show the case ι = i1 ∈ I, but the other cases can be treated
similarly by Lemma 3.10. By Lemma 3.9, we have

∂ι1κϑ

(
I
K

)
F=−

∑
l∈L

∂i1κϑ

(
l i2 · · · ip
k1 k2 · · · kp

)
F (3.86)

+
p∑

λ=1

(−1)λ+1αkλ
∂i1κϑ

(
i2 . . . . . . . . . . ip
k1 · · · k̂λ · · · kp

)
F.

By assumption, κ /∈ K, and since L = {0, · · · , n}\I, it follows from the result
for (i) that the first term in the right-hand side of (3.86) is contained in
S. On the other hand, the second term is also contained in S by induction
hypothesis, hence, we obtain ∂ικϑ

(
I
K

)
F ∈ S.

For (iii), we assume ι = i1, κ = k1 for simplicity. The other cases can be
reduced to this case by the skew-symmetry of determinant. By repeated use
of Lemma 3.9 and 3.10, we obtain the following formula: setting

I ′ := I\{i1}, K ′ := K\{k1},
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ϑ

(
I
K

)
F =

∑
l∈L, h∈H

ϑ

(
l I ′

h K ′

)
F +

(∑
k∈K

αk +
∑
l∈L

βl

)
ϑ

(
I ′

K ′

)
F

+
∑
h∈H

p∑
μ=2

(−1)μαkμϑ

(
I ′

h k2 · · · k̂μ · · · kp

)
F (3.87)

+
∑
l∈L

p∑
λ=2

(−1)λ+1βiλ
ϑ

(
l i2 · · · îλ · · · ip

K ′

)
F

+
p∑

λ,μ=2

(−1)λ+μαkμβiλ
ϑ

(
i2 · · · îλ · · · ip
k2 · · · k̂μ · · · kp

)
F.

Differentiating both sides by ∂i1k1 , it follows from the result for (i) that
∂i1k1ϑ

(
l I′

h K′
)
F ∈ S. The second term to the fifth term in the right-hand side

of (3.87) are all sums of (p − 1) × (p − 1) and (p − 2) × (p − 2) minors; by
induction hypothesis, these terms differentiated by ∂i1k1 are contained in S.
Combining these, we see that ∂i1k1ϑ

(
I
K

)
F ∈ S.

Next, let us show (2). Let p ≤ n and take a p× p minor ϑ
( i1···ip

k1···kp

)
of ϑ. If

i1 = 0, k1 �= 0, Lemma 3.9 implies

ϑ

(
0 I ′

K

)
F=−

∑
l∈L

ϑ

(
l I ′

K

)
F

+
p∑

μ=1

(−1)μ+1αkμϑ

(
I ′

k1 · · · k̂μ · · · kp

)
F.

As I ′ and L does not contain 0, a p × p minor ϑ
(

I
K

)
F of ϑ containing the

first row can be expressed as the sum of minors of degree at most p not
containing the first row. Similarly, by Lemma 3.10, a minor ϑ

(
I
K

)
F of degree

p containing the first column can be expressed as the sum of minors of degree
at most p not containing the first column. Hence, we conclude (2).

Now, Proposition 3.1 (2) asserts that it suffices to take
∑n

p=0

(
n
p

)(
m−n−1

p

)
ϑ
(

I
K

)
F to generate S over C(x). On the other hand, this sum is

(
m−1

n

)
by

Lemma 3.5. Hence, we have

rank E′(n+ 1,m+ 1;α′) ≤
(
m− 1
n

)
.

This together with Theorem 3.4 implies the following theorem:

Theorem 3.8. The hypergeometric differential equation E′(n+1,m+1;α′),
under the assumption αj /∈ Z, 0 ≤ j ≤ m, admits

(
m−1

n

)
linearly independent

solutions. In particular, for these solutions, we can take
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σν

m∏
j=0

(x0j + x1ju1 + · · ·+ xnjun)αjdu1 ∧ · · · ∧ dun, 1 ≤ ν ≤
(
m− 1
n

)
.

Here, σν takes over a basis of Hn(M,L∨
ω).

Remark 3.10. In [G-Z-K], the equality rank E′(n+1,m+1;α′) =
(
m−1

n

)
was

shown by computing the multiplicity of a D-module.

3.7 Duality of E(n + 1,m+ 1;α)

In Theorem 3.3, we have seen that a hypergeometric series of type (n+1,m+
1) admits an n-fold integral representation and an (m− n− 1)-fold integral
representation. Here, we explain a relation between this fact and the duality
of Grassmannians. To make the duality clear, we change notation and we
consider E(k + 1, k + l + 2;α).

3.7.1 Duality of Equations

Let us rewrite what we have considered in § 3.4.3 by changing symbols.
A matrix

(1k+1, x
′) =

⎛⎜⎜⎜⎜⎝
1 x00 · · · x0l

1
...

...
. . .

...
...

1 xk0 · · · xkl

⎞⎟⎟⎟⎟⎠
defines the integral

F (x′;α) =
∫

σ

uα1
1 · · ·uαk

k

l∏
j=0

(x0j + x1ju1 + · · · + xkjuk)αk+1+j (3.88)

· du1 ∧ · · · ∧ duk,

which satisfies the system of differential equations
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E′(k + 1, k + l + 2;α0, . . . , αk+l+1)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)
k∑

i=0

xij
∂F

∂xij
= αj+k+1F , 0 ≤ j ≤ l,

(2)
l∑

j=0

xij
∂F

∂xij
= −(1 + αi)F , 0 ≤ i ≤ k,

(3)
∂2F

∂xij∂xpq
=

∂2F

∂xiq∂xpj
, 0 ≤ i, p ≤ k, 0 ≤ j, q ≤ l.

(3.89)

Let us describe the relations between the parameters in (3.88) and in (3.89)
in the matrix form:⎛⎜⎜⎜⎜⎝

1 x00 · · · · · · x0l

1
...

...
. . .

...
...

1 xk0 · · · · · · xkl

⎞⎟⎟⎟⎟⎠ ,
k+l+1∑

j=0

αj + k + 1 = 0 (3.90)

α0, α1, . . . , αk, αk+1, . . . , αk+l+1⎛⎜⎝x00 · · · · · · x0l

...
...

xk0 · · · · · · xkl

⎞⎟⎠−(1 + α0)
...

−(1 + αk)

(3.91)

αk+1, · · · · · · , αk+l+1

The differential equations (3.89) are partial differential equations with respect
to the variables xij , 0 ≤ i ≤ k, 0 ≤ j ≤ l, we can relate these with another
matrix expressed in terms of the transpose of (3.91)⎛⎜⎜⎜⎜⎜⎜⎜⎝

1 x00 · · · · · · xk0

1
...

...
. . .

...
...

. . .
...

...
1 x0l · · · · · · xkl

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

k+l+1∑
j=0

(−1 − αj) + l + 1 = 0

−1− αk+1, · · · ,−1− αk+l+1,−1− α0, · · · ,−1− αk⎛⎜⎝x00 · · · · · · xk0

...
...

x0l · · · · · · xkl

⎞⎟⎠ αk+1

...
αk+l+1

. (3.92)

−(1 + α0), · · · · · · , −(1 + αk)

Here, we remark αk+1 = −[1 + (−1 − αk+1)] etc. We have
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E′(l + 1, k + l + 2;−1− αk+1, . . . ,−1 − αk+l+1,−1− α0, . . . ,−1 − αk)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)
l∑

j=0

xij
∂F

∂xij
= −(1 + αi)F , 0 ≤ i ≤ k,

(2)
k∑

i=0

xij
∂F

∂xij
= αj+k+1F , 0 ≤ j ≤ l,

(3)
∂2F

∂xij∂xpq
=

∂2F

∂xiq∂xpj
, 0 ≤ i, p ≤ k, 0 ≤ j, q ≤ l.

(3.93)

Hence, by the table representing the fact that the integral (3.88) is a solution
of (3.89), we see that the integral

F (tx′;−1 − αk+1, . . . ,−1− αk+l+1,−1 − α0, . . . ,−1− αk) (3.94)

=
∫

τ

u
−(1+αk+2)
1 · · ·u−(1+αk+l+1)

l

·
k∏

i=0

(xi0 + xi1u1 + · · ·+ xilul)−(1+αi)du1 ∧ · · · ∧ dul

is a solution of the differential equations (3.93). Let us write the (l+1)× (k+
l+2) matrix associated to the integral, following the order of the parameters,
by

(tx′, 1l+1) =

⎛⎜⎝ x00 · · · xk0 1
...

...
. . .

x0l · · · xkl 1

⎞⎟⎠ .
− (1 + α0), · · · − (1 + αk), −(1 + αk+1), · · · , −(1 + αk+l+1)

Summarizing, we have:

Lemma 3.11. Two systems of hypergeometric differential equations E′(k +
1, k + l + 2;α0, · · · , αk+l+1) and E′(l + 1, k + l + 2;−1 − αk+1, · · · ,−1 −
αk+l+1,−1 − α0, · · · ,−1 − αk) are the same. For each system, the integral
(3.88) (resp. (3.94)) provides us the solutions. Hence, this system of differ-
ential equations admits a k-fold integral and an l-fold integral as different
solutions.

3.7.2 Duality of Grassmannians

Let G(k+1, k+l+2) be the complex Grassmannian of k+1-dimensional sub-
spaces of Ck+l+2. Expressing an element of Ck+l+2 as a row vector, (1k+1, x

′)
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defines a point of G(k + 1, k + l + 2), and the set X01···k of all points of
G(k+1, k+ l+2) corresponding to the matrices of such form is an open sub-
set of G(k+ 1, k+ l+ 2) which clearly satisfies X01···k � C(k+1)(l+1). For the
reason we shall explain later, considering (tx′,−1l+1) instead of (tx′, 1l+1),
(tx′,−1l+1) similarly defines a point of G(l + 1, k + l + 2), and the set of
all points Xk+1,··· ,k+l+1 � C(k+1)(l+1) corresponding to the matrices of such
form is an open subset of G(l + 1, k + l + 2).

Here, let us briefly explain the duality between G(k + 1, k + l + 2) and
G(l + 1, k + l + 2). Introduce the bilinear product on Ck+l+2 by

x · y =
k+l+1∑

j=0

xjyj , x = (x0, . . . , xk+l+1), y = (y0, . . . , yk+l+1).

Let L be a (k + 1)-dimensional subspace of Ck+l+2 and set

L⊥ = {y ∈ Ck+l+2|(y, x) = 0 ∀x ∈ L}.

Then, L⊥ is an (l + 1)-dimensional subspace of Ck+l+2 and the map

⊥ : G(k + 1, k + l + 2) −−−−−→ G(l + 1, k + l + 2)

L 	−−−−−→ L⊥

is defined. This is a biholomorphic map and this relation is called the duality
of Grassmannians.

Now, considering (tx′,−1l+1) which is slightly different from (tx′, 1l+1),
the corresponding integral∫

τ

l∏
j=1

(−uj)−(1+αk+j+1) ·
k∏

i=0

(xi0 + xi1u1 + · · · + xilul)−(1+αi)dul,

dul = du1 ∧ · · · ∧ dul

only differs from (3.94) by a scalar factor, hence, it satisfies the same differ-
ential equations (3.93). By the way, as

(1k+1, x
′)
(

x′

−1l+1

)
= 0k+1,l+1,

the image of the point of G(k + 1, k + l + 2) corresponding to (1k+1, x
′) by

the duality ⊥ is the point of G(l+ 1, k+ l+2) corresponding to (tx′,−1l+1).
Hence, we have shown the following lemma.

Lemma 3.12. Under the duality map ⊥ : G(k + 1, k + l+ 2) ∼→ G(l + 1, k+
l + 2), X01···k maps to Xk+1,··· ,k+l+1:
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⊥(X01···k) = Xk+1,··· ,k+l+1.

3.7.3 Duality of Hypergeometric Functions

By Lemma 3.11 and 3.12, we obtain the following theorem:
Theorem 3.9 (Duality of systems of hypergeometric differential
equations). The systems of hypergeometric differential equations E′(k +
1, k + l + 2;α0, · · · , αk+l+1) and E′(l + 1, k + l + 2;−1 − αk+1, · · · ,−1 −
αk+l+1,−1−α0, · · · ,−1−αk), which are defined over X01···k = {[(1k+1, x

′)]}
⊂G(k+1, k+ l+2) and Xk+1,··· ,k+l+2 = {[(tx′,−1l+1)]} ⊂ G(l+1, k+ l+2)
respectively that are isomorphic to C(k+1)(l+1) and map to each other by
the duality of Grassmannians, are the same. A solution of each system has
an integral representation (3.88), (3.94) associated to the matrix (1k+1, x

′),
(tx′,−1l+1), respectively. Hence, these systems of equations admit the so-
lutions expressed as a k-fold integral and an l-fold integral defined by the
correspondence

⊥ : (1k+1, x
′) ←−−−−→ (tx′,−1l+1)

induced from the duality of Grassmannians.
This fact has been discovered for the first time in [Ge-Gr]. The following
proof follows [Kit-Ma].

3.7.4 Duality of Integral Representations

Theorem 3.3 can be regarded as relating two integral solutions more precisely
in the above consideration. The hypergeometric series

F (α1, · · · , αk, β1, · · · , βl, γ; z), z =

⎛⎜⎝z11 · · · z1l

...
...

zk1 · · · zkl

⎞⎟⎠ ∈Mk,l(C)

has a two integral representations, up to Γ -factors,

∫
Δk(ω1)

k∏
i=1

uαi−1
i ·

(
1 −

k∑
i=1

ui

)γ−∑
αi−1

·
l∏

j=1

(
1 −

k∑
i=1

zijui

)−βj

dku,

(3.95)

∫
Δl(ω2)

l∏
j=1

u
βj−1
j ·

⎛⎝1 −
l∑

j=1

uj

⎞⎠γ−∑
βj−1

·
k∏

i=1

⎛⎝1 −
l∑

j=1

zijuj

⎞⎠−αi

dlu.

(3.96)
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Expressing the matrix corresponding to (3.95) as⎛⎜⎜⎜⎝
1 1 1 · · · 1

−1 − z11 · · · −z1l

. . .
...

1 −1 − zk1 · · · −zkl

⎞⎟⎟⎟⎠ ,
α0 − 1, . . . , αk − 1, γ −

∑
αi − 1,−β1, . . . ,−βl

Theorem 3.9 asserts that the integral∫ l∏
j=1

(−uj)βj−1 · (1 +
l∑

j=1

uj)−α0 ·
k∏

i=1

(−1 −
l∑

j=1

zijuj)−αidlu (3.97)

associated to the matrix⎛⎜⎜⎜⎝
1 −1 − 1 −1
1 −z11 · · · − zk1 − 1
...

. . .
1 −z1l · · · − zkl − 1

⎞⎟⎟⎟⎠
−α0,−α1, · · · − αk,−γ +

∑
αi,−1 + β1, · · · ,−1 + βl

corresponds by the duality. Making the coordinate transformation

uj −→ −uj , 1 ≤ j ≤ l,

by the identities

k∑
i=0

(αi − 1) + γ −
k∑

i=1

αi − 1 +
l∑

j=1

(−βj) + k + 1 = 0

and α0 =
∑l

i=0 βj − γ + 1, we see that (3.96) and (3.97) coincides up to a
scalar factor. Hence, if we choose a special k-simplex Δk(ω1) and an l-simplex
Δl(ω2) as integral domains corresponding to them respectively, the duality
becomes precise and we see that the corresponding integrals coincide up to a
scalar factor.

3.7.5 Example

For Gauss’ hypergeometric series, we have the concrete expressions:
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F (α, β, γ; z) =
Γ (γ)

Γ (γ − α)Γ (α)

∫ 1

0

uα−1(1 − u)γ−α−1(1 − zu)−βdu,

=
Γ (γ)

Γ (γ − β)Γ (β)

∫ 1

0

uβ−1(1 − u)γ−β−1(1 − zu)−αdu.

The corresponding matrices look as follows:(
1 0 1 1
0 1 − 1 −z

)
β − γ α− 1 γ − α− 1 − β

←→
(

1 −1 − 1 0
1 −z 0 − 1

)
γ − β − 1 − α α− γ β − 1,⏐' change of variable u→ −u(

1 −1 − 1 0
− 1 z 0 1

)
.

γ − β − 1 − α α− γ β − 1

Remark 3.11. The relation between Δk(ω1) and Δl(ω2) stated in § 3.7.4 can
be understood as the duality of the twisted homologies corresponding to the
integrals (3.95) and (3.96). For detail, see [Kit-Ma].

3.8 Logarithmic Gauss−Manin Connection Associated
to an Arrangement of Hyperplanes in General
Position

3.8.1 Review of Notation

Using the notation defined in § 3.4, we consider the arrangement of hyper-
planes in Pn(C) defined by the (n+ 1)× (m+ 1) matrix

x =

⎛⎜⎜⎜⎝
x01 · · · · · · x0m 1
x11 x1m 0
...

...
...

xn1 · · · · · · xnm 0

⎞⎟⎟⎟⎠ .
Recall the symbols:



172 3 Hypergeometric Functions over Grassmannians

u = (u1, . . . , un) ∈ Cn, for later use, we further set u0 = 1.

Pj(u) = x0j + x1ju1 + · · · + xnjun, 1 ≤ j ≤ m,

U(u) =
m∏

j=1

Pj(u)αj , M = Cn \
m⋃

j=1

{Pj = 0},

for J = {j1, . . . , jp}, 1 ≤ j1 < · · · < jp ≤ m− 1,

ϕ〈J〉 =
dPj1

Pj1

∧ · · · ∧ dPjp

Pjp
,

in particular, for |J | = n, ϕ̂〈J〉 =
∫

σ

U · ϕ〈J〉, σ ∈ Hn(M,L∨
ω),

we denote the minor obtained from extracting i1th, . . . , ipth rows

and j1th, . . . , jpth columns of x by x
(
i1 · · · ip
j1 · · · jp

)
.

As was explained in § 3.4.1, setting

X =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩x =

⎛⎜⎜⎜⎜⎝
x01 · · · · · · x0m 1
...

... 0
...

...
...

xn1 · · · · · · xnm 0

⎞⎟⎟⎟⎟⎠ ; each column vector �= 0

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ ,

X = X \ Y,

where Y :=
⋃

1≤j0<···<jn≤m+1

{
x

(
0 · · · · · · n
j0 · · · · · · jn

)
= 0

}
,

ϕ̂〈J〉 is a multi-valued function on X . By Corollary 2.6,
(
m−1

n

)
ϕ̂〈J〉 provides

a basis of Hn(Ω•(∗D),∇ω). Hence, in the exterior derivative of ϕ̂〈J〉 with
respect to x

dϕ̂〈J〉 =
n∑

i=0

m∑
j=1

dxij

∫
σ

U

{
1
U

∂(Uϕ〈J〉)
∂xij

}
,

each 1
U

∂(Uϕ〈J〉)
∂xij

should be in principle expressed as a linear combination
of ϕ〈K〉, K = {k1, · · · , kn}, 1 ≤ k1 < · · · < kn ≤ m − 1 over C(x) in
Hn(Ω•(∗D), ∇ω). Below, we compute dϕ̂ 〈J〉 =

∑
K θJ,Kϕ̂ 〈K〉 concretely

and show that θJ,K is a 1-form admitting logarithmic poles along Y .
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3.8.2 Variational Formula

By simple calculation, we obtain

dϕ̂〈J〉 =
n∑

i=0

∑
j0 /∈J

dxij0

∫
σ

U
αj0ui

Pj0

ϕ〈J〉

+
n∑

i=0

n∑
k=1

dxijk

∫
σ

U

{
(αjk

− 1)ui

Pjk

ϕ〈J〉

+ (−1)k−1 dui

Pjk

∧ ϕ〈J \ {jk}〉
}
.

Here, ϕ〈J \ {jk}〉 = ϕ〈j1 · · · jk−1jk+1 · · · jn〉 and du0 = 0. Here and after, the
symbol

∑
j0 /∈J signifies the sum over 1 ≤ j0 ≤ m with j0 satisfying j0 /∈ J .

On the other hand, since we have

∇ω

(
(−1)k−1ui

Pjk

ϕ〈J \ {jk}〉
)

=
(−1)k−1

Pjk

dui ∧ ϕ〈J \ {jk}〉+
(αjk

− 1)ui

Pjk

ϕ〈J〉

+
∑
j0 /∈J

(−1)k−1αj0ui

Pjk

ϕ〈j0 · · · ĵk · · · jn〉,

combining the above two formulas, we obtain

dϕ̂〈J〉 =
∫

σ

U

n∑
i=0

∑
j0 /∈J

dxij0

αj0ui

Pj0

ϕ〈J〉

−
∫

σ

U

n∑
i=0

n∑
k=1

∑
j0 /∈J

(−1)k−1dxijk

αj0ui

Pjk

ϕ〈j0 · · · ĵk · · · jn〉.

Since we obtain the first term by setting k = 0 in the second term of the
above formula, we can further simplify it:

dϕ̂〈J〉 =
∫

σ

U
n∑

i,k=0

∑
j0 /∈J

K:={j0}∪J

(−1)kdxijk

αj0ui

Pjk

ϕ〈K \ {jk}〉. (3.98)

Hence, the problem is reduced to compute the partial fraction expansion
explained in § 2.9.1, determining all the coefficients precisely, and express
the above formula with the basis {ϕ〈i1 · · · in〉}.
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3.8.3 Partial Fraction Expansion

Setting K = {j0, · · · , jn}, N = {0, 1, · · · , n}, we solve⎧⎨⎩x0j0 + x1j0u1 + · · · + xnj0un = Pj0 ,
· · · · · · · · · · · · · · · · · · · · ·

x0jn + x1jnu1 + · · ·+ xnjnun = Pjn ,

with respect to ui by using Cramer’s formula and obtain

ui =
n∑

l=0

(−1)i+l

Pjl
x

(
N \ {i}
K \ {jl}

)
x

(
N
K

) . (3.99)

Here, introducing the symbols

PK :=
∏
j∈K

Pj , PK\{jl} =
∏

j∈K\{jl}
Pj ,

by (3.99), we obtain a formula on partial fraction expansion:

ui

PK
=

n∑
l=0

(−1)i+l ·
x

(
N \ {i}
K \ {jl}

)
x

(
N
K

) · 1
PK\{jl}

. (3.100)

3.8.4 Reformulation

Let us rewrite (3.98) to apply the formula (3.100). First, we notice that

ui

Pjk

ϕ〈K \ {jk}〉 (3.101)

=
ui

PK
· x

(
N \ {0}
K \ {jk}

)
du1 ∧ · · · ∧ dun

=
n∑

l=0

(−1)i+l ·
x

(
N \ {0}
K \ {jk}

)
· x

(
N \ {i}
K \ {jl}

)
x

(
N
K

) · du1 ∧ · · · ∧ dun

PK\{jl}
.

Second, by using
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ϕ〈K \ {jl}〉 =
1

PK\{jl}
dPj0 ∧ · · · ∧ d̂Pjl

∧ · · · ∧ dPjn

=
x

(
N \ {0}
K \ {jl}

)
PK\{jl}

· du1 ∧ · · · ∧ dun,

rewriting the right-hand side of (3.101), we finally obtain

ui

Pjk

ϕ〈K \ {jk}〉

=
n∑

l=0

(−1)i+l ·
x

(
N \ {0}
K \ {jk}

)
· x

(
N \ {i}
K \ {jl}

)
x

(
N
K

)
· x

(
N \ {0}
K \ {jl}

) · ϕ〈K \ {jl}〉.

Rewriting the right-hand side of (3.98) with this formula, we obtain

dϕ̂〈J〉 =
∫

σ

U

n∑
i,k,l=0

∑
j0 /∈J

K:={j0}∪J

(−1)i+k+l · αj0dxijk
(3.102)

·
x

(
N \ {0}
K \ {jk}

)
· x

(
N \ {i}
K \ {jl}

)
x

(
N
K

)
· x

(
N \ {0}
K \ {jl}

) · ϕ〈K \ {jl}〉.

Here, we use the well-known Jacobi formula (cf. [Sata]).

Lemma 3.13 (Jacobi’s formula).

x

(
N \ {0}
K \ {jk}

)
x

(
N \ {i}
K \ {jl}

)
− x

(
N \ {0}
K \ {jl}

)
x

(
N \ {i}
K \ {jk}

)
(3.103)

= x

(
N
K

)
x

(
N \ {0, i}
K \ {jk, jl}

)
.

Proof. Permuting rows and columns of (3.103), we can reduce it to the ref-
erence cited above (the formula with respect to the last two columns and
rows).

We rewrite (3.102) by using this lemma:
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dϕ̂〈J〉 =
∫

σ

U
n∑

l=0

∑
j0 /∈J

K:={j0}∪J

(−1)l

· αj0

{
1

x

(
N
K

) ·
n∑

i,k=0

(−1)i+kx

(
N \ {i}
K \ {jk}

)
dxijk

+
1

x

(
N \ {0}
K \ {jl}

) n∑
i,k=0

(−1)i+k

· x
(
N \ {0, i}
K \ {jk, jl}

)
dxijk

}
ϕ〈K \ {jl}〉

=
∫

σ

U

n∑
l=0

∑
j0 /∈J

K:={j0}∪J

(−1)l

· αj0

⎧⎪⎪⎨⎪⎪⎩
dx

(
N
K

)
x

(
N
K

) −
dx

(
N \ {0}
K \ {jl}

)
x

(
N \ {0}
K \ {jl}

)
⎫⎪⎪⎬⎪⎪⎭ · ϕ〈K \ {jl}〉

=
n∑

l=0

∑
j0 /∈J

K:={j0}∪J

(−1)l · αj0 · ϕ̂〈K − {jl}〉d log
x

(
N
K

)
x

(
N \ {0}
K \ {jl}

) .
By the above computation, we have shown the following lemma:

Lemma 3.14. ϕ̂〈J〉, J = {j1, · · · , jn}, 1 ≤ j1 < · · · < jn ≤ m − 1 satisfies
the relation:

dϕ̂〈J〉 =
∑
j0 /∈J

K:={j0}∪J

n∑
l=0

(−1)l · αj0 · d log
x

(
N
K

)
x

(
N \ {0}
K \ {jl}

) · ϕ̂〈K \ {jl}〉.

Here, N = {0, 1, · · · , n} and ϕ̂〈L〉 appearing in the right-hand side runs over
L = {l1, · · · , ln}, 1 ≤ l1 < · · · < ln ≤ m.
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3.8.5 Example

To clarify the form of the formula obtained in Lemma 3.14, let us compute
it for n = 2, m = 5.

x =

⎛⎝x01 · · · · · · x05 1
x11 · · · · · · x15 0
x21 · · · · · · x25 0

⎞⎠, N = {0, 1, 2},

A basis of H2(Ω•(∗D),∇ω) is ϕ〈12〉, ϕ〈13〉, ϕ〈14〉, ϕ〈23〉, ϕ〈24〉, ϕ〈34〉.

dϕ̂〈12〉 =

⎧⎪⎪⎨⎪⎪⎩α3d log
x

(
0 1 2
3 1 2

)
x

(
1 2
1 2

) + α4d log
x

(
0 1 2
4 1 2

)
x

(
1 2
1 2

)
⎫⎪⎪⎬⎪⎪⎭ ϕ̂〈12〉

− α3d log
x

(
0 1 2
3 1 2

)
x

(
1 2
2 3

) ϕ̂〈23〉+ α3d log
x

(
0 1 2
3 1 2

)
x

(
1 2
1 3

) ϕ̂〈13〉

− α4d log
x

(
0 1 2
4 1 2

)
x

(
1 2
2 4

) ϕ̂〈24〉+ α4d log
x

(
0 1 2
4 1 2

)
x

(
1 2
1 4

) ϕ̂〈14〉

+ α5

⎧⎪⎪⎨⎪⎪⎩d log
x

(
0 1 2
1 2 5

)
x

(
1 2
1 2

) ϕ̂〈12〉 − d log
x

(
0 1 2
1 2 5

)
x

(
1 2
2 5

) ϕ̂〈25〉

+ d log
x

(
0 1 2
1 2 5

)
x

(
1 2
1 5

) ϕ̂〈15〉

⎫⎪⎪⎬⎪⎪⎭ .

(3.104)

Other dϕ̂〈j1j2〉’s can be similarly computed. As can be seen from these com-
putations, the right-hand side of Lemma 3.14 has some terms containing
ϕ̂〈j1 · · · jn−1m〉, and this expression of differential equations is still not in
the Pfaffian form. We should eliminate ϕ̂〈15〉, ϕ̂〈25〉 in the right-hand side of
(3.104) by using the relations

α2ϕ̂〈12〉+ α3ϕ̂〈13〉+ α4ϕ̂〈14〉+ α5ϕ̂〈15〉 = 0,

α1ϕ̂〈12〉 − α3ϕ̂〈23〉 − α4ϕ̂〈24〉 − α5ϕ̂〈25〉 = 0.

The result is as follows:
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dϕ̂〈12〉 =

⎧⎪⎪⎨⎪⎪⎩α1d log
x

(
0 1 2
5 1 2

)
x

(
1 2
5 2

) + α2d log
x

(
0 1 2
5 1 2

)
x

(
1 2
5 1

)

+
5∑

j=3

αjd log
x

(
0 1 2
j 1 2

)
x

(
1 2
1 2

)
⎫⎪⎪⎬⎪⎪⎭ ϕ̂〈12〉

+ α3

⎧⎪⎪⎨⎪⎪⎩d log
x

(
0 1 2
3 1 2

)
x

(
1 2
1 3

) − d log
x

(
0 1 2
5 1 2

)
x

(
1 2
1 5

)
⎫⎪⎪⎬⎪⎪⎭ ϕ̂〈13〉

+ α4

⎧⎪⎪⎨⎪⎪⎩d log
x

(
0 1 2
4 1 2

)
x

(
1 2
1 4

) − d log
x

(
0 1 2
5 1 2

)
x

(
1 2
1 5

)
⎫⎪⎪⎬⎪⎪⎭ ϕ̂〈14〉

+ α3

⎧⎪⎪⎨⎪⎪⎩d log
x

(
0 1 2
5 1 2

)
x

(
1 2
2 5

) − d log
x

(
0 1 2
3 1 2

)
x

(
1 2
2 3

)
⎫⎪⎪⎬⎪⎪⎭ ϕ̂〈23〉

+ α4

⎧⎪⎪⎨⎪⎪⎩d log
x

(
0 1 2
5 1 2

)
x

(
1 2
2 5

) − d log
x

(
0 1 2
4 1 2

)
x

(
1 2
2 4

)
⎫⎪⎪⎬⎪⎪⎭ ϕ̂〈24〉.

3.8.6 Logarithmic Gauss−Manin Connection

Since extending the above computation to general cases is not so difficult,
except that the symbols become complicated, we only state its essence. First,
in the formula stated in Lemma 3.14, we distinguish the summation over j0
into the parts with 1 ≤ j0 ≤ m − 1 and j0 /∈ J and the parts with j0 = m.
As the former has no problem, we consider the latter case. It takes the form:
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αmd log
x

(
N

{m} ∪ J
)

x

(
N \ {0}
J

) ϕ̂〈J〉 (3.105)

+ αm

n∑
l=1

(−1)ld log
x

(
N

{m} ∪ J
)

x

(
N \ {0}
m,J \ {jl}

) · ϕ̂〈m,J \ {jl}〉,

where the multi-index {m,J \ {jl}} signifies {m, j1, · · · , ĵl, · · · , jn}. By the
formula

∇ωϕ〈J \ {jl}〉 = (−1)l−1αjl
ϕ〈J〉 + αmϕ〈m,J \ {jl}〉

+
∑
j0 /∈J

1≤j0≤m−1
K:={j0}∪J

αj0ϕ〈K \ {jl}〉,

we obtain

αmϕ̂〈m,J \ {jl}〉 = (−1)lαjl
ϕ̂〈J〉 (3.106)

−
∑
j0 /∈J

1≤j0≤m−1
K:={j0}∪J

αj0 ϕ̂〈K \ {jl}〉.

Rewriting the second term in (3.105) with this formula, we obtain:⎛⎜⎜⎜⎜⎝
n∑

l=0
j0=m

K={j0}∪J

αjl
d log

x

(
N
K

)
x

(
N \ {0}
K \ {jl}

)
⎞⎟⎟⎟⎟⎠ ϕ̂〈J〉 (3.107)

+
∑
j0 /∈J

1≤j0≤m−1
K={j0}∪J

n∑
l=1

(−1)l−1αj0d log
x

(
N

{m} ∪ J
)

x

(
N \ {0}
m,J \ {jl}

) · ϕ̂〈K \ {jl}〉.

Summarizing all these computations, the Pfaffian forms satisfied by
(
m−1

n

)
ϕ̂〈J〉, 1 ≤ j1 < · · · < jn ≤ m− 1 can be expressed as follows: setting
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θJ,L :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑
j0 /∈J

1≤j0≤m
K:={j0}∪J

αj0d log

x

⎛⎝N
K

⎞⎠
x

⎛⎝N \ {0}
J

⎞⎠

+
n∑

l=1

αjl
d log

x

⎛⎝ N

{m} ∪ J

⎞⎠
x

⎛⎝ N \ {0}
m,J \ {jl}

⎞⎠ (for L = J)

(−1)lαj0

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
d log

x

⎛⎝N
K

⎞⎠
x

⎛⎝N \ {0}
K \ {jl}

⎞⎠ − d log

x

⎛⎝ N

{m} ∪ J

⎞⎠
x

⎛⎝ N \ {0}
m,J \ {jl}

⎞⎠

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭⎛⎝1 ≤ j0 ≤ m− 1, setting K := {j0} ∪ J,
L = K \ {jl}, for l �= 0

⎞⎠
0 (otherwise),

arranging J , L in the lexicographic order and letting Θ = ((θJ,L)) be the
matrix with coefficients in this logarithmic differential forms. Let (yJ)J be
the column vector arranging yJ in the lexicographic order and consider the
Pfaffian form

(dyJ )J = Θ(yL)L. (3.108)

As we have seen above, (ϕ̂〈J〉)J becomes a solution of (3.108). Here, taking
a real matrix x, we take a basis {Δν(ω)}1≤ν≤(m−1

n ) of Hn(M,L∨
ω) stated

in Theorem 3.1 and set ϕ̂ν〈J〉 :=
∫

Δν(ω)
U · ϕ〈J〉. Then,

(
m−1

n

)
column

vectors (ϕ̂ν〈J〉)J become solutions of (3.108), and by Corollary 3.1, we
have det(ϕ̂ν〈J〉)ν,J �= 0. This means that the column vectors (ϕ̂ν〈J〉)J ,
1 ≤ ν ≤ (

m−1
n

)
provide us with linearly independent solutions of (3.108).

Now, x
(

N
K

)
etc. appearing in the expression of θJ,L can be regarded as

Plücker coordinates of the point of G(n+ 1,m+ 1) associated to the matrix
x stated in § 3.4.2. Multiplying an element g of GLn+1(C) by x from the
left induces x

(
N
K

) −→ det(g) · x(N
K

)
. In the expression of θJ,L, since Plücker

coordinates appear in the denominator and in the enumerator of the factors
in d log, θJ,L is invariant under the action of GLn+1(C). This means that
(3.108) is a differential equation defined on the Grassmannian G(n+1,m+1)
omitting finite hypersurfaces. Moreover, equation (3.108) is integrable in the



3.8 Logarithmic Gauss–Manin Connection 181

following sense, i.e., as a consequence of (3.108), the curvature form of Θ
becomes 0:

dΘ −Θ ∧Θ = −Θ ∧Θ = 0 (3.109)

since dΘ = 0. In this case, we say that (3.108) defines a Gauss−Manin con-
nection of rank

(
m−1

n

)
([De]).

Exercise 3.1 ([Ao8]). Show that the identity (3.109) can be derived from
Plücker relations (cf. § 3.4.2).

Theorem 3.10. In the open subset of Mn+1,m(C)

X =

⎧⎪⎪⎪⎨⎪⎪⎪⎩x =

⎛⎜⎜⎜⎝
x01 · · · · · · x0m 1
x11 x1m 0
...

...
...

xn1 · · · · · · xnm 0

⎞⎟⎟⎟⎠ , each column vector �= 0

⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,
the Pffafian form (3.108) which has logarithmic poles along

Y =
⋃

1≤j0<···<jn≤m+1

{
x

(
0 1 · · · n
j0 . . . jn

)
= 0

}

defines a Gauss−Manin connection on X = X\Y and its linearly independent

solutions are given by (ϕ̂ν〈J〉)J , 1 ≤ ν ≤ (
m−1

n

)
.

Example 3.6. Let us explicitly give a Pfaffian form which provides us a
Gauss−Manin connection for n = 1:

x =
(
x01 x02 · · · x0m 1
x11 x12 · · · x1m 0

)
,

for 1 ≤ j, k ≤ m− 1, j �= k, we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

θjj =
∑

1≤l≤m
l �=j

αld log

x

⎛⎝0 1

l j

⎞⎠
x1j

+ αjd log

x

⎛⎝ 0 1

m j

⎞⎠
x1m

,

θjk = −αk

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
d log

x

⎛⎝0 1

k j

⎞⎠
x1k

− d log

x

⎛⎝ 0 1

m j

⎞⎠
x1m

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
.
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Hence, fixing 1 ≤ j ≤ m− 1,

ϕν〈j〉 =
∫

Δν(ω)

U · ϕ〈j〉, 1 ≤ ν ≤ m− 1

gives solutions of the Pfaffian form

d

⎛⎜⎝ y1
...

ym−1

⎞⎟⎠ =

⎛⎜⎝ θ11 · · · θ1, m−1

...
...

θm−1, 1 · · · θm−1, m−1

⎞⎟⎠
⎛⎜⎝ y1

...
ym−1

⎞⎟⎠ . (3.110)

Remark 3.12. As a consequence of equation (3.108), we obtain the higher log-
arithmic expansion of hypergeometric functions as in § 1.2.5. In [Koh7], [Lin],
higher logarithms are discussed from the viewpoint of K. T. Chen’s iterated
integral. For their applications to higher logarithmic functions, its algebraic
K-theory and algebraic geometry, see, for example, [Gon] and [Ha-M]. As
for an extension of the connection form (3.108) to a general arrangement of
hyperplanes, there are further precise discussions on it (cf. [C-D-O], [C-O1],
[C-O2], [Or-Te4]).

Remark 3.13. In this chapter, we have presented the holonomic system of
differential equations E(n + 1,m + 1;α) on the Grassmannian X and the
Gauss−Manin connection (3.108) on X \ Y on the other. There are several
references treating the system E(n+ 1,m+ 1;α) [Har], [Iw-Kit1], [Iw-Kit2],
[Kit2], [Kit3], [Kit-It], [Sas], or the geometry of arrangements of hyperplanes
which reflect properties of special hypergeometric functions [Hat], [Koh5],
[Or-Te1], [R-T], [Sch-Va2], [Ter1], [Ter2]. In general, a holonomic D-module
corresponds to a constructible sheaf as a solution sheaf (Riemann−Hilbert
correspondence) (see [H-T-T], [Kas1], [Kas2], [Sab2], [Tan] etc.). One may say
that the solution sheaf on X \ Y defined by (3.108), being a locally constant
sheaf, gives a construcible sheaf on a one of the strata of X associated with
the singularity of E(n+ 1,m+ 1;α) defined on the strata realized by arrage-
ments of hyperplanes not in general position (for example, see [C-O1], [C-O2],
[Or-Te4]). It seems an interesting problem to study their interrelationship in
a systematic way.



Chapter 4

Holonomic Difference Equations
and Asymptotic Expansion

As we have seen in Chapter 1, the Γ -function is a solution of a first-order
difference equation which can be uniquely determined by its asymptotic be-
havior at infinity. This fact can be generalized to the cases of several variables
that contain a finite number of unknown meromorphic functions which sat-
isfy a holonomic system of difference equations. The hypergeometric functions
discussed in Chapters 2 and 3 satisfy holonomic systems of difference equa-
tions with respect to the parameters α = (α1, . . . , αm). Their asymptotic
structure at infinity strongly reflects topological aspects of their twisted de
Rham (co)homology.

In this chapter, we will see such an aspect of hypergeometric functions
as solutions of a holonomic system of difference equations. In § 4.1, 4.2,
applying classical results due to G.D. Birkhoff, we will show a fundamental
result on the existence and the uniqueness of a meromorphic solution of a
holonomic system of difference equations having an asymptotic expansion at
a specific direction of infinity. In § 4.3, as an application of the structure of the
twisted de Rham cohomology explained in Chapter 2, we will explain a way to
derive a holonomic system of difference equations satisfied by hypergeometric
functions and a relation between their asymptotic expansion with respect to
α and the Morse theory. In § 4.4, we derive concretely and explicitly a system
of equations in the case of an arrangement of hyperplanes. As § 4.1, 4.2 are
not directly related to hypergeometric functions, it might be better for the
reader to start reading from § 4.3 and refer to § 4.1, 4.2 from time to time.

First, we start by explaining the existence and the uniqueness theorem
due to G.D. Birkhoff for the single-variable case. See [Bir2], [N], [Gelfo] as
basic notion for analytic difference equations.

K. Aomoto et al., Theory of Hypergeometric Functions, Springer Monographs 183
in Mathematics, DOI 10.1007/978-4-431-53938-4 4, c© Springer 2011
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4.1 Existence Theorem Due to G.D. Birkhoff and
Infinite-Product Representation of Matrices

4.1.1 Normal Form of Matrix-Valued Function

Suppose that a square matrix A(z) ∈ GLr(C(z)) of order r with components
of single-variable rational functions is given. We consider a matrix difference
equation of a square matrix Φ(z)

Φ(z + 1) = A(z)Φ(z), z ∈ C, (4.1)

Φ(z) =
((
ϕij(z)

))r

i,j=1
.

Here, ϕij(z) are unknown meromorphic functions on C. First, we look at the
normal form of A(z) at z = ∞.

Lemma 4.1. Suppose that A(z) has the Laurent expansion at z = ∞ of the
form

A(z) = zμ

(
A0 +

A1

z
+
A2

z2
+ · · ·

)
, μ ∈ Z (4.2)

where A0 ∈ GLr(C) is semi-simple, i.e., diagonalizable and its eigenvalues
are mutually different, and Al(l ≥ 1) ∈Mr(C). There exists a formal Laurent
series

S(z) = S0 +
S1

z
+
S2

z2
+ · · · ∈Mr

(
C
[[

1
z

]])
(4.3)

with
(
S0 ∈ GLr(C)

)
such that A(z) is reduced to

S(z + 1)−1A(z)S(z) = zμ

(
A0 +

A1

z

)
(4.4)

(A0, A1 are both diagonal matrices). Here, A0, A1 are uniquely determined
up to a permutation of diagonal components. In particular, if A0 is a diagonal
matrix, then A0 = A0 and A1 is equal to the diagonal part of A1, and we
can take S0 = 1 in (4.3). In this case, S(z) (4.3) satisfying (4.4) is uniquely
determined.

Proof. First, since A0 can be diagonalized by a transformation A0 	→
S−1

0 A0S0, below, we assume that S0 = 1 and A0 is already a diagonal matrix.
Step 1. There exists

S′(z) = 1 +
S′

1

z
+
S′

2

z2
+ · · · ∈ GLr

(
C
[[

1
z

]])
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such that

B(z) = S′(z + 1)−1A(z)S′(z) (4.5)

= zμ

(
B0 +

B1

z
+
B2

z2
+ · · ·

)
∈ GLr

(
C
[[

1
z

]])
becomes a diagonal matrix. Indeed, by

(z + 1)−n = z−n
∞∑

l=0

n(n+ 1) · · · (n+ l − 1)
l!

(−z)−l,

the relations satisfied by S′
1, S

′
2, · · · are given, by comparing the coefficients

of the Laurent series of the identity S′(z + 1)B(z) = A(z)S′(z) in zμ, zμ−1,

A0 = B0, A1 +A0S
′
1 = S′

1B0 +B1, (4.6)

that is,
[A0, S

′
1] = B1 −A1.

More generally, comparing the coefficients of z−n+μ, we have

[A0, S
′
n] = −

n−1∑
l=1

AlS
′
n−l +Bn −An (4.7)

+
∑

0≤σ≤n−l
1≤l≤n−1

S′
lBσ(−1)n−l−σ l(l + 1) · · · (n− σ − 1)

(n− l − σ)!
, n ≥ 1.

Now, for a matrix X with 0 on the diagonal, the equation [A0, S
′
n] = X on S′

n

always admits a solution. Choosing B1, B2, · · · by degrees, we can determine
S′

1, S
′
2, . . . , S

′
n in a way that Bn becomes diagonal. As a consequence, B0 =

A0, B1, B2, · · · can be all reduced to diagonal matrices.
Step 2. By choosing appropriate diagonal matrices S′′

1 , S
′′
2 , · · · , there exists

S′′(z) = 1 +
S′′

1

z
+
S′′

2

z2
+ · · · ∈ GLr

(
C
[[

1
z

]])
, (4.8)

such that B(z) can be reduced to

S′′(z + 1)−1B(z)S′′(z) = zμ

(
A0 +

A1

z

)
.

Here, we have A0 = B0, A1 = B1. Indeed, when we have

S′′(z + 1)−1B(z)S′′(z) = A0 +
A1

z
+
A2

z2
+ · · · , (4.9)
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by induction, we can choose diagonal matrices S′′
l (l ≥ 1) in such a way that

An (n ≥ 2) vanish. First, we have A0 = B0, A1 = B1 and they are diagonal
matrices. Next, by the equality

B0S
′′
2 +B2 = A2 + (S′′

2 − S′′
1 )B0, (4.10)

[B0, S
′′
2 ] = 0, (4.11)

we have B2 = A2−S′′
1B0. For A2 to be 0, we set S′′

1 = −B2B
−1
0 . By induction

hypothesis, assuming that we could choose S′′
1 , S

′′
2 , . . . , S

′′
n−2 in such a way

that A2 = · · · = An−1 = 0, the equality

(n− 1)S′′
n−1B0=−(B2S

′′
n−2 + · · ·+Bn−1S

′′
1 +Bn) (4.12)

+An +
n−1∑
l=2

(−1)l (n− l) · · · (n− 1)
l!

S′′
n−lA0

+
n−2∑
l=1

(−1)l (n− 1 − l) · · · (n− 2)
l!

S′′
n−l−1A1

should hold, we can determine S′′
n−1 uniquely in such a way that An = 0.

Step 3. Setting S(z) = S′(z)S′′(z), we obtain a matrix S(z) of the lemma.
Step 4. Assuming that A0 is a diagonal matrix and S0 = 1, we would like
to show the uniqueness of S(z). It is enough to show that, in (4.6) and (4.7),
A0 = B0 = A0, A1 = B1 = A1, Al = Bl = 0 (l ≥ 2) implies S′

l = 0 (l ≥ 1).
By (4.6), [A0, S

′
1] = 0, i.e., S′

1 is a diagonal matrix. Setting n = 2 in (4.7),
we have

[A0, S
′
2] = −A1S

′
1 + S′

1(B1 −B0) = −S′
1B0

which implies [A0[A0, S
′
2]] = 0. As A0 is a diagonal matrix, this means

[A0, S
′
2] = 0, that is, S′

1 = 0. By induction hypothesis, assuming that
S′

1 = · · · = S′
n−2 = 0. By (4.7), we have [A0, S

′
n−1] = 0, i.e., S′

n−1 is a
diagonal matrix. Again by (4.7), we have

[A0, S
′
n] = −A1S

′
n−1 − (n− 1)S′

n−1B0 + S′
n−1B1

= −(n− 1)S′
n−1B0

which implies [A0, [A0, S
′
n]] = 0, hence similarly as above, we obtain [A0, S

′
n] =

0, i.e., S′
n−1 = 0. Thus, we have shown that S′

l (l ≥ 1) are 0 and we terminate
the proof of the lemma.

Remark 4.1. By a similar argument, even if the eigenvalues of A0 are not
necessarily mutually different, if A0 is diagonalizable, one can choose S(z) in
such a way that A0 and A1 commute.
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4.1.2 Asymptotic Form of Solutions

There exists a matrix solution of a difference equation in the normal form

Φ(z + 1) = zμ

(
A0 +

A1

z

)
Φ(z) (4.13)

having an asymptotic behavior at �z 	→ +∞ given as follows. It is expressed
by using the asymptotic formula of the Γ -function due to Stirling:

Φ(z) = Γ (z)μ(A0)z Γ (z + (A0)−1A1)
Γ (z)

(4.14)

= (A0)z exp
[
(A0)−1A1 log z

]
e−μzzμ(z− 1

2 )(2π)
μ
2

{
1 +O

(
1
|z|
)}
,

−π + δ < arg z < π − δ (π > δ > 0).

Similarly its asymptotic behavior at �z → −∞ is given by

Φ(z) =

(
eπ

√−1z

Γ (1− z)

)μ

(A0)z Γ (1 − z)
Γ (1 − z − (A0)−1A1)

(4.15)

= eμ(1+(π
√−1−1)z)(−z)μ(z− 1

2 )(2π)−
μ
2

·(A0)z exp
[
(A0)−1A1 log(−z)]{1 +O

(
1
|z|
)}

.

δ < arg z < 2π − δ

Here, A
z

0, exp
[
(A0)−1A1 log(±z)], Γ (z ± (A0)−1A1) etc. are matrix analytic

functions, but since we may assume that A0, A1 are both diagonal matrices
in this case, they are regarded as diagonal matrix analytic functions defined
for each diagonal component.

For matrix analytic functions, see. e.g., [Gan] and [La].
Below, we set an asymptotic behavior of Φ(z) at �z 	→ ±∞ by

Φ̂0,+(z) = (A0)z exp
[
(A0)−1A1 log z

]
e−μzzμ(z− 1

2 )(2π)
μ
2 , (4.16)

−π + δ < arg z < π − δ,

Φ̂0,−(z) = eμ(1+(π
√−1−1)z)(−z)μ(z− 1

2 )(2π)−
μ
2 (4.17)

· (A0)z exp
[
(A0)−1A1 log(−z)] , δ < arg z < 2π − δ.
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4.1.3 Existence Theorem (i)

Next, let us state the existence theorem due to G.D. Birkhoff [Bir2]:

Theorem 4.1. Suppose that A0 ∈ GLr(C) has been already diagonalized and
its eigenvalues λ1, . . . , λr satisfy |λ1| > |λ2| > · · · > |λr |. We denote the
corresponding eigenvalues (A0)−1A1 (A0 = A0, A1 = (the diagonal part of
A1)) by ρ1, ρ2, . . . , ρr.

(1) There uniquely exists a matrix solution Φ(z) of the difference equation
(4.1) that is meromorphic on C, holomorphic on the left domain Δ−

R =
{z ∈ C;�z ≤ 0, |z| ≥ R, or �z ≥ 0, |�z| ≥ R} (cf. Figure 4.1), and has
an asymptotic expansion at �z 	→ −∞ (|�z| : bounded)

Φ(z) = Φ̂0,−(z)
(

1 +O
(

1
|z|
))

, (4.18)

(where O
(

1
|z|
)

is the Landau symbol. cf. § 1.1.1). Here, R is a sufficiently
big positive constant. Similarly,

(2) there uniquely exists a matrix solution Φ(z) of the difference equation
(4.1) that is meromorphic on C, holomorphic on the right domain Δ+

R =
{z ∈ C;�z ≥ 0, |z| ≥ R, or �z ≤ 0, |�z| ≥ R}, and has an asymptotic
expansion at �z 	→ +∞ (|�z| : bounded)

Φ(z) = Φ̂0,+(z)
(

1 +O
(

1
|z|
))

. (4.19)

We denote the meromorphic solutions on C in (1), (2) by Φ−(z), Φ+(z),
respectively, and when |�z| is bounded, we call each of them the fundamental
solution of (4.1) having an asymptotic expansion at �z → −∞ (resp. �z 	→
+∞) as (4.18) (resp. (4.19)).

When a column vector (ϕj(z))r
j=1 satisfies the equation

(ϕj(z + 1))r
j=1 = A(z)(ϕj(z))r

j=1, (4.20)

we simply call (ϕj(z))r
j=1 a solution of (4.1).

The proof of Theorem 4.1 is given in § 4.1.5–4.1.13.
When (pj(z))r

j=1 is a periodic meromorphic function on C, i.e.,

pj(z + 1) = pj(z), (4.21)

then, the function

(ϕj(z))r
j=1 = Φ±(z)(pj(z))r

j=1 (4.22)

is a solution of (4.1) and vice versa.
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Fig. 4.1

4.1.4 Infinite-Product Representation of Matrices

For any positive integer N , by (4.1), we obtain

Φ(z) = A(z − 1)A(z − 2) · · ·A(z −N)Φ(z −N). (4.23)

Furthermore, replacing Φ(z −N) with Φ̂0,−(z −N), since we have

lim
N �→+∞

Φ̂0,−(z −N)−1Φ(z −N) = 1,

as N 	→ +∞,

lim
N �→+∞

A(z − 1)A(z − 2) · · ·A(z −N)Φ̂0,−(z −N), (4.24)

may become a solution of (4.1). But in general, we do not know whether
(4.24) converges or not. Instead, if we think of (4.24) as a function not with
values in GLr(C) but with values in an appropriate quotient of GLr(C), then
it would be convergent. We explain this below.

Let Br be the maximal solvable subgroup of GLr(C) consisting of upper
triangular matrices, i.e., a Borel subgroup, and Ur be the maximal unipotent
subgroup of upper triangular matrices that are unipotent (all the diagonal
components are 1). Then, we have Ur ⊂ Br, and the quotient spaces of left
classes A = GLr(C)/Ur, F = GLr(C)/Br are an r(r+1)

2 -dimensional affine
variety over C and an r(r−1)

2 -dimensional projective variety over C (hence
compact), respectively. The former is called a principal affine space, and
the latter a flag manifold. Now, as we can regard Φ±(z) as an element of the
left classes by Ur and Br, Φ±(z)Ur, Φ±(z)Br can be regarded as an A-valued
(resp. an F -valued) meromorphic function, more precisely a meromorphic
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map, on C. Taking the kth finite part of S(z)

S(k)(z) = S0 +
S1

z
+ · · ·+ Sk

zk
, k ≥ 0 (4.25)

(S0 = 1), we set Φ̂k,±(z) = S(k)(z)Φ̂0,±(z). We have the following theorem.

Theorem 4.2. Suppose that Φ̂0,±(z) (4.16)–(4.17) are both diagonalized. For
a sufficiently big k, we obtain the infinite-product representation of the matrix
Φ−(z)

Φ−(z)Ur = lim
N �→+∞

A(z − 1)A(z − 2) · · ·A(z −N)Φ̂k,−(z −N)Ur, (4.26)

Φ−(z)Br = lim
N �→+∞

A(z − 1)A(z − 2) · · ·A(z −N)S(k)(z −N)Br, (4.27)

as a meromorphic function of z(∈ C). Similarly, Φ+(z) has the infinite-
product representation

Φ+(z)Ur = lim
N �→+∞

A(z)−1 · · ·A(z +N − 1)−1Φ̂k,+(z +N)Ur, (4.28)

Φ+(z)Br = lim
N �→+∞

A(z)−1 · · ·A(z +N − 1)−1S(k)(z +N)Br. (4.29)

Here, the limits in the right-hand side of (4.26)–(4.29) converge uniformly
on every compact subset of C.

In particular, for r = 2, GL2(C)/B2 is the projective line and (4.27),
(4.29) give us countably infinite-product representations by linear fractional
transformations.

4.1.5 Gauss’ Decomposition

Since it suffices to prove the existence Theorem 4.1 in the case μ = 0, for
simplicity, we assume that μ = 0.

The remaining part of § 4.1 will be devoted to the proof of the existence
Theorem 4.1. Theorem 4.2 will be proved in between the process. We will
construct Φ±(z) via the decomposition of a matrix into the product of a
lower triangular and an upper triangular matrices, that is, by the Gauss
decomposition.
Step 1. First, we show the uniqueness. Suppose that Φ(z), Φ̃(z) are
two matrix meromorphic solutions of (4.1) having the same asymptotic
behavior (4.15) at �z 	→ −∞. The function Φ(z)−1Φ̃(z) is periodic with
respect to the translations z 	→ z ± 1. On the other hand, as we have
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lim�z �→−∞ Φ(z)−1Φ̃(z) = 1 at �z 	→ −∞, it follows that

Φ−1(z)Φ̃(z) = lim
N �→+∞

Φ(z −N)−1Φ̃(z −N) = 1.

Step 2. Next, we show the existence. First, we construct a solution Φ(z)
of (4.1) not as a GLr(C)-valued function but as a function with its value in
the quotient space GLr(BC)/Ur. That is, we decompose the matrix Φ(z)

Φ(z) = Ξ(z) ·H(z) (4.30)

(Ξ(z) is lower triangular and H(z) is a unipotent upper triangular) in
the form of Gauss’ decomposition, and find each of Ξ(z), H(z). Ξ(z) =
((ξij(z)))r

i,j=1 and H(z) = ((ηij(z)))r
i,j=1 can be uniquely expressed by the

components ϕij(z) of Φ(z) as follows (cf., e.g., [Gan]).⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ξij = 0, i < j

ξij =

Φ

⎛⎝1 2 · · · j − 1 i

1 2 · · · j − 1 j

⎞⎠
Φ(1 2 · · · j − 1 j)

, i ≥ j

(4.31)

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ηij = 0 (i > j), ηii = 1

ηij =

Φ

⎛⎝1 2 · · · i− 1 i

1 2 · · · i− 1 j

⎞⎠
Φ(1 2 · · · i) , i < j.

(4.32)

Here, Φ
(

i1···ip

j1···jp

)
, 1 ≤ i1 < · · · < ip ≤ r, 1 ≤ j1 < · · · < jp ≤ r is the minor of

Φ(z) obtained by extracting i1, . . . , ipth rows and j1, . . . , jpth columns, and
Φ(i1 · · · ip) signifies Φ

(
i1···ip

i1···ip

)
. Notice that we take A0, A1 in diagonal forms.

For N ∈ Z>0, as an approximative solution of Φ(z), we set

ΦN (z) = A(z − 1)A(z − 2) · · ·A(z −N)Φ̂k,−(z −N). (4.33)

We rewrite it further as

ΦN (z) = Φ̂k,−(z)Φ′
N (z), (4.34)

Φ′
N (z) =

{
Φ̂k,−(z)−1A(z − 1)Φ̂k,−(z − 1)

}
· · ·

· · ·
{
Φ̂k,−(z −N + 1)−1A(z −N)Φ̂k,−(z −N)

}
.

When we regard it as a formal Laurent series, by



192 4 Holonomic Difference Equations and Asymptotic Expansion

S(z)−1S(k)(z) = 1 +O
(

1
|z|k+1

)
,

(4.4) implies

S(k)(z + 1)−1A(z)S(k)(z) = A(z)
(

1 +
Qk(z)
zk+1

)
. (4.35)

Here, A(z) = A0 + A1
z and Qk(z) is a meromorphic function which is holo-

morphic in a neighborhood of z = ∞. Now, we have

Φ̂k,−(z + 1)−1A(z)Φ̂k,−(z) (4.36)

= Φ̂0,−(z + 1)−1S(k)(z + 1)−1A(z)S(k)(z)Φ̂0,−(z)

= Φ̂0,−(z + 1)−1A(z)
(

1 +
Qk(z)
zk+1

)
Φ̂0,−(z)

= Φ̂0,−(z)−1

(
1 +

Qk(z)
zk+1

)
Φ̂0,−(z).

Setting the (i, j)-component of Qk(z) as qij(z) (1 � i, j � r), as
Φ̂0,−(z) is a diagonal matrix (4.17), the (i, j)-component of the matrix
Φ̂0,−(z)−1Qk(z)Φ̂0,−(z)z−k−1 is expressed as

δij +
(
λj

λi

)z

(−z)ρj−ρiz−k−1qij(z).

4.1.6 Regularization of the Product

Now, take d ∈ Z>0 in such a way that d−1 > maxi�=j |ρj−ρi| and a sufficiently
big k ∈ Z>0 such that k − d > maxi�=j |ρj − ρi|, and fix them. (4.36) can be
expressed as

Φ̂k,−(z + 1)−1A(z)Φ̂k,−(z) = 1 +
Θk(z)
zd+1

, (4.37)

Θk(z) = z−k+dΦ̂0,−(z)−1Qk(z)Φ̂0,−(z). (4.38)

Here, the (i, j)-component ϑij(z) of the matrix Θk(z) is given by ϑij(z) =(
λj

λi

)z

ψij(z), ψij(z) = (−z)ρj−ρiz−k+dqij(z). As a consequence, Φ′
N (z) can

be expressed in the form of an ordered product of matrices
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Φ′
N (z) =

(
1 +

Θk(z − 1)
(z − 1)d+1

)
· · ·

(
1 +

Θk(z −N)
(z −N)d+1

)
. (4.39)

The (i, 1)-component (i ≥ 1) of Φ′
N (z) can be expanded as

δi1 +
N∑

ν=1

∑
1≤k1<···<kν

1
(z − k1)d+1 · · · (z − kν)d+1

(4.40)

·
∑

1≤l1,...,lν−1≤r

(
λl1

λi

)z−k1
(
λl2

λl1

)z−k2

· · ·
(
λlν−1

λlν−2

)z−kν−1
(
λ1

λlν−1

)z−kν

· ψil1(z − k1)ψl1l2(z − k2) · · ·ψlν−11(z − kν).

Notice that ψij(z− k) (k = 0, 1, 2, · · · ) is bounded on any point z of Δ−
R, i.e.,

|ψij(z − k)| ≤ K (K is a positive constant).

Hence, the estimate of the absolute value of each term in (4.40) has, by
|λ1| > |λj |, a dominant series

δi1 +
N∑

ν=1

∑
1≤k1<···<kν

∑
1≤l1,...,lν−1≤r

Kν

|z − k1|d+1 · · · |z − kν |d+1
(4.41)

∣∣∣∣ (λ1

λi

)z ∣∣∣∣
∣∣∣∣∣
(
λi

λ1

)k1 (λl1

λ1

)k2−k1

· · ·
(
λlν−1

λ1

)kν−kν−1
∣∣∣∣∣

≤ δi1 +
N∑

ν=1

∑
1≤k1<···<kν

rν−1Kν

|z − k1|d+1 · · · |z − kν |d+1

∣∣∣∣(λ1

λi

)z∣∣∣∣
≤ δi1 +

1
r

∣∣∣∣(λ1

λi

)z∣∣∣∣
{ ∞∏

ν=1

(
1 +

rK

|z − ν|d+1

)
− 1

}
.

The infinite product

∞∏
ν=1

(
1 +

rK

|z − ν|d+1

)
, (4.42)

for d > 0, converges uniformly on every compact subset ofΔ−
R . Hence, the first

column of Φ′
N (z) converges uniformly on every compact subset as N 	→ +∞.

Thus, so does limN �→+∞{the first column of ΦN (z)} on Δ−
R.
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4.1.7 Convergence of the First Column

Furthermore, since we have, for any natural number l ≤ N ,

ΦN (z) = A(z − 1)A(z − 2) · · ·A(z − l)ΦN−l(z − l), (4.43)

and for any z ∈ C, z − l ∈ Δ−
R for a sufficiently big l, each of

ξi1(z)= lim
N �→∞

{the (i, 1)-component of ΦN (z)} (4.44)

ξ′i1(z)= lim
N �→∞

{the (i, 1)-component of Φ′
N (z)} (4.45)

is analytically continued to a meromorphic function on the whole C. The
functions ξi1(z), ξ′i1(z) are expanded as uniformly convergent series on every
compact subset of the whole C:

ξ′i1(z) = δi1 +
(
λ1

λi

)z ∞∑
ν=1

∑
1≤k1<···<kν

∑
1≤l1,...,lν−1≤r

(4.46)

(
λi

λ1

)k1
(
λl1

λ1

)k2−k1

· · · · · ·
(
λlν−1

λ1

)kν−kν−1

ψil1(z − k1)ψl1l2(z − k2) · · ·ψlν−11(z − kν)
(z − k1)d+1(z − k2)d+1 · · · (z − kν)d+1

,

(ξi1(z))r
i=1 = Φ̂k,−(z)(ξ′i1(z))

r
i=1. (4.47)

Proposition 4.1. The function ξ′i1(z) has an asymptotic expansion

ξ′i1(z) =

⎧⎨⎩ δi1 +
(

λ1
λi

)z

O
(

1
|z|d

)
, �z ≤ 0

δi1 +
(

λ1
λi

)z

O
(

1
|�z|d

)
, �z ≥ 0

(4.48)

at |z| 	→ +∞ on Δ−
R.

4.1.8 Asymptotic Estimate of Infinite Product

To prove Proposition 4.1, we prepare two lemmata.

Lemma 4.2. If �z ≤ 0, we have the inequality:

∞∑
k=1

1
|z − k|d+1

� 1
2
|z|−dΓ

(
d
2

)
Γ
(

1
2

)
Γ
(

d+1
2

) . (4.49)
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Proof. By |z − k| ≥√|z|2 + k2, we have

∞∑
k=1

1
|z − k|d+1

≤
∞∑

k=1

1

(|z|2 + k2)
d+1
2

(4.50)

≤
∫ ∞

0

dt

(|z|2 + t2)
d+1
2

=
1
2
|z|−dΓ

(
d
2

)
Γ
(

1
2

)
Γ
(

d+1
2

) .

Lemma 4.3. If �z ≥ 0 and |�z| �= 0, we have

∞∑
k=1

1
|z − k|d+1

≤ 2
|�z|d

(
1

|�z| +
Γ
(

d
2

)
Γ
(

1
2

)
2Γ

(
d+1
2

) )
. (4.51)

Proof. Decomposing the sum in (4.51) into two parts |z−k| < 1 and |z−k| ≥
1, the result immediately follows.

By Lemma 4.2 and 4.3, there exists a positive constant C such that

∞∑
k=1

1
|z − k|d+1

≤
⎧⎨⎩C 1

|z|d , �z � 0

C 1
|�z|d , �z ≥ 0

(4.52)

for z ∈ Δ−
R. Hence, we obtain the estimate(

1 +
rK

|z − 1|d+1

)(
1 +

rK

|z − 2|d+1

)
· · ·

≤
⎧⎨⎩ exp

(
rKC
|z|d

)
, �z ≤ 0

exp
(

rKC
|�z|d

)
, �z ≥ 0.

Thus, Proposition 4.1 follows from (4.41).
On the sectorial domain δ < arg z < 2π − δ (δ a small positive number),

since we have |�z| ≥ |z|
sin δ when �z ≥ 0, Proposition 4.1 implies:

Corollary 4.1. On the sectorial domain δ < arg z < 2π − δ, an asymptotic
behavior of ξ′i1(z) at |z| 	→ +∞ is given by

ξ′i1(z) = δi1 +
(
λ1

λi

)z

O

(
1
|z|d

)
(4.53)

for 1 ≤ i ≤ r.
By the transformation

Φ(z) = S(k)(z)Φk(z), (4.54)
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the difference equation (4.1) is rewritten in the form

Φk(z + 1) = S(k)(z + 1)−1A(z)S(k)(z)Φk(z). (4.55)

Equation (4.55) is the same type of equation as (4.1), and if Theorem 4.1
is shown for (4.55), via the transformation (4.54), it is also shown for (4.1).
Hence below, we assume k = 0 and show Theorem 4.1. Now, by Proposition
4.1 and (4.47), we have:

Corollary 4.2. For k = 0, we have an asymptotic expansion at |z| 	→ +∞
(|�z| : bounded)

ξi1(z) =

⎧⎨⎩λ
z
1(−z)ρ1

(
δi1 +O

(
1
|z|
))
, �z � 0,

λz
1(−z)ρi

(
δi1 +O

(
1

|�z|d
))
, �z ≥ 0.

(4.56)

Proof. The equality

(ξi1(z))r
i=1 = Φ̂0,−(z)(ξ′i1(z))

r
i=1 (4.57)

holds, and by the choice of d in § 4.1.6, (−z)ρi−ρ1z−d+1 is bounded at |z| →
+∞ (|�z| : bounded), hence, we obtain (4.56).

4.1.9 Convergence of Lower Triangular Matrices

In place of A(z) and Φ(z), we consider the exterior product of A(z) and Φ(z)
of degree s (1 ≤ s ≤ r) and the difference equations of

(
r
s

)× (
r
s

)
matrices:

Φ ∧ · · · ∧ Φ︸ ︷︷ ︸
sth exterior product

(z) = Φ(s)(z), (4.58)

A ∧ · · · ∧A︸ ︷︷ ︸
sth exterior product

(z) = A(s)(z), (4.59)

Φ(s)(z + 1) = A(s)(z)Φ(s)(z). (4.60)

Each component of the first column of the matrix Φ(s) is, for an s-tuple of
integers i1, i2, . . . , is (1 ≤ i1 < · · · < is ≤ r), a difference equation on the
minor Φ

(
i1···is

1···s
)

of degree s, and a component ΦN

(
i1···is

1···s
)

of the first column
of Φ(s)

N = ΦN ∧ · · · ∧ ΦN︸ ︷︷ ︸
sth

(z), similarly to (4.2), has the Laurent expansion

A(s)(z) = zμs

(
A

(s)
0 +

A
(s)
1

z
+ · · ·

)
, (4.61)
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where we set (A(s)
0 = A0 ∧ · · · ∧A0︸ ︷︷ ︸

sth

). The eigenvalues of A(s)
0 are the s dif-

ferent products λi1 , . . . , λis , 1 ≤ i1 < · · · < is ≤ r of the eigenvalues λj of
A0. Since, under the assumption of Theorem 4.1, A(s)(z) again satisfies the
assumption of Theorem 4.1 or the assumption in Remark 4.1, by an argument
similar to § 4.1.8,

Ξ

(
i1 · · · is
1 · · · s

)
= lim

N �→+∞
ΦN

(
i1 · · · is
1 · · · s

)
(4.62)

converges uniformly on every compact subset of Δ−
R, hence, on the whole C.

4.1.10 Asymptotic Estimate of Lower Triangular
Matrices

Now, an element ΦN (z)Ur of the left coset by the maximal unipotent sub-
group Ur is expressed as ΞN(z)Ur by a lower triangular matrix

ΞN(z) =

⎛⎜⎜⎜⎜⎝
ξ
(N)
11

ξ
(N)
21 ξ

(N)
22

...
. . . . . .

ξ
(N)
r1 · · · ξ

(N)
rr

⎞⎟⎟⎟⎟⎠ , (4.63)

and this expression is unique. Here, ξ(N)
ij is given, from the formula of Gauss’s

decomposition (4.31), by

ξ
(N)
ij (z) =

Φ(N)

(
1 2 · · · j − 1 i
1 2 · · · j − 1 j

)
Φ(N)(1 2 · · · j − 1)

, i ≥ j (4.64)

hence on Δ−
R, the limit

ξij(z) = lim
N �→+∞

ξ
(N)
ij (z) (4.65)

exists. In this sense, limN �→+∞ ΦN (z)Ur converges to a meromorphic function
(in fact, a map) Ξ(z)Ur, Ξ(z) = ((ξij(z)))r

i,j=1 (ξij(z) = 0, i < j) onΔ−
R with

values in the principal affine space GLr(C)/Ur. Moreover, since the equality

Ξ(z + 1)Ur = A(z)Ξ(z)Ur (4.66)

is satisfied, Ξ(z)Ur extends analytically to a meromorphic function on C with
values in GLr(C)/Ur.
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Proposition 4.2. On Δ−
R, ξij(z) (i ≥ j) has an asymptotic expansion at

|z| 	→ +∞ (|�z| : bounded)

ξij(z) =

⎧⎪⎪⎨⎪⎪⎩
λz

j (−z)ρj

(
δij+O

(
1
|z|
))
, �z ≤ 0,

λz
j (−z)ρi

(
δij +O

(
1
|z|
)
+O

(
1

|�z|d
))
, �z ≥ 0.

(4.67)

Here, d ∈ Z>0 satisfies d− 1 > rmaxi�=j |ρi − ρj |.
Proof. For j = 1, the proof has already been given. The sth exterior product
of Φ′

N (z) is expressed as

Φ
′(s)
N (z) =

(
1 +

Θ(s)(z − 1)
(z − 1)d+1

)
· · ·

(
1 +

Θ(s)(z −N)
(z −N)d+1

)
, (4.68)

where each component of Θ(s)(z) is given by

θ
(s)
I,J(z) =

(
λj1 · · ·λjs

λi1 · · ·λis

)z

ψI,J(z), (4.69)

I = {i1 < · · · < is}, J = {j1 < · · · < js} and ψI,J(z) is bounded on Δ−
R. By

an argument similar to the case of s = 1, the asymptotic expansion of

lim
N �→+∞

ΦN

(
i1 · · · is
1 · · · s

)
= Ξ

(
i1 · · · is
1 · · · s

)
(4.70)

at |z| → +∞ (|�z| : bounded) is given by

Ξ

(
i1 · · · is
1 · · · s

)
(4.71)

=

⎧⎪⎨⎪⎩
(λ1 · · ·λs)z(−z)ρ1+···+ρs

(
δi11 · · · δiss +O

(
1
|z|
))
, �z ≤ 0

(λ1 · · ·λs)z(−z)ρi1+···+ρis

(
δi11 · · · δis1 +O

(
1

|�z|d
))
, �z ≥ 0.

Hence, at |z| 	→ +∞ (|�z| : bounded), we have

ξii(z) =

⎧⎨⎩λ
z
i (−z)ρi

(
1 +O

(
1
|z|
))
, �z ≤ 0,

λz
i (−z)ρi

(
1 +O

(
1

|�z|d
))
, �z ≥ 0.

(4.72)

Similarly, rewriting

ξij(z) =
Ξ

(
1 · · · j − 1 i
1 · · · j − 1 j

)
Ξ(1 · · · j − 1)

(4.73)
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with (4.71), we obtain (4.67).

4.1.11 Difference Equation Satisfied by Upper
Triangular Matrices

Since we have constructed the lower triangular part Ξ(z) of the Gauss decom-
position (4.30) of a solution Φ(z) in the previous subsection, in this subsec-
tion, we construct the upper triangular part H(z). In (4.30), we may assume
that Ξ(z) already satisfies (4.66). By the uniqueness of the expression in
(4.30), H(z) satisfies {

H(z + 1) = B(z)H(z).
B(z) = Ξ(z + 1)−1A(z)Ξ(z). (4.74)

Here, B(z) ∈ Ur, that is, B(z) is a unipotent upper triangular matrix.
Now, we should solve (4.74) with respect to the unipotent upper triangular

matrix H(z). Writing (4.74) for each component, by the fact that B(z) is a
unipotent upper triangular matrix, we have

ηij(z + 1)−
j−1∑

ν=i+1

biν(z)ηνj(z)− bij(z) = ηij(z), i < j. (4.75)

First, for i = j − 1, we find a solution ηj−1,j(z) of the difference equation

ηj−1,j(z + 1) = bj−1,j(z) + ηj−1,j(z). (4.76)

Fixing j, we solve ηj−1,j(z), ηj−2,j(z), . . . , ηij(z) (i < j) step by step. By
(4.74) , since bij(z) (i < j) is expressed as

bij(z) =
∑

1≤ν≤i
j≤σ≤r

ξ̃iν(z + 1)aνσ(z)ξσj(z), (4.77)

(where Ξ̃(z) = ((ξ̃ij(z)))r
i, j=1 is the inverse matrix of Ξ(z) ), by Lemma 4.1

and Proposition 4.2, we obtain the following estimate.

Lemma 4.4. On z ∈ Δ−
R, at |z| 	→ +∞ (|�z| : bounded), for i < j, we have

bij(z) =

⎧⎨⎩
(

λj

λi

)z

(−z)ρj−ρiz−1
(
1 +O

(
1
|z|
))
, �z ≤ 0(

λj

λi

)z

O(|z|ρ∗−1)
(
1 +O

(
1

|�z|d
))
, �z ≥ 0,

(4.78)

where we set ρ∗ = maxi�=j |ρj − ρi|.
Proof. In fact, since we have
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ξ̃iν(z) =

⎧⎨⎩λ
−z
i (−z)−ρi

(
δiν +O

(
1
|z|
))
, �z � 0

λ−z
i (−z)−ρν

(
δiν +O

(
1

|�z|d
))
, �z ≥ 0

(4.79)

as we see from (4.67), and aνσ(z) = O(|z|−1) (ν < σ) (see (4.2)), this together
with (4.67) and (4.77) imply (4.78).

4.1.12 Resolution of Difference Equations

To solve (4.75), (4.76), we prepare the next lemma.

Lemma 4.5. Let β, γ ∈ C be such that |β| < 1. Suppose that g(z) is mero-
morphic on C and holomorphic on Δ−

R which has an asymptotic behavior
�z 	→ −∞ (|�z| : bounded) given by

g(z) =
{
βz(−z)γO(1), �z ≤ 0,
βzO(1), �z ≥ 0. (4.80)

Then, there exists a meromorphic function f(z) on C which is holomorphic
on Δ−

R and has an asymptotic at �z 	→ −∞ (|�z| bounded)

f(z) =
{
βz(−z)γO(1), �z � 0,
O(1), �z ≥ 0, (4.81)

and satisfies the difference equation

f(z + 1) = g(z) + f(z). (4.82)

Proof. First, we decompose C into three strips and define the functions f+(z),
f0(z), f−(z):

f+(z) = −
∞∑

n=0

g(z + n), z ∈ Δ−
R ∩ {z ∈ C;�z ≥ R}, (4.83)

f0(z) = −
∞∑

n=0�z+n≤−R

g(z + n), z ∈ Δ−
R ∩ {z ∈ C; |�z| ≤ 2R}, (4.84)

f−(z) = −
∞∑

n=0

g(z + n), z ∈ Δ−
R ∩ {z ∈ C;�z ≤ −R}. (4.85)

As can be seen from (4.80), f+(z), f0(z), f−(z) are well-defined and each
of them satisfies (4.81). Indeed, for R ≤ �z, if �γ ≥ 0, we have
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|f+(z)| ≤ C1

∞∑
n=0

|βz+n| |z + n|�γ

� C1|βz |
∞∑

n=0

n�γ(|z|+ 1)�γ |β|n (because n(1 + |z|) ≥ n+ |z|)

≤ C2|βz | (1 + |z|)�γ ,

and if �γ < 0, we have

|f+(z)| ≤ C1|βz |
∞∑

n=0

|z + n|�γ |β|n

= C1|βz |
⎧⎨⎩ ∑

n< 1
2 |z|

+
∑

n≥ 1
2 |z|

⎫⎬⎭(|z + n|�γ |βn|)

= C1|βz |
{
C3|z|�γ +

|β| 12 |z|
1 − |β|

}

≤ C4|βz | |z|�γ .

Here, C1, C2, C3, C4 are appropriate positive constants. Similar estimates
hold for f0(z), f−(z) and they satisfy (4.81). Furthermore, f+(z), f0(z), f−(z)
satisfy (4.82). Hence, on the intersection {z ∈ C;R ≤ �z ≤ 2R}, the differ-
ence f+(z) − f0(z) is a periodic holomorphic function, that is,

f+(z + 1)− f0(z + 1) = f+(z)− f0(z). (4.86)

Similarly, on {z ∈ C;−2R ≤ �z ≤ −R}, f0(z)− f−(z) is a periodic holomor-
phic function, that is,

f0(z + 1) − f−(z + 1) = f0(z)− f−(z). (4.87)

Hence, for each f+(z) − f0(z), f0(z)− f−(z), we may set

f+(z)− f0(z) = f+,0(e2π
√−1z), R � �z � 2R

f0(z)− f−(z) = f0,−(e2π
√−1z), −2R � �z ≤ −R.

Here, f+,0(w), f0,−(w) are single-valued holomorphic functions on e−2πR <
|w| < e−πR, eπR < |w| < e2πR, respectively. Consider the Cousin integrals
(cf. [Ka])
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1
2π
√−1

∫
|w|=e−

3
2 πR

f+,0(w)dw
w − e2π

√−1z
=
{
ψ+(z), �z > 3

2R
ψ0(z), �z < 3

2R
(4.88)

1
2π
√−1

∫
|w|=e

3
2 πR

f0,−(w)dw
w − e2π

√−1z
=
{
ψ′

0(z), �z > − 3
2R

ψ−(z), �z < − 3
2R.

(4.89)

Then, each function extends analytically to a periodic function: on �z ≥ R
for ψ+(z), on �z ≤ 2R for ψ0(z), on �z ≥ −2R for ψ′

0(z), and on �z ≤ −R
for ψ−(z), respectively. Hence, by setting,

f(z) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
f+(z)− ψ+(z)− ψ′

0(z), �z ≥ R,
f0(z) − ψ0(z)− ψ′

0(z), 2R ≥ �z ≥ −2R,

f−(z)− ψ0(z)− ψ−(z), −R ≥ �z,
(4.90)

we see that f(z) is defined consistently and is meromorphic on C. As ψ+(z),
ψ0(z), ψ′

0(z), ψ−(z) are bounded, f(z) satisfies (4.81) and (4.82).

4.1.13 Completion of the Proof

Since we have |λi| > |λj | for i < j, by applying Lemma 4.5 to (4.78), we see
that there exists a solution ηj−1,j(z) of (4.76) which is meromorphic on C and
is holomorphic on Δ−

R and which has an asymptotic expansion at �z 	→ −∞
(|�z| : bounded)

ηj−1,j(z)=

⎧⎨⎩
(

λj

λj−1

)z

(−z)ρj−ρj−1z−1
(
1 +O

(
1
|z|
))
, �z � 0,

O(1), �z ≥ 0.
(4.91)

By applying Lemma 4.5 successively to the difference equation (4.75), we
obtain the following lemma.

Lemma 4.6. There exists a meromorphic function ηij(z) (i < j) which is
meromorphic on C and holomorphic on Δ−

R that has an asymptotic expansion
at �z 	→ −∞ (|�z| : bounded)

ηi,j(z) =

⎧⎨⎩
(

λj

λi

)z

(−z)ρj−ρiz−1
(
1 +O

(
1
|z|
))
, �z � 0

O(1), �z ≥ 0
(4.92)

and satisfies the difference equation (4.75).

Proof. Fixing j, we show the lemma by an descending induction on i (< j).
For i = j − 1, it is proved as we stated above. Next, assume that ηνj(z)
(i < ν < j) satisfies (4.92). Since we have
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biν(z)ηνj(z) =

⎧⎨⎩
(

λj

λi

)z

(−z)ρj−ρiz−2
(
1 +O

(
1
|z|
))
, �z ≤ 0(

λν

λi

)z

O(1), �z ≥ 0

for |z| 	→ +∞ (|�z| : bounded) by (4.78), setting α = λj

λi
, β = λi+1

λi
, γ = ρj−ρi

and applying Lemma 4.5, we see that there exists a solution of (4.92) which
is meromorphic on C and homolorphic on Δ−

R.

Set

ηii(z) = 1, ηij(z) = 0, i > j. (4.93)

Let H(z) be the unipotent upper triangular matrix whose (i, j)-component
is ηij(z). Then, H(z) is meromorphic on C and is a solution of the difference
equation (4.74). Defining Φ(z) as the product (4.30), for the matrix Φ(z) =
((ϕij(z)))r

i, j=1, we have

ϕij(z) =
∑

1≤h≤min(i, j)

ξih(z)ηhj(z), (4.94)

and by the asymptotic estimates (4.67) and (4.92), we obtain an asymptotic
estimate of ϕij(z) at �z 	→ −∞ (|�z| : bounded)

ϕij(z) = λz
j (−z)ρj

(
δij +O

(
1
|z|
))

. (4.95)

Thus, Theorem 4.1 (1) is proved. The proof of Theorem 4.1 (2) can be man-
aged completely in the same way as for (1).

Remark 4.2. The difference equation (4.1) is called of regular singular type
when μ = 0, and of irregular singular type when μ �= 0.

Remark 4.3. An expression of the form (4.30) is sometimes called the Birkhoff
decomposition.
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4.2 Holonomic Difference Equations in Several Variables
and Asymptotic Expansion

4.2.1 Holonomic Difference Equations of First Order

Let {e1, . . . , em} be a basis of a rank m lattice L in Cm and consider a
difference equation of a meromorphic square matrix Φ(z) of order r on Cm

Φ(z + ej) = Aj(z)Φ(z), z ∈ Cm. (4.96)

Here, Aj(z) is a GLr(C(z))-valued rational function. Since we have

Φ(z + ei + ej) = Ai(z + ej)Aj(z)Φ(z)
= Aj(z + ei)Ai(z)Φ(z)

for any i, j as the compatibility condition on (4.96), the following equality
should be satisfied:

Ai(z + ej)Aj(z) = Aj(z + ei)Ai(z). (4.97)

A system of difference equations (4.96) satisfying (4.97) is called a holonomic1

system of difference equations, to be more precise, a rational holonomic sys-
tem of difference equations of first order. Below, with the basis {ej}1≤j≤m,
we identify L with Zm. The following argument mainly follows [Ao3]. See
also [Pr].

When η ∈ Zm \ {0} satisfies the following two conditions, we say that η is
a “regular direction” with respect to the system (4.96). For N ∈ Z>0, each
Aj(z) has a Laurent expansion of the form

Aj(z +Nη) = A
(0)
j,η(z)Nμj +A(1)

j,η(z)Nμj−1 + · · · (4.98)

(μj ∈ Z), the conditions are:

(i) A
(0)
j,η(z) does not depend on z. Below, we simply denote it as A(0)

j,η .

(ii) detA(0)
j,η �= 0.

Except for very special {Aj(z)}1≤j≤m, it can be easily checked that such a
direction η exists. In fact, each Aj(z) can be expressed as

Aj(z) =
Aj(z)
fj(z)

(fj(z) ∈ C[z],Aj(z) ∈ GLr(C[z])). Moreover, we assume that the highest
homogeneous component Aj,0(z) (set hj = degAj(z) = degAj,0(z)) of Aj(z)

1 This naming is credited to Mikio Sato.
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with respect to z satisfies detAj,0(z) �= 0. We have μj = hj − deg fj, and if
Aj,0(z +Nη), fj(z +Nη) have degree hj, deg fj as polynomials in N respec-
tively, then (i), (ii) are satisfied.

If η, η′ ∈ Zm \{0} are mutually proportional, i.e., η′ = ση (σ ∈ Q>0), then
η and η′ gives the same direction.

4.2.2 Formal Asymptotic Expansion

Now, by choosing appropriate coordinates (z1, . . . , zm), we assume that the
direction of the coordinate z1, namely, e1 is a regular direction. Then, we
have a Laurent expansion with respect to z1:

Aj(z) = A
(0)
j (z′)zμj

1 +A(1)
j (z′)zμj−1

1 + · · · , (4.99)

z′ = (z2, . . . , zm), 1 � j � m,

but since z1 is a regular direction, A(0)
j (z′) is independent of z′, so we set

A
(0)
j (z′) = A

(0)
j . We have detA(0)

j �= 0, and furthermore, we impose the fol-
lowing assumption:

(iii) The eigenvalues λ1, . . . , λr (we assume |λ1| ≥ |λ2| ≥ · · · ≥ |λr |) of A(0)
1

are different to each other.

A
(l)
j (z′) is a polynomial of degree at most l. We have A(l)

j (z′) ∈ C[z′],

degA(l)
j (z′) ≤ l, and below, we suppose that A(0)

1 is already diagonalized.
Then, we have the following theorem as a version for several variables of

Theorem 4.1.

Theorem 4.3 ([Ao3]).

(1) There exists a formal Laurent series S(z) ∈ GLr

(
C[z′] ⊗ C

((
1
z1

)))
in

z1

S(z) = 1 +
S(1)(z′)
z1

+
S(2)(z′)
z21

+ · · · , (4.100)

S(ν)(z′) ∈Mr(C[z′]), deg S(ν)(z′) � ν,

such that a formal Laurent series

S(z + ej)−1Aj(z)S(z) = Bj(z), 1 � j � m (4.101)

can be expressed in the form:
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B1(z) = zμ1
1

(
A

(0)
1 +

B
(1)
1 (z′)
z1

)
, (4.102)

Bj(z) = z
μj

1

(
A

(0)
j +

B
(1)
j (z′)
z1

+
B

(2)
j (z′)
z21

+ · · ·
)
, 2 � j � m. (4.103)

(2) A(0)
j (1 � j � m) are constant and B(1)

1 (z′) can be expressed in the form:

B
(1)
1 (z′) = A

(1)
1 +

( m∑
j=2

μjzj

)
A

(0)
1 , (4.104)

where B(ν)
j (z′) ∈Mr(C[z′]) and A(1)

1 is a constant matrix.

(3) The matrices A(0)
j , B(ν)

j (z′)(1 � j � m) are all diagonal.
(4) The matrices Bν

j (z′) (2 � j � m, 1 � ν) satisfying (1), (2), (3) can be

uniquely expressed in terms of A(0)
1 , A(1)

1 , A(0)
j .

(5) In particular, for μ1 = μ2 = · · · = μm = 0, i.e., if (4.96) is of regular
singular type, then each of (4.102), (4.103) can be reduced to the form:

B1(z) = A
(0)
1 +

A
(1)
1

z1
, (4.105)

Bj(z) = A
(0)
j , 2 � j � m. (4.106)

Proof. By (4.97), in particular, we have

Aj(z + e1)A1(z) = A1(z + ej)Aj(z), j ≥ 2. (4.107)

From this and (4.99), we have A(0)
j A

(0)
1 = A

(0)
1 A

(0)
j . We apply Lemma 4.1 to

A1(z) as a function of z1. There exists a formal Laurent series (4.100) such
that Bj(z) defined by (4.101) have an expression of the form (4.102), (4.103).
For Bj(z), a formula similar to (4.107) holds:

Bj(z + e1)B1(z) = B1(z + ej)Bj(z), j ≥ 2. (4.108)

By (4.108), A(0)
j and B(1)

1 (z′) commute. As we have

[A(0)
1 , B

(1)
j (z′)] = A

(0)
j {−B(1)

1 (z′ + ej) +B(1)
1 (z′) + μjA

(0)
1 } (4.109)

by comparing the coefficients of zμ1+μj−1
1 in (4.108), it follows that[

A
(0)
1 , [A(0)

1 , B
(1)
j (z′)]

]
= 0. (4.110)

Since A(0)
1 is a diagonal matrix, this implies
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[A(0)
1 , B

(1)
j (z′)] = 0. (4.111)

By (4.109), we have

B
(1)
1 (z′ + ej) −B(1)

1 (z′) = μjA
(0)
1 , j ≥ 2 (4.112)

and since B(1)
1 (z′) is a rational function, it has the form of (4.104). We have

already proved (3), so we prove (4). By Lemma 4.1, B(1)
1 (z′) is uniquely

determined and S(z) satisfying

S(z + e1)−1A1(z)S(z) = B1(z), (S0 = 1)

is also uniquely determined. As Bj(z) is given by (4.101), B(ν)
j (z′) is also

uniquely determined. When B(1)
1 (z′) of (4.102) is expressed in the form of

(4.104), by the compatibility condition (4.108) for Bj(z) (1 � j � m), we
see that B(ν)

j (z′) of (4.103) is uniquely expressed in terms of A(0)
1 , A(1)

1 , A(0)
j

(2 � j � m). Moreover, if μ1 = μ2 = · · · = μm = 0, (4.105) clearly holds.
Bj(z) satisfies the identity (4.108), and since we also have B1(z+ej) = B1(z)
and the commutativity Bj(z + e1)B1(z) = B1(z)Bj(z + e1), it follows that
Bj(z+e1) = Bj(z). Since Bj(z) is rational, it follows that Bj(z) is a constant.
Hence, (4.106) is proved.

Corollary 4.3. The difference equation (4.96) admits a formal solution in
the form of a matrix Laurent series in z1

Φ̂(z)=
eπ

√−1μ1z1

Γ (1 − z1)μ1
S(z)

Γ (1 − z1)
Γ (1− z1 − (A(0)

1 )−1A
(1)
1 −∑m

j=2 μjzj)
(4.113)

· exp
( m∑

j=1

zj logA(0)
j

)
.

Indeed, it satisfies S(z+e1)−1Φ̂(z+e1) = B1(z)S(z)−1Φ̂(z), S(z+ej)−1Φ̂(z+
ej) = Bj(z)S(z)−1Φ̂(z) (2 � j � m).

4.2.3 Normal Form of Asymptotic Expansion

When {Aj(z)}1≤j≤m satisfy (4.97), one can uniquely define {Aν(z)}ν∈Zm in
such a way that, for any ν, ν′ ∈ Zm, they statisfy

Aν+ν′ (z) = Aν(z + ν′)Aν′ (z), (4.114)

Aej (z) = Aj(z), A−ej (z) = Aj(z − ej)−1. (4.115)
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Below, we also denote A−ej (z) by A−j(z). The identity

Φ(z + ν) = Aν(z)Φ(z) (4.116)

is satisfied. {Aν(z)}ν∈Zm is a 1-cocycle on Zm with values in GLr(C(z)), that
is, it defines an element of 1-cohomology H1(Zm, GLr(C(z))).

Corollary 4.4. Aν(z) has the Laurent expansion at z1 = ∞ written in the
form

S(z + ν)−1Aν(z)S(z) = zμν

1

(
A(0)

ν +
B

(1)
ν (z′)
z1

+ · · ·
)

(4.117)

such that, for ν =
∑m

i=1 νiei, we have

μν =
m∑

i=1

νiμi, (4.118)

A(0)
ν = (A(0)

1 )ν1 · · · (A(0)
m )νm (4.119)

and that B(l)
ν (z′) ∈Mr(C[z′]) and A(0)

1 commute.

Now, setting

Φ(z) = Γ

( m∑
j=1

μjzj

)
Φ0(z) (4.120)

and considering the difference equation on Φ0(z)

(4.96)′ Φ0(z + ej) =
( n∑

j=1

μjzj ;μj

)−1

Aj(z)Φ0(z)1, 1 � j � n

equivalent to (4.96), the index μj in the expression (4.99) is reduced to 0.
Hence, below, in (4.96), we assume that

μ1 = μ2 = · · · = μr = 0, (4.121)

i.e., (4.96) is of regular singular type. Then, (4.113) and (4.117) are reduced
to the following forms:

Φ̂(z) = S(z)
Γ (1 − z1)

Γ (1 − z1 − (A(0)
1 )−1A

(1)
1 )

· exp
( m∑

j=1

zj logA(0)
j

)
, (4.122)

1 For the symbol (α; k), see the footnote in § 1.1, Chapter 1.
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S(z + ν)−1Aν(z)S(z)=

⎧⎪⎪⎨⎪⎪⎩
A

(0)
ν

ν1−1∏
σ=0

(
1 + (A

(0)
1 )−1A

(1)
1

z1+σ

)
, ν1 � 0,

A
(0)
ν

−1∏
σ=ν1

(
1 + (A

(0)
1 )−1A

(1)
1

z1+σ

)−1

, ν1 < 0.
(4.123)

4.2.4 Existence Theorem (ii)

By applying the existence Theorem 4.1 due to G.D. Birkhoff, we prove the
existence theorem for the case of several variables.

Theorem 4.4 ([Ao3]). Under the assumptions (i), (ii), (iii) stated in §
4.2.1–4.2.2, there uniquely exists a solution Φ(z) of (4.96) with values in
GLr(C) that is meromorphic on Cm and that has an asymptotic expansion
at �z1 	→ −∞ (|�z1| : bounded) given by (4.122).

Proof. By Theorem 4.1, there is a meromorphic function Φ(z) of z which
satisfies

Φ(z + e1) = A1(z)Φ(z) (4.124)

and which has an asymptotic expansion given by (4.122). Here, Aj(z)−1Φ(z+
ej) also has the same property. Indeed, by the compatibility condition (4.97),
we have

Aj(z + e1)−1Φ(z + e1 + ej) (4.125)

= A1(z)Aj(z)−1A1(z + ej)−1Φ(z + e1 + ej)

= A1(z)Aj(z)−1Φ(z + ej).

Moreover, by the fact that S0, A
(0)
j , A

(1)
1 are all diagonal matrices, we see

that Aj(z)−1Φ(z + ej) has an asymptotic expansion at �z1 	→ −∞ (|�z1| :
bounded)

Aj(z)−1Φ(z + ej) ∼ S0 exp{(A(0)
1 )−1A

(1)
1 log(−z1)} (4.126)

· exp
( m∑

j=1

zj logA(0)
j

)
,

and has the same principal part as Φ(z). Hence, by the uniqueness of the
solution of (4.1), we should have

Aj(z)−1Φ(z + ej) = Φ(z), (4.127)

namely,
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Φ(z + ej) = Aj(z)Φ(z), 2 � j � m. (4.128)

This Φ(z) is the solution of (4.96) we are looking for.

4.2.5 Connection Problem

From the above theorem, if η ∈ Zm \{0} is a regular direction, there uniquely
exists a solution Φ(z) = Φη(z) of the difference equation (4.96) which has an
asymptotic expansion in the direction of η. If η′ ∈ Zm \ {0} and η is in the
same direction, the solution Φη′(z) of (4.96) having an asymptotic expansion
in the direction of η′ coincides with Φη(z). Hence, we may restrict ourselves
to the case when η ∈ Zm \ {0} is a primitive element, i.e., to such an element
that if η = kη′(k ∈ Z), then η′ = ±η.

If η is primitive, then there exists a unimodular transformation (wij ∈ Z)

zi =
m∑

j=1

wijζj (4.129)

such that wi1 = ηi. Below, we denote this transformation as z = W ·ζ. Setting
Ψ(ζ) = Φ(W · ζ), (4.96) can be rewritten, by using the shift operators with
respect to ζ1, ζ2, . . . , ζm

T ∗±1
j ψ(ζ1, . . . , ζj , . . . , ζm) = ψ(ζ1, . . . , ζj ± 1, . . . , ζm)

as a system of difference equations

T ∗±1
j Ψ(ζ) = A∗

±j(ζ)Ψ(ζ). (4.130)

If the direction of η is regular with respect to (4.96), then the direction of ζ1
is regular with respect to (4.130). By using a formal Laurent series

S∗(ζ) = 1 +
S∗(1)(ζ′)
ζ1

+
S∗(2)(ζ′)
ζ21

+ · · · (4.131)

(ζ′ = (ζ2, . . . , ζm)), we can normalize as

A∗
1(ζ) = S∗(ζ + e∗1)

−1

(
A

∗(0)
1 +

A
∗(1)
1

ζ1

)
S∗(ζ), (4.132)

where we set (e∗1 = (1, 0, . . . , 0)). Moreover, when each of A∗(0)
1 , A

∗(1)
1 is ex-

pressed as diagonal matrices

A
∗(0)
1 = Diag[λ∗1, . . . , λ

∗
r ], (4.133)
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A
∗(1)
1 = Diag[ρ∗1, . . . , ρ

∗
r ], (4.134)

we obtain 2r-tuple of numbers {λ∗1, . . . , λ∗r , ρ∗1, . . . , ρ∗r}. {λ∗1, . . . , λ∗r} is called
the first characteristic index and {ρ∗1, . . . , ρ∗r} is called the second character-
istic index. In (4.98), A∗(0)

1 can be expressed as a product of the principal
part A(0)

j,η (μj = 0) of the Laurent expansion of Aj(z) at the direction of η as

A
∗(0)
1 = (A(0)

1,η)η1 · · · (A(0)
m,η)ηm . (4.135)

In fact, A∗
1(ζ) can be expressed as an ordered product of {Aj(z)}m

j=1 as fol-
lows. When η1 ≥ 0, . . . , ηm ≥ 0, it is of the form

A∗
1(ζ) = Gm ·Gm−1 · · · ·G1, (4.136)

Gj = Aj

(
z + (ηj − 1)ej +

j−1∑
k=1

ηkek

)
· · ·Aj

(
z +

j−1∑
k=1

ηkek

)
.

By Theorem 4.3, A(0)
j,η (1 � j � m) are mutually commutative, and the

principal part of (4.136) at N 	→ +∞ is reduced to (4.135). When η1 ≥
0, . . . , ηm ≥ 0 are not satisfied and ηj < 0, by considering Aj(z − ej)−1 in
place of Aj(z), we again have (4.135).

4.2.6 Example

As a simple example, we consider the Euler beta function. Euler’s beta func-
tion Φ(z) is defined by the integral:

Φ(z1, z2) =
∫ 1

0

uz1−1(1 − u)z2−1du (4.137)

=
Γ (z1)Γz2)
Γ (z1 + z2)

, �z1 > 0, �z2 > 0.

Φ(z) satisfies the system of difference equations of rank 1{
Φ(z + e1) = z1

z1+z2
Φ(z),

Φ(z + e2) = z2
z1+z2

Φ(z). (4.138)

e1, e2 are not regular directions. Now, setting η = η1e1 + η2e2, we have{
A1(z +Nη) ∼ η1

η1+η2

(
1 +O

(
1
N

))
,

A2(z +Nη) ∼ η2
η1+η2

(
1 +O

(
1
N

))
,

(4.139)
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and if it satisfies (η1 + η2)η1η2 �= 0, then η gives a regular direction. In
particular, setting η1 = η2 = 1, i.e., η = e1 + e2, we have

Φ(z + η) =
z1z2

(z1 + z2)(z1 + z2 + 1)
Φ(z), (4.140)

or in other words,

Φ(z) =
(z1 − 1)(z2 − 1)

(z1 + z2 − 1)(z1 + z2 − 2)
Φ(z − η). (4.140)′

The infinite product

Φ(z) = lim
N �→+∞

⎧⎨⎩
N∏

j=1

(z1 − j)(z2 − j)
(z1 + z2 − 2j + 1)(z1 + z2 − 2j)

⎫⎬⎭ 22N−z1−z2

√
πN

(4.141)

=
Γ (1− z1 − z2)

Γ (1 − z1)Γ (1 − z2)
is a unique solution of (4.138) having an asymptotic expansion in the direction
of −η (Stirling’s formula in § 1.1)

Φ(z −Nη) ∼ 22N

√
Nπ

2−z1−z2 . (4.142)

For more general η, when η1 > 0, η2 > 0, the solution Φ−η(z) having an
asymptotic expansion in the direction of −η does not depend on η and is
equal to (4.141). In the η-plane R2, for each η belonging to one of the six
domains, separated by the three lines η1 = 0, η2 = 0, η1+η2 = 0, Δ1 : η1 > 0,
η2 > 0; Δ2 : η2 > 0, η1 + η2 > 0; Δ3 : η2 > 0, η1 + η2 < 0; Δ4 : η1 < 0,
η2 < 0; Δ5 : η1 > 0, η1 + η2 < 0; Δ6 : η1 + η2 > 0, η2 < 0, the solution of
(4.138) having an asymptotic expansion in the direction of η exists:
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For Δ1 # η, Φη(z) =
Γ (z1)Γ (z2)
Γ (z1 + z2)

,

Δ2 # η, Φη(z) =
eπ

√−1z1Γ (z2)
Γ (1 − z1)Γ (z1 + z2)

,

Δ3 # η, Φη(z) = eπ
√−1z2

Γ (z2)Γ (1 − z1 − z2)
Γ (1 − z1) ,

Δ4 # η, Φη(z) =
Γ (1 − z1 − z2)

Γ (1 − z1)Γ (1 − z2) ,

Δ5 # η, Φη(z) = eπ
√−1z1

Γ (z1)Γ (1 − z1 − z2)
Γ (1 − z2) ,

Δ6 # η, Φη(z) = eπ
√−1z2

Γ (z1)
Γ (1 − z2)Γ (z1 + z2)

.

4.2.7 Remark on 1-Cocyles

For r = 1, a set of rational functions {Ai(z)}m
i=1 in (4.96), or in other owrds,

{Aν(z)}ν∈Zm defines a C∗(z) = C(z) \ {0}-valued 1-cocycle on Zm. In this
case, the structure of {Aν(z)}ν∈Zm is completely understood and is called
the Bernstein−Sato b-function, or simply a b-function (cf. Appendix A). And
the solution of (4.96) is expressed by the Γ -functions of several variables (see
Appendix of [S-S-M]). On the contrary, for r ≥ 2, its structure is not well
studied. The result of C. Sabbah [Sab1] imposing a condition on the poles of
Aν(z) is fairly interesting, but its proof requires a complicated technique such
as Quillen’s theorem on projective modules, so a simpler proof is expected. In
§ 4.4, we discuss systems of differential equations for hypergeometric functions
of type (n+ 1,m+ 1;α) in detail.

4.2.8 Gauss’ Contiguous Relations

A typical example of a difference equation for r = 2 is the Gauss difference
equation stated in § 1.4.1.

Another solution of (1.41)–(1.42) is given by an integral representation

F̃ (α, β, γ;x) =
Γ (γ)

Γ (α)Γ (γ − α)

∫ 1
x

1

uα−1(1 − u)γ−α−1(1 − ux)−βdu (4.143)

for �(γ − α) > 0,�α > 0 ([AAR], [Ol], [W-W]). Namely, the vector
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F̃ (α, β + 1, γ + 1;x)
F̃ (α, β, γ;x)

)

satisfies the difference equations (1.41)–(1.42). Hence, the square matrix of
order 2

Φ(α, β, γ) =

(
F (α, β + 1, γ + 1;x) F̃ (α, β + 1, γ + 1;x)

F (α, β, γ;x) F̃ (α, β, γ;x)

)
(4.144)

satisfies the difference equation (a contiguous relation) with respect to the
shift in the direction η = (1, 1, 2) given by

Φ(α, β, γ) = A(α, β, γ)Φ(α + 1, β + 1, γ + 2), (4.145)

A(α, β, γ) =

(
0 1

−α(γ−β)
γ(γ+1) x 1

)(
0 1

− (β+1)(γ+1−α)
(γ+1)(γ+2) 1

)
(4.146)

=

(
− (β+1)(γ+1−α)

(γ+1)(γ+2) x 1

− (β+1)(γ+1−α)
(γ+1)(γ+2) x 1 − α(γ−β)

γ(γ+1) x

)
.

More generally, for t ∈ C, Φ(α+ t, β+ t, γ+2t) (below, we denote it by Φη(t))
satisfies the difference equation with respect to the shift in the direction η:

Φη(t) = Aη(t)Φη(t+ 1), (4.147)

Aη(t) =

(
− (β+1+t)(γ+1−α+t)

(1+γ+2t)(2+γ+2t) x 1

− (β+1+t)(γ+1−α+t)
(γ+1+2t)(γ+2+2t) x 1 − (α+t)(γ−β+t)

(γ+2t)(γ+1+2t)x

)
. (4.148)

By an asymptotic expansion of Aη(t) at t = ∞

Aη(t)=
(−x

4 1
−x

4 1 − x
4

)
+
x

4t

(
α− β − 1

2 0
α− β − 1

2 −α+ β + 1
2

)
+ · · · (4.149)

= C

{(
λ1

λ2

)
+

1
4t
α− β − 1

2

λ2 − λ1

(
0 x

2 + 2λ2 − 1
−x

2 − 2λ1 + 1 0

)
+ · · ·

}
C−1,

C =
(

1 1
1+

√
1−x

2
1−√

1−x
2

)
, (4.150)

λ1 =
1
4
(1 +

√
1 − x)2, λ2 =

1
4
(1 −√

1− x)2,
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equation (4.147) admits a unique meromorphic matrix solution Φ∗(t) on C
(Theorem 4.3) that has an asymptotic expansion at �t 	→ +∞ given by

Φ∗(t) ∼ C · S(t) · Φ̂0(t), (4.151)

Φ̂0(t) =
(
λ−t

1

λ−t
2

)
,

S(t) = 1 +
S1

t
+
S2

t2
+ · · · . (4.152)

4.2.9 Convergence

Setting

Φ̂0(t)Φ∗(t)−1 = S(t)−1C−1 =
(
ψ11(t) ψ12(t)
ψ21(t) ψ22(t)

)
, (4.153)

by limN �→+∞ Φ̂0(t + N)Φ∗(t + N)−1 = C−1, taking the left coset of B2, we
have

lim
N �→+∞

Φ̂0(t+N)Φ∗(t+N)−1B2 = lim
N �→+∞

(
1 0

ψ21(t+N)
ψ11(t+N) 1

)
B2 (4.154)

=

⎛⎝ 1 0
c̃21
c̃11

1

⎞⎠B2,

where we set C−1 =
(
c̃11 c̃12
c̃21 c̃22

)
.

Now, when x /∈ [1,∞), it follows from |λ1|> |λ2| that limN �→+∞
(

λ2
λ1

)N

=0.
Hence, we obtain

lim
N �→+∞

Φ̂0(t+N)−1Φ̂0(t+N)Φ∗(t+N)−1B2 (4.155)

= lim
N �→+∞

(
1 0

λt+N
2 ψ21(t+N)

λt+N
1 ψ11(t+N)

1

)
B2 = B2,

namely,
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lim
N �→+∞

A(t)A(t+ 1) · · ·A(t+N − 1)B2 = lim
N �→+∞

Φ∗(t)Φ∗(t+N)−1B2

= lim
N �→+∞

Φ∗(t)Φ̂0(t+N)−1Φ̂0(t+N)Φ∗(t+N)−1B2

= Φ∗(t)B2 =

(
1 0

ϕ∗21(t)
ϕ∗11(t)

1

)
B2, (4.156)

where we set Φ∗(t) =
(
ϕ∗

11(t) ϕ
∗
12(t)

ϕ∗
21(t) ϕ

∗
22(t)

)
.

4.2.10 Continued Fraction Expansion

Now, when we let a matrix
(
a b
c d

) ∈ GL2(C) act on the projective line
GL2/B2

∼= P1(C), it induces a linear fractional transformation(
1
ζ′ 1

)
B2 =

(
a b
c d

)(
1
ζ 1

)
B2, (4.157)

ζ′ =
c+ dζ
a+ bζ

, (ζ, ζ′ ∈ C).

Then, the transformation (1.46) is expressed as

Φ(α, β, γ)B2

= Aη(0)Aη(1) · · ·Aη(ν − 1)Φ(α + ν, β + ν, γ + 2ν)B2. (4.158)

Moreover, as the right-hand side of (1.49) can be written as

lim
N �→+∞

Aη(0)Aη(1) · · ·Aη(N − 1)B2, (4.159)

(4.156) signifies that ϕ∗21(0)
ϕ∗11(0) has the continued fraction expansion (1.49).

4.2.11 Saddle Point Method and Asymptotic
Expansion

Let us see what kind of asymptotic behavior the function Φ(α, β, γ) (4.144)
has in the direction of η = (1, 1, 2) at infinity, by analyzing an integral rep-
resentation. By (1.40), we have
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F (α+N, β +N, γ + 2N ;x) (4.160)

=
Γ (γ + 2N)

Γ (α+N)Γ (γ − α+N)

∫ 1

0

uα−1(1 − u)γ−α−1(1 − xu)−β

·
{
u(u− 1)
1 − ux

}N

du

=
Γ (γ + 2N)

Γ (α+N)Γ (γ − α+N)

∫ 1

0

uα−1(1 − u)γ−α−1(1 − xu)−β

· exp[NF (u)]du,

F (u) = log u+ log(1− u)− log(1 − ux). (4.161)

Let us compute an asymptotic behavior by the steepest descent method
(saddle point method). This method for the higher-dimensional case will be
explained in § 4.3 in detail. Now, we are going to find the zeros of the real
gradient vector field

V = grad(�F ) =
(
∂�F
∂�x ,

∂�F
∂�x

)
(4.162)

on C\{0, 1, 1
x}, that is, the critical points of �F , or in other words, the saddle

points of �F . Here, we have

V = 0 ⇔ 1
u

+
1

u− 1
− x

ux− 1
= 0, (4.163)

and the two solutions ξ1, ξ2 of (4.163) with respect to u are given by⎧⎪⎨⎪⎩
ξ1 = 1−√

1−x
x = 1

1+
√

1−x
,

ξ2 = 1+
√

1−x
x = 1

1−√
1−x

.

(4.164)

For simplicity, we suppose that 0 < x < 1. Then, we have 0 < ξ1 <1 < 1
x < ξ2.

The orbits of V passing through ξ1, ξ2, in other words, the contracting cycles
σξ1 , σξ2 of V passing through ξ1, ξ2, respectively, are given as in Figure 4.2:

σξ1 : 0 ≤ x ≤ 1, (4.165)

σξ2 : {ξ1 ≤ x ≤ 1} ∪ {u ∈ C|0 = arg(u) + arg(1− u) − arg(1 − ux)}.

�F is maximal at ξ1 on σξ1 and is maximal at ξ2 on σξ2 . At ξ1, we have



218 4 Holonomic Difference Equations and Asymptotic Expansion

Fig. 4.2

d2F

du2
=

−2x2

(1 −√
1 − x)2√1 − x, u ∈ R,

and at ξ2, we have

d2F

du2
=

2x2

(1 +
√

1 − x)2√1 − x, u ∈ R.

We take a branch of the function U = uα−1(1−u)γ−α−1(1−xu)−β in such a
way that it becomes positive at ξ1, ξ2. On σξ1 , σξ2 , �F is constant. So, we
have ∫

σξ1

uα−1(1 − u)γ−α−1(1 − xu)−βdu (4.166)

=
∫ 1

0

uα−1(1 − u)γ−α−1(1 − xu)−βdu,

∫
σξ2

uα−1(1 − u)γ−α−1(1 − ux)−βdu (4.167)

= 2
√−1 sinβ

∫ 1
x

1

uα−1(1 − u)γ−α−1(1 − ux)−βdu.

At u = ξ1, ξ2, uα+N−1(1 − u)γ−α−1+N(1 − xu)−β−1−N becomes U(ξ1)ξ2N
1 ,

U(ξ2)ξ2N
2 , respectively. On the other hand, by Stirling formula (1.5), we

remark that
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Γ (γ + 2N)
Γ (α+N)Γ (γ − α+N)

=
2γ−1

√
π
e2N log 2

(
1 +O

(
1
N

))
,

Γ (γ + 1 + 2N)
Γ (α+N)Γ (γ − α+N)

=
2γ

√
π
e2N log 2

(
1 +O

(
1
N

))
.

Since we have, by the saddle point method,∫
σξ1

uα+N−1(1 − u)γ−α+N−1(1 − xu)−β−N−1du (4.168)

= ξ2N
1 N− 1

2

{
(1 −√

1 − x)(1 − x) 1
4

x

}
ξα−1
1 (1 − ξ1)γ−α−1

· (1 − ξ1x)−β−1
√
π

{
1 +O

(
1
N

)}
,

∫
σξ2

uα+N−1(1 − u)γ−α+N−1(1 − xu)−β+N−1du (4.169)

= ξ2N
2 N− 1

2

{
(1 +

√
1 − x)(1 − x) 1

4

x

}
ξα−1
2 (1 − ξ2)γ−α−1

· (1 − ξ2x)−β−1√π
{

1 +O
(

1
N

)}
,

we obtain

F (α+N, β +N, γ + 2N ;x) (4.170)

= 4N

(
1 −√

1 − x
x

)2N
(1 −√

1 − x)(1 − x) 1
4

x
· 2γ−1

· ξα−1
1 (1 − ξ1)γ−α−1(1 − ξ1x)−β−1

{
1 +O

(
1
N

)}
,

F (α+N, β + 1 +N, γ + 1 + 2N ;x) (4.171)

= 4N

(
1 −√

1 − x
x

)2N
(1 −√

1 − x)(1 − x) 1
4

x
· 2γ

· ξα
1 (1 − ξ1)γ−α−1(1 − ξ1x)−β−1

{
1 +O

(
1
N

)}
,
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F̃ (α +N, β +N, γ + 2N ;x) (4.172)

= 4N

(
1 +

√
1 − x
x

)2N
(1 +

√
1 − x)(1 − x) 1

4

x
2γ−1

· ξα−1
2 (1 − ξ2)γ−α−1(1 − ξ2x)−β−1

{
1 +O

(
1
N

)}
,

F̃ (α+N, β +N + 1, γ + 1 + 2N ;x) (4.173)

= 4N

(
1 +

√
1 − x
x

)2N
(1 +

√
1 − x)(1 − x) 1

4

x
2γ−1

· ξα
2 (1 − ξ2)γ−α−1(1 − ξ2x)−β−1

{
1 +O

(
1
N

)}
.

Hence, at N 	→ +∞, we obtain

Φ(α+N, β +N, γ + 2N) (4.174)

∼ 2γ (1 − x) 1
4

x

(
1 1

1+
√

1−x
2

1−√
1−x

2

)(
λ−N

1

λ−N
2

)
(
U(ξ1)ξ1(1 −

√
1 − x)

U(ξ2)ξ2(1 +
√

1 − x)
)
.

On the other hand, since we have

Φ∗(α+N, β +N, γ + 2N) (4.175)

∼
(

1 1
1+

√
1−x

2
1−√

1−x
2

)(
λ−N

1

λ−N
2

)
by (4.151), we obtain the relations

Φ(α, β, γ) = Φ∗(α, β, γ)G(α, β, γ), (4.176)

G(α, β, γ) = 2γ (1 − x) 1
4

x

(
U(ξ1)

(1−√
1−x)2

x

U(ξ2)
(1+

√
1−x)2

x

)
. (4.177)

Thus, by (4.156), we have

Φ(α, β, γ)B2 = Φ∗(α, β, γ)B2 (4.178)

= lim
N �→+∞

Aη(0)Aη(1) · · ·Aη(N − 1)B2,
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namely,

F (α, β, γ;x)
F (α, β + 1, γ + 1;x)

=
ϕ21(0)
ϕ11(0)

=
ϕ∗

21(0)
ϕ∗

11(0)
(4.179)

has the continued fraction expansion of the right-hand side of (1.49). In this
way, Gauss’ formula is again obtained by a general method for difference
equations.

4.3 Contracting (Expanding) Twisted Cycles
and Asymptotic Expansion

Let us show how the example treated in § 4.2.11 is generalized to the case of
several variables.

4.3.1 Twisted Cohomology

In Chapter 2, we have discussed the finite dimensionality of twisted coho-
mologies. As a consequence, we can obtain a difference equation with respect
to shifts of the exponents α = (α1, · · · , αm). In § 2.2, we have considered
the integral of a multiplicative function U(u) = Pα1

1 · · ·Pαm
m on Cn over an

n-dimensional twisted cycle σ

̂du1 ∧ · · · ∧ dun =
∫

σ

U(u)du1 ∧ · · · ∧ dun. (4.180)

As we have seen in § 2.8, the twisted de Rham cohomology H∗(Ω•(∗D),∇ω)
of an affine variety M = Cn \ D is of finite dimension, and under some
assumptions, we have

Hp(Ω•(∗D),∇ω) ∼= 0, p �= n, (4.181)

dimHn(Ω•(∗D),∇ω) = (−1)nχ(M), (4.182)

where χ(M) is the Euler charactersitic of M . Now, for almost all α, there
exists a basis [ϕ1], · · · , [ϕr](ϕ1, ϕ2, . . . , ϕr ∈ Ωn(∗D)) (here we set r =
dimHn(Ω•(∗D),∇ω)) of Hn(Ω•(∗D),∇ω) which does not depend on α. The
integral

ϕ̂k(α) =
∫

σ

Uϕk (4.183)
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satisfies, for the shifting operator T±1
j : (α1, . . . , αm) 	→ (α1, . . . , αj ±

1, . . . , αm) with respect to each component of α = (α1, . . . , αm),

Tjϕ̂k(α) = ϕ̂(α1, . . . , αj + 1, . . . , αm) (4.184)

=
∫

σ

UPjϕk,

T−1
j ϕ̂k(α) =

∫
σ

UP−1
j ϕk, (4.185)

(remark that, here, instead of the variables zj used in Chapter 2, we
use αj). Since [ϕ1], . . . , [ϕr] form a basis of Hn(Ω•(∗D)∇ω), as elements
of Hn(Ω•(∗D), ∇ω), we have the expressions:

[Pjϕk] =
r∑

l=1

a
(j)
kl (α)[ϕl], (4.186)

[P−1
j ϕk] =

r∑
l=1

ã
(j)
kl (α)[ϕl]. (4.187)

Here, a(j)
kl and ã(j)

kl are rational functions of α1, . . . , αm and the coefficients
of Pν .

This is because, as we stated in Remark 2.5, there exist rational (n− 1)-
forms ψ± ∈ Ωn−1(∗D) on the rational function field of α1, α2, . . . , αm such
that

Pjϕk −
r∑

l=1

a
(j)
kl (α)ϕl = ∇ωψ+,

P−1
j ϕk −

r∑
l=1

ã
(j)
kl (α)ϕl = ∇ωψ−.

Passing from the cohomology classes to the integrals, we obtain the difference
relations:

Tjϕ̂k(α) =
r∑

l=1

a
(j)
kl (α)ϕ̂l(α), (4.188)

T−1
j ϕ̂k(α) =

r∑
l=1

ã
(j)
kl (α)ϕ̂l(α), (4.189)

or in the vector representation, we have
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T±
j (ϕ̂k(α))k = A±j(α)(ϕ̂k(α))k, (4.190)

where Aj = ((a(j)
kl ))r

k,l=1, A−j = ((ã(j)
kl ))r

k,l=1 and (ϕ̂k(α))k is the column vec-
tor with components ϕ̂1(α), . . . , ϕ̂r(α). For a more general shifting operator
T ν = T ν1

1 · · ·T νm
m , ν = (ν1, . . . , νm) ∈ Zm, it transforms the relations among

cohomology classes in the integrals without any change, and the relation

T ν(ϕ̂k(α))k = Aν(α)(ϕ̂k(α))k (4.191)

holds. Here, the set of r× r matrices {Aν(α)}ν∈Zm defines a 1-cocycle on Zn

with values in GLr(C(α)). Namely, the cocycle conditions

Aν+ν′(α) = Aν(α+ ν′)Aν′(α), (4.192)

(ν, ν′ ∈ Zm),

A0(α) = 1, (4.193)

hold. In particular, for the standard basis ej = (0, . . . ,
j

�
1 , . . . , 0) of Zm, we

have A±ej (α) = A±j(α) and {Aj(α)}m
j=1 satisfy the compatibility conditions

(4.97). Conversely, when {Aj(α)}m
j=1 satisfying (4.97) are given, they uniquely

extend to a 1-cocycle {Aν(α)}ν∈Zm and equation (4.191) defines a holonomic
system of rational difference equations (4.96) of first order and (ϕ̂j(α))j are
solutions of it.

By (4.192), (4.193), we clearly have

Aj(α− ej)A−j(α) = A−j(α+ ej)Aj(α) = 1. (4.194)

In particular, for a regular direction η, we obtain

A
(0)
j,ηA

(0)
−j,η = 1 (4.195)

in its Laurent expansion (4.98).

4.3.2 Saddle Point Method for Multi-Dimensional
Case

Now, we fix η ∈ Zm \ {0}. For the shift operator T in the direction of η, we
have
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TNηϕ̂(α) = ϕ̂(α+Nη) (4.196)

=
∫

σ

U(P η1
1 · · ·P ηm

m )Ndu1 ∧ · · · ∧ dun

=
∫

σ

U exp(N
m∑

j=1

ηj logPj)du1 ∧ · · · ∧ dun

=
∫

σ

U exp(NF )du1 ∧ · · · ∧ dun.

Here, F (u) represents the function:

F (u) =
m∑

j=1

ηj logPj . (4.197)

To compute an asymptotic expansion of ϕ̂(α + Nη) at N 	→ +∞, we
use the saddle point method, which is a long-established general method
([Bru],[Ar-GZ-V]). This is also called the steepest descent method or the
Laplace method. On the other hand, the construction of a twisted cycle has
a strong relation to the Morse theory in geometry. We explain this below.

4.3.3 Complete Kähler Metric

We define the gradient vector field V = grad�F on M with level function
�F . Since V is defined by an appropriate Kähler metric on M , we start by
introducing a complete Kähler metric on M1. We owe the following lemma
to T. Ohsawa.

Lemma 4.7. Let M be any non-compact connected complex manifold. As-
sume that ψν(u)(1 � ν � N) are smooth real-valued functions defined on
M such that max1≤ν≤N |ψν(u)| increases to +∞ at infinity. Moreover, we
assume that each hermitian matrix((

ψν(ζ)
∂2ψν(ζ)

∂ζj∂ζ
k

))n

j,k=1

(ζ1, . . . , ζn are local charts) (4.198)

is everywhere positive semi-definite. Now, let ds20 be any, not necessarily com-
plete, Kähler metric on M . Then, the sum of ds20 and the pseudo-Kähler
metric (which is positive semi-definite, but not necessarily definite)

1 The ordinary gradient vector field
(

∂ReF
∂u1

, . . . , ∂ReF
∂un

)
, (u1, . . . , un) ∈ Rn on Rn is

the restriction of the above gradient vector field to its real subspace defined by the
flat Kähler metric

∑
n
j=1 |duj |2 on the complexification Cn of Rn.
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ds21 =
N∑

ν=1

n∑
j,k=1

∂2ψ2
ν

∂ζj∂ζ
k
dζjdζ

k
(4.199)

with potential given by a plurisubharmonic function
∑N

ν=1 ψ
2
ν , ds

2 = ds20 +
ds21, defines a complete Kähler metric on M .

Proof. Since we have an expression

∂2(ψ2
ν)

∂ζj∂ζ
k

= 2
∂ψν

∂ζj

∂ψν

∂ζ
k

+ ψν
∂2ψν

∂ζj∂ζ
k

in local coordinates (ζ1, . . . , ζn), it follows that

n∑
j, k=1

∂2(ψ2
ν)

∂ζj∂ζ
k
dζjdζ

k
= 2|∂ψν |2 +

n∑
j,k=1

ψν
∂2ψν

∂ζj∂ζ
k
dζjdζ

k
(4.200)

≥ 2|∂ψν |2.

Here, we set ∂ψν =
∑n

j=1
∂ψν

∂ζj dζ
j . Now, for the total derivative

dψν =
n∑

j=1

(
∂ψν

∂ζj
dζj +

∂ψν

∂ζ
j dζ

j

)

of ψν , by

|dψν |2 =

⎧⎨⎩
n∑

j=1

(
∂ψν

∂ζj
dζj +

∂ψν

∂ζ
j
dζ

j

)⎫⎬⎭
2

(4.201)

= 4

⎧⎨⎩
n∑

j=1

Re
(
∂ψν

∂ζj
dζj

)⎫⎬⎭
2

≤ 4

∣∣∣∣∣∣
n∑

j=1

∂ψν

∂ζj
dζj

∣∣∣∣∣∣
2

= 4|∂ψν|2,

it follows from the Cauchy−Schwarz inequality that

ds2 ≥ 2
N∑

ν=1

|∂ψν |2 ≥ 1
2

N∑
ν=1

|dψν |2 ≥ 1
2N

(
N∑

ν=1

|dψν |
)2

. (4.202)

For any two points p, q on M , we consider the length s(p, q) of any piecewise
smooth curve connecting p and q. Integrating the above inequality along γ,
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it satisfies

s(p, q) ≥ 1√
2N

N∑
ν=1

|ψν(p) − ψν(q)|. (4.203)

Fixing p and letting q be at infinity, we must have s(p, q) 	→ +∞. In this way,
ds2 gives a complete Kähler metric on M .

Returning to the previous situation, we let M be Cn \ D. Setting ψν =
log |Pν | (1 � ν � m), it satisfies the properties of the lemma. Since we have

∂2ψ2
ν

∂uj∂uk
=

1
2

1
|Pν |2

∂Pν

∂uj

∂P ν

∂uk
, (4.204)

the metric

ds2 = |du1|2 + · · ·+ |dun|2 +
1
2

m∑
ν=1

|d logPν |2 (4.205)

defines a complete Kähler metric on M .

4.3.4 Gradient Vector Field

Now,M = Cn\D becomes a complete Kähler manifold. For local coordinates
(ζ1, . . . , ζn) of a neighborhood of each point of M , the metric can be written
as follows:

ds2 =
n∑

i,j=1

gijdζ
idζ

j
, (4.206)

where (gij)n
i,j=1 is a positive definite hermitian matrix. Since the gradient

vector field V = grad�F on M is expressed as

V =

⎛⎝ n∑
j=1

g1j ∂�F
∂ζ

j , . . . ,

n∑
j=1

gnj ∂�F
∂ζ

j

⎞⎠
with respect to local coordiantes (ζ1, . . . , ζn), the differential equation that
defines the trajectory of V is given by

dζi

dt
=

n∑
j=1

∂�F
∂ζ

j
gij, (4.207)
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where (gij)n
i,j=1 is the inverse matrix of (gi,j)n

i,j=1. Since the vector field V
does not depend on the choice of local coordinates, it is a global vector field
defined on M . By the Cauchy−Riemann equation,

∂�F
∂ζi

=
√−1

∂�F
∂ζi

, (4.208)

∂�F
∂ζ

i = −√−1
∂�F
∂ζ

i ,

equation (4.207) can be rewritten as

dζi

dt
= −√−1

n∑
j=1

∂�F
∂ζ

j g
ij . (4.209)

Namely, V is the Hamiltonian flow with the Hamiltonian function �F (see
[Ar]). In particular, we have

d�F
dt

=
n∑

j=1

(
∂�F
∂ζj

dζj

dt
+
∂�F
∂ζ

j

dζ
j

dt

)
(4.210)

= −2�
⎧⎨⎩√−1

n∑
i,j=1

∂�F
∂ζi

∂�F
∂ζ

j g
ij

⎫⎬⎭
= 0,

and �F is constant along the flow.
Now, along each trajectory of V, the length s(u, u′) of the section with

the boundary u, u′ ∈M in a trajectory satisfies the equality

s(u, u′) =
1
2
|�F (u)−�F (u′)|. (4.211)

In fact, we let u move along a trajectory of (4.207) with time t, and we have(
ds(u, u′)
dt

)2

=
n∑

i,j=1

gij
dζi

dt

dζ
j

dt
(4.212)

=
n∑

i,j=1

∂�F
∂ζi

∂�F
∂ζ

j g
ij =

1
2
d�F
dt

≥ 0.

Here, by specializing the parameter t as t = 1
2�F , we have
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2
ds(u, u′)
d�F (u)

)2

= 1, (4.213)

namely, 2 ds(u,u′)
d�F (u) = ±1 and we obtain (4.211). From this, fixing u′, having

s(u, u′) = +∞ on the same trajectory and having |�F (u)| = +∞ are equiva-
lent. In other words, a trajectory of the vector field V and u rest in a compact
subset of M if �F (u) is finite. Thus, the following proposition is proved.

Proposition 4.3. The gradient vector field V defined by (4.207) is complete
on M .

4.3.5 Critical Points

On M , a point where V vanishes, that is, a singularity of V, is a point where
all of the first derivatives of �F vanish:

∂�F
∂uj

=
∂�F
∂uj

= 0, (4.214)

in other words, it is a critical point of the level function �F . Hence, we also
have

∂F

∂ul
=

m∑
j=1

ηj

Pj

∂Pj

∂ul
= 0, 1 � l � n. (4.215)

This is equivalent to saying that the holomorphic 1-form

ωη =
m∑

j=1

ηjd logPj (4.216)

on M vanishes. Thus, to find a singularity of V, it suffices to find the zeros
of ωη.

4.3.6 Vanishing Theorem (iii)

The zeros of ωη are determined by the zeros of a system of n algebraic equa-
tions (4.215). Here, we impose the following assumption.

Assumption 3. The system of equations (4.215) admits at most a finite
number of zeros c(1), c(2), . . . , c(κ) in M , and at each point c(j), the symmetric
matrix

((
∂2F

∂uj∂uk

))n

j,k=1
(this matrix is called the Hessian matrix of F ) of

order n is non-degenerate.
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Assumption 3 is a restriction not only on Pl(1 � l � m) but also in the
direction η; nevertheless, this holds for almost all η. In this case, �F is said
to be a Morse function as a level function on M ([Mi]). As can be seen
from (4.212), we always have d�F

dt ≥ 0 and d�F
dt = 0 can happen only if

∂�F
∂ζi = 0 (1 � i � n).

We set the value of �F at each critical point c(j) by �F (c(j)) = βj ∈ R,
and we assume that they are arranged as follows:

Assumption 4. β1 > β2 > · · · > βκ.

Now, we denote the hyperplane at infinity in Pn(C) by H∞. T (D∪H∞) signi-
fies an appropriate tubular neighborhood of D∪H∞ in Pn(C). The pull back
ι∗Lω of the local system Lω on M via the inclusion ι : T (D∪H∞) \D∪H∞ ⊂
M defines a local system on T (D∪H∞) \D∪H∞. Here, we further assume:

Assumption 5.

Hp(T (D∪H∞) \D∪H∞, ι∗Lω) ∼= 0, p ≥ 0. (4.217)

Then, we have the following vanishing theorem.

Theorem 4.5 ([Ao2]).

Hp(M,Lω) ∼= 0, p �= n. (4.218)

Next, we provide a more comprehensible sufficient condition to satisfy As-
sumption 5.

By the Hironaka theorem of resolution of singularities, there exists a fi-
nite number of repetitions of appropriate blow-ups (T (D̃∪H∞), D̃∪H∞) of
(T (D∪H∞), D∪H∞) such that a proper morphism (regular map)

f : (T (D̃∪H∞), (D̃∪H∞)) → (T (D∪H∞), D∪H∞), (4.219)

f : T (D̃∪H∞) \ D̃∪H∞ ∼= T (D∪H∞) \D∪H∞ (isomorphic) (4.220)

is defined and D̃∪H∞ is a desingularization of D∪H∞, that is, D̃∪H∞ is
normal crossing in T (D̃∪H∞). At any point Q of D̃∪H∞, we assume that
the defining equation of D̃∪H∞ is expressed as (ζ1 = 0)∪ · · ·∪ (ζl = 0) in
terms of local coordinates (ζ1, . . . , ζn). The lifting of the logarithmic 1-form
ω =

∑m
j=1 αjd logPj , defined in § 2.5, to T (D̃∪H∞) \ D̃∪H∞ is expressed in

the form of

ω̃ =
l∑

j=1

λj
dζj

ζj
+ (holomorphic), λj ∈ C (4.221)

at Q. Here, we assume that:
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Assumption 6. At any point Q,

λ1 + · · ·+ λl �∈ Z. (4.222)

By the morphism (4.219), each Ph can be expressed as

Ph(f(ζ)) = ζr1
1 ζ

r2
2 · · · ζrl

l ·G(ζ) (4.223)

(r1, r2, . . . , rl ∈ Z, G(ζ) is a holomorphic function satisfying G(0) �= 0) on
a neighborhood of ζ = 0, λj ∈ ∑m

k=1 Qαk. Hence, we have λ1 + · · · + λl ∈∑m
k=1 Qαk. In (4.223), since we have r1 + · · · + rl > 0 at least for one h,

Assumption 6 is satisfied by the following assumption:

Assumption 7. If
∑m

j=1 |sj | > 0, then the linear combination
∑m

j=1 sjαj of
α1, α2, . . . , αm does not belong to Q.

It can be easily shown by the Mayer−Vietoris sequence that Assumption
6 follows from Assumption 5. In fact, there exists a finite family {Ws}s∈S of
sub-manifolds of D̃∪H∞ satisfying

D̃∪H∞ =
⋃
s∈S

Ws, (4.224)

T (D̃∪H∞) \ D̃∪H∞ =
⋃
s∈S

(T (Ws) \Ws) (4.225)

and each tubular neighborhood T (Ws) \Ws is topologically homeomorphic
to the trivial bundle Ws ×Δ∗

s , Δ
∗
s
∼= (C∗)l (dimWs = n− l), i.e., there is the

local trivilalization:

ρs : Ws ×Δ∗
s

∼→ T (Ws) \Ws.

Similarly, for any s1, s2, . . . , sk ∈ S (1 � k � n), the k intersections

(T (Ws1) \Ws1) ∩ · · · ∩ (T (Wsk
) \Wsk

)

are either empty or there exists a sub-manifoldWs1,...,sk
ofD∪H∞ that allows

us to have the topologically local trivialization:

ρs1,...,sk
: Ws1,...,sk

×Δ∗
s1,...,sk

∼−→
k⋂

j=1

(T (Wsj ) \Wsj ),

Δ∗
s1,...,sk

= (C∗)l, dimWs1,...,sk
= n− l.

If we further pull back the pull-back ι∗s1,...,sk
Lω of Lω via the inclusion
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ιs1,...,sk
:

k⋂
j=1

(T (Wsj ) \Wsj ) ↪→M

by ρs1,...,sk
, it defines a local system on Ws1,...,sk

×Δ∗
s1,...,sk

obtained by the
fundamental group (a free abelian group) of Δ∗

s1,...,sk
. By (4.222), we have

H•(Δ∗
s1,...,sk

, ρ∗s1,...,sk
ι∗s1,...,sk

Lω) ∼= 0.

Hence, by the Künneth formula, we obtain

H•(Ws1,...,sk
×Δ∗

s1,...,sk
, ρ∗s1,...,sk

ι∗s1,...,sk
Lω) ∼= 0,

namely,

H•

⎛⎝ r⋂
j=1

(T (Wsj ) \Wsj ), ι
∗
s1,...,sk

Lw

⎞⎠ ∼= 0. (4.226)

From (4.225) and (4.226), by the Mayer−Vietoris exact sequence of cohomol-
ogy ([Br]), we obtain (4.217).

4.3.7 Application of the Morse Theory

Theorem 4.5 corresponds to the vanishing theorem stated in § 2.8. In Chapter
2, we derived it algebraically, and here, we derive this theorem topologically
by using the Morse theory (cf. [Mi]).

Lemma 4.8. Let Z be a p-dimensional (p < n) twisted cycle. Then, there ex-
ists a proper twisted cycle Z∗ in T (D∪H∞)\(D∪H∞) of the same dimension
that is homologous to Z.

Proof. SetMh = {u ∈M ; �F ≤ h} and we may assume that Z is contained
inMh(h > β1). As F is non-degenerate at each critical point c(1), c(2), . . . , c(κ)

and F is regular, it follows that the Morse index of �F at c(j) is just n, that
is, the signature of the Hessian of �F , the real symmetric matrix of order 2n((

∂2�F
∂�ζk∂�ζl ,

∂2�F
∂�ζk∂�ζl

∂2�F
∂�ζk∂�ζl ,

∂2�F
∂�ζk∂�ζl

))n

k,l=1

,

is (n, n). Now, we show, by induction on i, that Z is homologous to a twisted
cycle Zi contained in Mβi−ε (ε is a small positive number). Indeed, this is
true for i = 0, so by induction hypothesis, we may assume that Z is already
homologous to a twisted cycle Zi−1(⊂ Mβi−1−ε). Since Zi−1 has a compact
support, by the retraction defined by the one-parameter subgroup generated



232 4 Holonomic Difference Equations and Asymptotic Expansion

by the vector field −V, it is homologous to a twisted cycle Z̃i−1 in Mβi+ε.
On the other hand, as the Morse theory shows, when dim Z̃i−1 < n, we can
let Z̃i−1 move a little bit homotopically and let it flow along a trajectory
of −V on avoiding the critical point βi of V (cf. Figure 4.3). In this way,
there exists a twisted cycle Zi near Z̃i−1 which lies in Mβi−ε and which is
homologous to Z̃i−1. Namely, Z and Zi are homologous. For a sufficiently
big positive number L, M−L belongs to T (D∪H∞). This is because, we have
�F ≤ −L at each point of M−L, i.e., the twisted cycle Zκ is retracted to a
cycle contained in T (D∪H∞) \D∪H∞. Thus, we have proved the lemma.

Fig. 4.3

Proof (of Theorem 4.5). Let Z be a p-dimensional (p < n) twisted cycle inM .
By the previous lemma, there exists a twisted cycle Z∗ which is homologous
to Z and which belongs to T (D∪H∞)\D∪H∞. Since we haveHp(T (D∪H∞)\
D∪H∞, (ι∗Lω)∨) ∼= 0 by Assumption 5, there exists a twisted chain τ which
belongs to T (D∪H∞) \ D∪H∞ satisfying Z∗ = ∂ωτ . This means that Z is
homologous to 0, which implies Theorem 4.5.

4.3.8 n-Dimensional Lagrangian Cycles

Next, to construct n-dimensional twisted cycles, we explain an important
local fact about trajectories of the gradient vector field V. To avoid the
complexity of the indices of coordinates, in this subsection, we take local
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coordinates (z1, . . . , zn) instead of (ζ1, . . . , ζn), and suppose that the Kähler
metric is given in the form ds2 =

∑n
i,j=1 gij(z)dzidzj .

Theorem 4.6 ([Ao2]). Let f(z) be a holomorphic function defined on a
neighborhood of the origin of (z1, . . . , zn). We assume that the origin is a
non-degenerate critical point of �f . Consider the equation of the trajectories
(4.207)

dzi
dt

=
n∑

j=1

∂�f
∂zj

gij(z) (4.227)

of the gradient vector field V. The set of all trajectories that have the origin
as the limit point at t = ±∞ form a real n-dimensional manifold M±, re-
spectively. M+ and M− intersect only at the origin, and they are mutually
transversal. Moreover, M± satisfy Ω|M± = 0 with respect to the symplectic
form

Ω =
√−1

n∑
i,j=1

gij(z)dzi ∧ dzj . (4.228)

Such a sub-manifold M± is called a Lagrangian submanifold (cf. [Ar],
[Gui-St]).

Definition 4.1. M+ is called a contracting manifold with respect to V, and
M− is called an expanding manifold with respect to V. Hence, M−,M+

is also a contracting manifold (resp. an expanding manifold) with respect to
−V.1

Proof. The first half of the theorem is a special case of a well-konwn fact (cf.
p. 113 in [Sma]). It also follows automatically from the proof of the latter
half given below. To prove the latter half of the theorem, let us prepare two
lemmata.

Lemma 4.9. At the origin, there exists real analytic coordinates (ξ1, . . ., ξn,
η1, . . ., ηn) that admit expressions of the form

Ω =
n∑

i=1

dξi ∧ dηi, (4.229)

�f =
n∑

j=1

λjξjηj + (higher-degree terms), (4.230)

with (λj > 0, 1 � j � n).

1 Originally, S. Smale called them a stable manifold and an unstable manifold, re-
spectively, but here we followed V.I. Arnold ([Ar], p.287). See also [Ar-Av].
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Proof. Since we can transform as gij(0) = δij by an appropriate complex
coordinate transformation

zi =
n∑

j=1

aijwj (ai,j ∈ C), (4.231)

we may assume that gij(0) = δij from the very beginning. Since the square
matrix of order 2n

S =

((
∂2�f(0)
∂xi∂xj

, ∂2�f(0)
∂xi∂yj

∂2�f(0)
∂yi∂xj

, ∂2�f(0)
∂yi∂yj

))n

i,j=1

, zi = xi +
√−1yi

is real symmetric and infinitesimally symplectic, that is, it satisfies

S = tS, S

(
0 1n

−1n 0

)
+
(

0 1n

−1n 0

)
tS = 0,

via the transformation (4.231) by a unitary matrix ((aij))n
i,j=1, S can be

transformed to the form

S 	→

⎛⎜⎜⎜⎜⎝
0

... diagonal matrix...
· · · · · · · · · · · · · · · · · · ...· · · · · · · · · · · · · · · · · ·...
diagonal matrix

... 0

⎞⎟⎟⎟⎟⎠
such that all of the diagonal components are positive. Namely, by changing
coordinates appropriately, with respect to new coordinates (x, y),

Ω =
n∑

j=1

dxj ∧ dyj + (higher-degree terms), (4.232)

�f =
n∑

j=1

λjxjyj + (higher-degree terms) (4.233)

are expanded in convergent series of the above forms. Moreover, by an ap-
propriate real analytic coordinate transformation (ξ1, . . . , ξn, η1, . . . , ηn) → z{

xj = ξj + (higher-degree terms)
yj = ηj + (higher-degree terms) , 1 � j � n,

Ω is reduced to the form (4.229) (Theorem 6.1 in Chap. 3 of [Ster]), and we
obtain (4.229), (4.230).
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Lemma 4.10. Assume that the Hamiltonian function H(ξ, η) is expanded to
a convergent series in the form of the right-hand side of (4.230) with respect to
the above local coordinates (ξ, η) = (ξ1, . . . , ξn, η1, . . . , ηn) at the origin. Then,
there exists a unique solution ψ = ψ(ξ) of the Hamilton−Jacobi equation
([Ar])

H

(
ξ,
∂ψ

∂ξ

)
= 0, (4.234)

∂ψ
∂ξ =

(
∂ψ
∂ξ1
, . . . , ∂ψ

∂ξn

)
being real analytic at the origin.

Proof. We use the method of majorant series. In general, when a formal series
in p variables (t1, . . . , tp)

A(t) =
∑

s1,...,sp≥0

as1,...,spt
s1
1 · · · tsp

p

and a series of positive terms

B =
∑

s1,...,sp≥0

bs1,...,sp

satisfy

|as1,...,spt
s1
1 · · · tsp

p | ≤ bs1,...,sp

for any s1, . . . , sp, we say that B dominates A(t), or B is a majorant series of
A(t). In such a case, we denote it as A(t) ≺≺ B. For t ∈ Δp(0; δ) (δ a positive
number), if we have A(t) ≺≺ B and B converges, then so does A(t) and it
is real analytic. Now, assume that H(ξ, η) has a power series expansion on
|ξj | ≤ ρ, |ηj | ≤ ρ, and denote it by

H(ξ, η) =
n∑

j=1

λjξjηj +
∑

|μ|+|σ|≥3

hμ,σξ
μησ, (4.235)

μ = (μ1, . . . , μn), σ = (σ1, . . . , σn), |μ| =
n∑

j=1

μj ,

|σ| =
n∑

j=1

σj , ξμ = ξμ1
1 · · · ξμn

n , ησ = ησ1
1 · · · ησn

n .

If a formal series in ξ

ψ(ξ) =
∑
|μ|≥3

βμξ
μ (4.236)
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formally satisfies (4.234), then βμ is uniquely determined and is given by the
recursive formula:

βμ = −
the coefficient of ξμ in

[∑
|μ|+|σ|≥3 hμ,σξ

μ
(

∂ψ
∂ξ

)σ]
∑n

j=1 λjμj
. (4.237)

Here, ∂ψ
∂ξ =

(
∂ψ
∂ξ1
, . . . , ∂ψ

∂ξn

)
signifies the formal series

∂ψ

∂ξj
=

∑
|μ|≥3

μjβμξ
μ−ej , ej = (0, . . . ,

j
�
1 , . . . , 0).

The right-hand side of (4.237) depends at most on βk(|k| ≤ |μ| − 1).
Since there exists a positive number K satisfying

|hμ,σ| ≤ Kρ−(|μ|+|σ|),

we obtain an estimate as a formal power series in (ξ, η)

∑
|μ|+|σ|≥3

hμ,σξ
μησ ≺≺ K ρ−3(

∑n
j=1 |ξj |+ |ηj |)3

1 − ρ−1
∑n

j=1(|ξj |+ |ηj |) .

We take 0 < ρ1(≤ ρ) and consider ξ ∈ Δn(0; ρ1). For a formal power series
in ρ1

ψ̃(ρ1) =
∑
|μ|≥3

|μ| |βμ|ρ|μ|−1
1 , (4.238)

as we have

|μ| ≤
n∑

j=1

λjμj/( min
1≤j≤n

λj),
∂ψ

∂ξj
≺≺ ψ̃(ρ1),

(4.237) implies

ψ̃(ρ1) ≺≺ Kρ−1
1 ρ−3(n(ρ1 + ψ̃(ρ1)))3

(min1≤j≤n λj)
[
1 − ρ−1n(ρ1 + ψ̃(ρ1))

] (4.239)

as a formal power series in ρ1. Now, setting ψ∗(ρ1) = ρ21ω(ρ1), we can uniquely
determine a convergent series of positive terms ω(ρ1) (0 ≤ ρ1 < δ) satisfying
the algebraic equation of degree 3:

ψ∗(ρ1) =
Kρ−1

1 ρ−3

(min1≤j≤n λj)
(n(ρ1 + ψ∗(ρ1)))3

[1 − nρ−1(ρ1 + ψ∗(ρ1))]
,



4.3 Contracting (Expanding) Twisted Cycles and Asymptotic Expansion 237

in other words,

ω(ρ1) =
Kρ−3n3

min1≤j≤n λj

(1 + ρ1ω(ρ1))3

[1 − nρ1ρ−1(1 + ρ1ω(ρ1))]
(4.240)

and ω(0) = Kρ−3n3

min1≤j≤n λj
. Since each coefficient of ω(ρ1) in (4.240) can be

uniquely determined, by expanding the right-hand side, from the coefficients
of lower-degree terms, by induction on ρl

1 (l ≥ 3), we obtain

ψ̃(ρ1) ≺≺ ψ∗(ρ1). (4.241)

As ψ∗(ρ1) converges, so does ψ̃(ρ1). In this way, we see that ∂ψ
∂ξj

converges
on ξ ∈ Δn(0; ρ1). By

ψ(ξ) =
∫ ξ

0

n∑
j=1

∂ψ(ξ)
∂ξj

dξj ,

ψ(ξ) also converges for ξ ∈ Δn(0; ρ1). It is clear from (4.237) that ψ(ξ)
satisfies (4.234), hence, the proof of Lemma 4.10 is completed.

Now, let us terminate the proof of Theorem 4.6. Suppose that Ω is in the
form (4.229), using the function ψ(x) obtained by Lemma 4.10, we apply the
canonical transformation (see, e.g., [Ar], [Ster]):{

η̃i = − ∂ψ
∂ξi

+ ηi

ξ̃i = ξi
, 1 � i � n. (4.242)

We have Ω =
∑n

i=1 dξ̃i ∧ dη̃i and the expression:

H(ξ, η) =
n∑

j=1

λj ξ̃j η̃j +H ′(ξ̃, η̃). (4.243)

Here, H ′(ξ̃, η̃) is the sum of higher-degree terms and satisfies H ′(ξ̃, 0) = 0.
Hence, for any positive ε, when (ξ̃, η̃) ∈ Δn(0; δ) (δ > 0 sufficiently small),
we have ∣∣∣∣∣∣

n∑
j=1

η̃j
∂H ′(ξ̃, η̃)

∂ξ̃j

∣∣∣∣∣∣ < ε
n∑

j=1

η̃j
2.

In particular, if we take as 2ε < min1≤j≤n λj , along a trajectory (ξ̃(t), η̃(t))
(t ∈ R) of V, we have
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d

dt

( n∑
j=1

η̃j
2

)
= 2

n∑
j=1

η̃j
dη̃j

dt
(4.244)

= −2
{ n∑

j=1

λj η̃j
2 +

n∑
j=1

η̃j
∂H ′

∂ξ̃j

}
< −2ε

n∑
j=1

η̃j
2,

which implies

n∑
j=1

η̃j
2 ≤ Const e−2εt.

Now, suppose that one of the trajectories Γ : (ξ̃(t), η̃(t)) of V has the origin
as the limit point at t = −∞, and η̃(t0) �= 0 at t = t0. Then, there exists
t1(< t0) such that

n∑
j=1

η̃j
2(t1) <

n∑
j=1

η̃j
2(t0).

Applying the mean value theorem to the interval [t1, t0], there exists t2(t1 <
t2 < t0) such that d

dt

∑n
j=1 η̃j

2(t2) > 0. But this contradicts (4.244). Hence,
any trajectory of V which converges to the origin at t = −∞ satisfies η̃1(t) =
· · · = η̃n(t) = 0, i.e.,

M− ⊂ {η̃1 = · · · = η̃n = 0}.

Conversely, if η̃ = 0, we have

dξ̃j
dt

= λj ξ̃j , 1 � j � n,

and any trajectory of V converges to the origin at t = −∞. Namely, M−

coincides with the n-dimensional manifold {η̃1 = · · · = η̃n = 0}. It can be
similarly proved for M+. The tangent spaces T(M±) of M± are defined by

TM+ : dξ1 = · · · = dξn = 0,

TM− : dη1 = · · · = dηn = 0,

hence, M+ and M− intersect at the origin mutually transversally. Thus,
Theorem 4.6 has been completely proved.

Remark 4.4. In [Bir1], it was shown that H(ξ, η) can be reduced to a function
depending only on ξ1η1, . . . , ξnηn as a formal series, but it is not clear whether
it converges or not. If the Hamiltonian function H(ξ, η) defines a completely
integrable Hamiltonian flow in a neighborhood of the origin, this fact is valid
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(see [It]). In such a case, Lemma 4.10 follows from this fact. In [Mo], a similar
theorem was proved by using Newton’s method.

4.3.9 n-Dimensional Twisted Cycles

For simplicity, we further impose the following assumption.

Assumption 8. �F (c(1)), . . . ,�F (c(κ)) are all mutually different.

Under this assumption, by (4.210), the trajectory of V which has c(j)

as a limit point never passes through other critical points c(k)(k �= j).
In a neighborhood of c(j), for the intersection Zj of the Lagrangian sub-
manifold of all trajectories of −V having c(j) as the limit point at t = −∞
with M \ T (D∪H∞), the support of ∂ωZj is contained in ∂T (D∪H∞), that
is, ∂ωZj = Zj ∩ ∂T (D∪H∞). By Assumption 5, there exists a twisted
chain τj ∈ T (D∪H∞) \ D∪H∞ such that ∂ωτj = ∂ωZj . Hence, if we set
σj = Zj − τj , we have ∂ωσj = 0, and the intersection of the support of σj

and M \ T (D∪H∞) is a Lagrangian sub-manifold contained in the real hy-
persurface: �F (u) = �F (c(j)). These κ twisted cycles σ1, σ2, . . . , σκ belongs
to Hn(M,L∨

ω). According to the Morse theory ([Mi]), we have

(−1)nκ = χ(M). (4.245)

Moreover, since the homotopy type of Mβi+ε coincides with Mβi−ε attached
by the n-dimensional cycle σi, any n-dimensional twisted cycle ofM is a linear
combination of these κ twisted cycles. Combining this fact with Theorem 4.5,
by Lemma 2.6, passing to the cohomology, we obtain the equality

κ = dimHn(M,Lω). (4.246)

Thus, we have the following theorem.

Theorem 4.7. Under Assumptions 3–5 and 8, (4.245) and (4.246) hold.

As was discussed in Chapter 2, combining

H•(Ω•(∗D)),∇ω) ∼= H•(M,Lω) (4.247)

with Theorem 4.7, we see that

r = dimHn(Ω•(∗D),∇ω) = κ. (4.248)

Although Theorem 2.8 and Theorem 4.5 are compatible, as the conditions
of these theorems are different, they are not completely equivalent.

Remark 4.5. As in Theorem 4.5, the vanishing theorem of cohomology with
coefficients in a local system was first established by Y. Matsushima and
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S. Murakami ([M-M] I, II). Nowadays, it is called a theorem of
Matsushima−Murakami type and there are several trials to generalize it.
For example, see [Ao1] and [Koh1]. For recent developments in the case of
arrangements of hyperplanes, see [Or-Te3].

4.3.10 Geometric Meaning of Asymptotic Expansion

Next, we explain a relation between n-dimensional contracting twisted cy-
cle and an asymptotic expansion of the integral (4.180) (for detail, see
[Ar-GZ-V]). We assume that the function F (u) defined in (4.197) satisfies
Assumptions 3 and 4. Concerning the vector field V, the integral over n-
dimensional contracting twisted cycles σ1, . . . , σr that pass through the crit-
ical points c(1), . . . , c(r), respectively, decomposes as follows:∫

σj

U(u;α+Nη)du1 ∧ · · · ∧ dun (4.249)

=
∫

σj∩(M\T (D∪H∞))

U(u;α+Nη)du1 ∧ · · · ∧ dun

+
∫

σj∩T (D∪H∞)

U(u;α+Nη)du1 ∧ · · · ∧ dun.

As we may regard Supu∈σj∩T (D∪H∞)�F (u) ' �F (c(j)), at N 	→ +∞, the
increasing order of the second term in the right-hand side of (4.249) is negli-
gible in comparison with that of the first term. On the other hand, we have∫

σj∩(M\T (D∪H∞))

U(u;α+Nη)du1 ∧ · · · ∧ dun (4.250)

= exp(N
√−1�F (c(j)))

·
∫

σj∩(M\T (D∪H∞))

U(u;α) exp(N�F (u))du1 ∧ · · · ∧ dun,

and on σj ∩ (M \ T (D∪H∞)), �F (u) takes its maximal value �F (c(j)) at
u = c(j). In addition, we have �F (c(j)) > �F (u) (u ∈ σj ∩ (M \T (D∪H∞))).
We can choose local coordinates (ζ1, . . . , ζn) in such a way that c(j) is the
origin and, on σj , all of ζ1, . . . , ζn become real. Then, in a neighborhood of
ζ = 0, F (u) has a Taylor expansion of the form
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F (u(ζ)) = F (c(j)) −
n∑

k,l=1

vklζ
kζl + · · · , (4.251)

−vkl =
1
2
∂2F (c(j))
∂ζk∂ζl

,

the matrix Vj = ((vkl))n
k,l=1 is real symmetric and positive definite. By the

saddle point method ([Bru], [Ar-GZ-V]), we have:

Lemma 4.11. At N 	→ +∞, we have an asymptotic formula

̂du1 ∧ · · · ∧ dun (4.252)

= U(c(j);α+Nη)
N−n

2 π
n
2

(det Vj)
1
2

(
1 +O

(
1
N

))
.

Proof. As can be seen from (4.249), (4.250), to obtain an estimate (4.252),
it is sufficient to provide an estimate of the integral (4.250) on σj in a neigh-
borhood of ζ = 0. Now, let ψ(ζ) be any smooth function defined on |ζ1| ≤ 1,
. . . , |ζn| ≤ 1, (ζ1, . . . , ζn) ∈ Rn. Since we have an expression

ψ(ζ) = ψ(0) +
n∑

k=1

ζk ∂ψ(0)
∂ζk

+
1
2

n∑
k,l=1

ζkζlψkl(ζ),

(ψkl(ζ) is a smooth function on |ζ1| ≤ 1, . . . , |ζn| ≤ 1) by Taylor expansion,
we obtain an estimate of the integral

∫
|ζ1|≤1,...,|ζn|≤1

exp

⎛⎝−N
n∑

k,l=1

vklζ
kζl

⎞⎠ψ(ζ)dζ1 ∧ · · · ∧ dζn (4.253)

= N−n
2

∫
|ζ1|≤√

N,...,|ζn|≤√
N

exp

⎛⎝−
n∑

k,l=1

vklζ
kζl

⎞⎠ψ( ζ√
N

)
dζ1 ∧ · · · ∧ dζn

= N−n
2

∫
|ζ1|≤√

N,...,|ζn|≤√
N

exp

⎛⎝−
n∑

k,l=1

vklζ
kζl

⎞⎠
(
ψ(0) +

1√
N

n∑
k=1

ζk ∂ψ(0)
∂ζk

+
1

2N

∑
ζkζlψkl

(
ζ√
N

))
dζ1 ∧ · · · ∧ dζn

(here, we use the Gaussian integral (see, e.g., [AAR]))

= π
n
2 ·N−n

2

(
ψ(0)√
detVj

+O
(

1
N

))
.
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From this, (4.252) immediately follows.

To compute an asymptotic expansion of∫
σ

U(u;α+Nη)du1 ∧ · · · ∧ dun (4.254)

for any twisted cycle σ, we may proceed as follows. In Hn(M,L∨
ω), σ is ex-

pressed as

σ =
r∑

j=1

gjσj . (4.255)

Here, since gj = gj(α) is a rational function of e2π
√−1α1 , . . . , e2π

√−1αm ,
gj(α+Nη) does not depend on N . Hence, we obtain∫

σ

U(u;α+Nη)du1 ∧ · · · ∧ dun (4.256)

=
r∑

j=1

gj(α)
∫

σj

U(u;α+Nη)du1 ∧ · · · ∧ dun

=
r∑

j=1

gj(α) exp(NF (c(j))) · U(c(j);α)
π

n
2N−n

2

[detVj ]
1
2

(
1 +O

(
1
N

))
.

When the basis ϕ1, . . . , ϕr discussed in § 4.3.1 satisfies the inequality of
the determinant

det
((

ϕν

du1 ∧ · · · ∧ dur
(c(j))

))n

j,ν=1

�= 0, (4.257)

(where ϕ
du1∧···∧dun

(ϕ ∈ Ωn(∗D)) signifies the coefficient of ϕ in du1∧· · ·∧dun)
with respect to the critical points c(1), . . . , c(r), we say that {ϕ1, . . . , ϕr} is
“non-degerenate”. Then, similarly to Lemma 4.11, we obtain:

Proposition 4.4. A square matrix ((
∫

σj
U(u;α)ϕν))r

j,ν=1 of order r satisfies
the holonomic systems of difference equations (4.188)–(4.189) with respect
to the variables α = (α1, . . . , αn). When the direction η ∈ Zm \ {0} satisfies
Assumptions 3–4 and 8, η is a regular direction, and an asymptotic expansion
in the direction of η is given by∫

σj

U(u;α+Nη)ϕν(u) ∼ U(c(j);α+Nη)
[

ϕν

du1 ∧ · · · ∧ dun
(c(j))

]
π

n
2N−n

2

[det(Vj)]
1
2

(
1 +O

(
1
N

))
.
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In this case, the first characteristic index is equal to F (c(1)), F (c(2)), . . . ,F (c(r))
and the second characteristic index is equal to (−n

2 ,−n
2 , . . . ,−n

2 ) (see § 4.2.5,
for definition).

The second characteristic index has the property that all of them coincide.
With the notation (4.133), (4.134), we have the equality

(A∗(0)
1 )−1A

∗(1)
1 = −n

2
· 1r. (4.258)

This formula really controls the difference equations (4.96) treated in § 4.2.
See also [Or-Te2], [V4] for related topics.

4.4 Difference Equations Satisfied by the
Hypergeometric Functions of Type (n+ 1,m+ 1;α)

We consider the case when all of the P1, P2, · · · , Pm are inhomogeneous linear
and each of their coefficients is real. We have already seen in § 3.2 (Theorem
3.1) that if the corresponding arrangement of hyperplanes is in general posi-
tion, the dimension of Hn(M,Lω) is equal to

(
m−1

n

)
and we naturally obtain

a basis of Hn(M,L∨
ω) from bounded chambers. In this section, by taking re-

sults obtained in the previous subsection into account, we again study this
from a viewpoint of difference equations.

4.4.1 Bounded Chambers

First, we do not necessarily assume that an arrangement of hyperplanes is in
general position.

Theorem 4.8 ([Ao4]). For η = (η1, · · · , ηm) ∈ Zm \ {0}, if ηj > 0 (1 ≤ j
≤ m), then we have:

(1) Any zero c of ωη =
∑m

j=1 ηjd logPj in M is real, and for each bounded
connected component of Rn \D∩Rn, it uniquely exists. The level function
�F is non-degenerate at c, i.e., Assumption 3 is automatically satisfied.
Moreover, a bounded chamber containing c is a contracting Lagrangian
sub-manifold.

(2) A bounded chamber defines an n-dimensional locally finite twisted cycle,
and the set of all such elements forms a basis of H lf

n (M,L∨
ω). In partic-

ular, we have
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dimHn(M,Lω) = dimHn(M,L∨
ω) (4.259)

= the number of the bounded chambers

Proof. The proof of (1). Since Pj ’s are real, we can choose a real complete
Kähler metric ds2 on M . We consider the hight function �F on a bounded
chamber Δ. Since we have �F = −∞ on the boundary of Δ by assumption,
�F is bounded above. Hence, there exists a point c where �F attains a
maximal. As grad�F = 0 holds at c, c is a zero of ωη. Since the symplectic
form defined by ds2 (cf. (4.205), (4.228))

Ω =
√−1

n∑
i=1

dui ∧ dui +
√−1

2

m∑
j=1

d logPj ∧ d logP j

vanishes identically onM∩Rn, it vanishes also onΔ, hence,Δ is a Lagrangian
sub-manifold. We consider any line over R passing through c

γ : uj = λjt+ μj (λj , μj ∈ R) (4.260)

(t ∈ C). Restricting ωη to γ, we have

[ωη]γ =
m′∑
j=1

η′j
t− aj

dt (4.261)

(a1, · · · , am′ ∈ R, η′j > 0,m′ � m), and we may assume that a1 < a2 < · · · <
am′ . If the point on γ at t = t0 coincides with c, we must have

m′∑
j=1

η′j
t0 − aj

= 0. (4.262)

If c is a degenerated critical point, for an appropriate γ passing through c,
its derivative further becomes 0, i.e., we must have

−
m′∑
j=1

η′j
(t0 − aj)2

= 0. (4.263)

But, this is clearly a contradiction. Hence, c is a non-degenerate critical point.
Next, we assume that Δ is an unbounded chamber and ωη admits a zero c
inside Δ. Then, there exists a real curve γ (4.260) passing through c satisfying
{the points of γ corresponding to t ≥ t0} ⊂ Δ. Restricting ωη to γ, it can be
expressed in the form (4.261) with t0 > a1, · · · , am′ . We should have ωη = 0
at t = t0, but since
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m′∑
j=1

η′j
t0 − aj

> 0, (4.264)

this is a contradiction. Hence, there is no zero of ωη in Δ.
Next, we assume that there exists a non-real point c satisfying ωη = 0.

Then, its complex conjugate c is also a point of M and c �= c. The line γ
connecting c and c becomes a line over R, hence it can be written in the form
(4.260). And c corresponds to a non-real point t0 (t0 �= t0) of t. But since all
t’s satisfying the equation

m′∑
j=1

η′j
t− aj

= 0 (4.265)

are real, this is a contradiction. Namely, c has to be real.
(2) is a consequence of (1), (4.248) and Theorem 4.5.

Let us recall that, in § 3.2, we denote the twisted cycles corresponding to
Theorem 4.7 by Δ1(ω), Δ2(ω), . . ., Δr(ω).

4.4.2 Derivation of Difference Equations

Regarding the hypergeometric functions of type (n+ 1,m+ 1;α) defined in
§ 3.4 as function of α, they satisfy the holonomic difference equations (4.188),
(4.189). In this subsection, by applying some results from Chapter 3, we derive
them concretely. We use the notation defined in § 3.4, 3.8. By the formula

dPj1 ∧ · · · ∧ dPjn = x

(
N \ {0}
J

)
du1 ∧ · · · ∧ dun

for J = {j1, · · · , jn}, setting K = {j0}∪J for a j0 �∈ J , we have
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T−1
j0
ϕ̂〈J ;α〉 =

∫
σ

U

Pj0

ϕ〈J〉 (4.266)

= x

(
N \ {0}
J

)∫
σ

U

PK
du1 ∧ · · · ∧ dun

(by (3.100))

=
x
(

N\{0}
J

)
x
(

N
K

) n∑
l=0

(−1)lx

(
N \ {0}
K \ {jl}

)∫
σ

U
du1 ∧ · · · ∧ dun

PK\{jl}

=
x
(

N\{0}
J

)
x
(

N
K

) n∑
l=0

(−1)lϕ̂〈K \ {jl};α〉.

On the other hand, since we have, for 1 ≤ μ ≤ n,

T−1
jμ
ϕ̂〈J ;α〉 = x

(
N \ {0}
J

)∫
σ

U
du1 ∧ · · · ∧ dun

PjμPJ
, (4.267)

by Stokes formula, we obtain

0 =
∫

σ

U∇ω

(
(−1)μ−1ϕ〈J \ {jμ}〉

Pjμ

)
(4.268)

= (αjμ − 1)
∫

σ

U
ϕ〈J〉
Pjμ

+
∑
j0 �∈J

K:={j0}∪J

αj0

∫
σ

U(−1)μ−1ϕ〈K \ {jμ}〉
Pjμ

= (αjμ − 1)T−1
jμ
ϕ̂〈J ;α〉 +

∑
j0 �∈J

K:={j0}∪J

αj0(−1)μ−1
x
( N\{0}

K\{jμ}
)

x
(

N
K

)

·
n∑

l=0

(−1)lϕ̂〈K \ {jl};α〉

in a similar way to (4.266), which implies

(αjμ − 1)T−1
jμ
ϕ̂〈J ;α〉 (4.269)

=
∑
j0 �∈J

K:={j0}∪J

αj0 (−1)μ
x
( N\{0}
K\{jμ}

)
x
(

N
K

) n∑
l=0

(−1)lϕ̂〈K \ {jl};α〉.
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We also have

Tjμϕ̂〈J ;α〉 =
−1∑m

k=1 αk + 1

∑
j0 �∈J

K:={j0}∪J

αj0

x
(

N
K

)
x
( N\{0}

K\{jμ}
) ϕ̂〈K \ {jμ}〉. (4.270)

Below, we prove this, for simplicity, in the case when μ = 1. By Stokes
formula, we have

0 ∼ ∇ω{Pj1ϕ〈J \ {j1}〉} (4.271)

= (αj1 + 1)Pj1ϕ〈J〉 +
∑
j0 �∈J

K:={j0}∪J

αj0Pj1ϕ〈K \ {j1}〉.

By (3.99) and u0 = 1, we have the equality

x

(
N \ {0}
K \ {j1}

)
Pj1 =

n∑
l=0
l �=1

(−1)lx

(
N \ {0}
K \ {jl}

)
Pjl

− x
(
N

K

)
(4.272)

from which we obtain

0 = (αj1 + 1)Pj1ϕ〈J〉 (4.273)

+
∑
j0 �∈J

αj0

{
n∑

l=0
l �=1

(−1)lPj1ϕ〈K \ {jl}〉 −
x
(

N
K

)
x
(N\{0}

K\{j1}
)ϕ〈K \ {j1}〉

}
.

Now, we use the following lemma.

Lemma 4.12. Suppose that ai1,··· ,in−1 and bi1,··· ,in−1 (1 � i1, · · · , in−1 � m)
are skew-symmetric tensors with respect to i1, · · · , in−1. Given bi1,··· ,in−1 , the
equations on ai1,··· ,in−1(

ρ+
∑
j �∈I

λj

)
ai1,··· ,in−1 +

∑
j �∈I

n−1∑
l=1

(−1)lλjaji1···il−1il+1···in−1
(4.274)

= bi1,··· ,in−1 , I = {i1, · · · , in−1}

have the unique solution given by

ρ(ρ+ λ1 + · · ·+ λm)ai1,··· ,in−1 (4.275)

= (ρ+ λi1 · · ·+ λin−1)bi1,··· ,in−1 +
∑
k �∈I

n−1∑
l=1

λk(−1)l−1bki1···il−1il+1···in−1 .
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Here, we assume that ρ(ρ+ λ1 + · · · + λm) �= 0.

Proof. Rewriting bi1,··· ,in−1 in the right-hand side of (4.275) with the left-
hand side of (4.274), we immediately obtain the left-hand side of (4.274). By
the way, for n = 2, (4.274) gives us(

ρ+
∑
j �=i1

λj

)
ai1 +

∑
j �=i1

(−λj)aj = bi1 .

Hence, rewriting the right-hand side of (4.275) with this formula, we obtain

(ρ+ λi1)bi1 +
∑
k �=i1

λkbk = (ρ+ λi1)

⎧⎨⎩
(
ρ+

∑
j �=i1

λj

)
ai1 −

∑
j �=i1

λjaj

⎫⎬⎭
+
∑
k �=i1

λk

⎧⎨⎩
(
ρ+

∑
j �=k

λj

)
ak −

∑
j �=k

λjaj

⎫⎬⎭ = ρ

(
ρ+

m∑
j=1

λj

)
ai1

and it coincides with the left-hand side of (4.275). For n ≥ 3, a similar proof
works.

In (4.273), fixing j1 and setting

aj2···jn = Pj1ϕ〈J〉,

bj2···jn = −
∑
j0 �∈J

K:={j0}∪J

αj0

x
(

N
K

)
x
(N\{0}

K\{j1}
)ϕ〈K \ {j1}〉

ρ = 1 + αj1 , λj = αj (j �= j1), I = {j2, · · · , jn}, applying Lemma 4.12, we
obtain
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(1 + αj1)
(

1 +
m∑

j=1

αj

)
Pj1ϕ〈J〉 (4.276)

∼ − (1 +
∑
j∈J

αj)
∑
j0 �∈J

K:={j0}∪J

αj0

x
(

N
K

)
x
(N\{0}
K\{j1}

)ϕ〈K \ {j1}〉

+
∑
k �∈J

αk

n∑
l=2

L:={k}∪J

αjl

x
(
N
L

)
x
(N\{0}
L\{j1}

)ϕ〈L \ {j1}〉

+
∑
k �∈K

αk

n∑
l=2

(−1)l

{ ∑
j0 �∈J

L:={k}∪K

(−αj0)
x
(

N
L\{jl}

)
x
( N\{0}

L\{j1,jl}
)ϕ〈L \ {j1, jl}〉

}

= − (1 + αj1)
∑
j0 �∈J

αj0

x
(

N
K

)
x
(N\{0}
K\{j1}

)ϕ〈K \ {j1}〉

+
∑

j0,k �∈J

αkαj0

n∑
l=2

(−1)l−1
x
(

N
L\{jl}

)
x
( N\{0}

L\{j1,jl}
)ϕ〈L \ {j1, jl}〉.

In the second term of the right-hand side, when l, j0 �∈ J , as the coefficient
of αlαj0 is skew-symmetric, its sum is 0. Hence, we obtain (4.270). One can
prove similarly for μ ≥ 2. Moreover, since a shift operator Tk(k �∈ J) can be
written as

Tk =

∑n
K:={k}∪J,ν=1(−1)ν−1x

( N\{0}
K\{jν}

)
Tjν + x

(
N
K

)
x
(
N\{0}

J

) , (4.277)

we obtain the identity ([Ao3])

Tkϕ̂〈J ;α〉 =
x
(

N
K

)
x
(

N\{0}
J

) ϕ̂〈J ;α〉 (4.278)

+
∑
j0 �∈J

n∑
ν=1

L:{j0}∪J

(−1)ναj0

x
( N\{0}

K\{jν}
)
x
(
N
L

)
x
(
N\{0}

J

)
x
(N\{0}

L\{jν}
) · ϕ̂〈L \ {jν};α〉

1 +
∑m

j=1 αj
, 1 � k � m.
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4.4.3 Asymptotic Expansion with a Fixed Direction

As was explained in § 2.9, under the assumption αm �= 0, we can take ϕ〈J〉,
1 � j1 < · · · < jn � m − 1 as a basis of Hn(Ω•(∗D),∇ω). The number
of such elements is exactly equal to r =

(
m−1

n

)
. We denote them by ϕ〈J1〉,

ϕ〈J2〉, · · · , ϕ〈Jr〉. We denote the period matrix obtained by integrating the
basis {ϕ〈Jν〉}r

ν=1 over the twisted cycles Δ1(ω), · · · , Δr(ω) defined in § 3.5.1((∫
Δj(ω)

Uϕ〈Jν〉
))r

j,ν=1

(4.279)

by Φ(α). Φ(α) satisfies the holonomic system of difference equations (4.266),
(4.269) or (4.270), (4.278) with respect to the variable α. Namely, it sat-
isfies (4.96). The corresponding matrices A±j(α) (1 � j � m) are given
by (4.266), (4.269) or (4.270), (4.278). Here, in these equations, we should
replace ϕ̂〈i1 · · · in−1m;α〉 by

ϕ̂〈i1 · · · in−1m;α〉 = −
m−1∑
j=1

αj

αm
ϕ̂〈i1 · · · in−1j;α〉. (4.280)

Now, suppose that η ∈ Zm \ {0} satisfies the conditions

ηj �= 0, η1 + η2 + · · ·+ ηm �= 0, 1 � j � m. (4.281)

Each A(0)
−j,η, A

(0)
j,η , as a linear operator acting on given skew-symmetric tensors

{ϕ̃J}, is derived from (4.266), (4.269), (4.278) as a limit.

A
(0)
−j0,η : ϕ̃J 	→ x

(
N\{0}

J

)
x
(

N
K

) n∑
ν=0

(−1)νϕ̃K\{jν}, (4.282)

(K := {j0}∪J, j0 �∈ J),

A
(0)
−jμ,η : ϕ̃J 	→

∑
j0 �∈J

ηj0

ηjμ

(−1)μ
x
( N\{0}
K\{jμ}

)
x
(

N
K

) n∑
ν=0

(−1)νϕ̃K\{jν}, (4.283)

1 � μ � m,
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A
(0)
k,η : ϕ̃J 	→ x

(
N
K

)
x
(
N\{0}

J

) ϕ̃J (4.284)

+
∑
j0 �∈J

n∑
ν=1

(−1)ν
x
(N\{0}
L\{jν}

)
x
(

N
K

)
x
(
N\{0}

J

)
x
( N\{0}

K\{jν}
) ϕ̃K\{jν}∑m

j=1 ηj
.

Here, we assume that the following equality is satisfied:

m∑
j=1

ϕ̃j1···jn−1jηj = 0. (4.285)

4.4.4 Example

For the Appell−Lauricella type, i.e., hypergeometric functions of type
(2,m+ 1) (cf. § 3.6.3), setting

x =
(
x1 x2 · · · xm

1 1 · · · 1

)
,

(4.266), (4.269), (4.278) can be expressed as

T−1
j ϕ̂〈i;α〉 =

1
xi − xj

(ϕ̂〈i;α〉 − ϕ̂〈j;α〉), (4.286)

(αi − 1)T−1
i ϕ̂〈i;α〉 =

∑
j �=i

αj
ϕ̂〈i;α〉 − ϕ̂〈j;α〉

xi − xj
, (4.287)

Tjϕ̂〈i;α〉 = −
∑m

k=1 αkxkϕ̂〈k;α〉
1 +

∑m
ν=1 αν

+ (xi − xj)ϕ̂〈i;α〉, (4.288)

respectively. Morover, if we set m = 3, then it is clear that r = 2 and the
above formulas contain Gauss’ contiguous relations explained in § 1.4 and §
4.2.8. The reader may verify it by himself (or herself) (cf. [Wa]).

4.4.5 Non-Degeneracy of Period Matrix

We have already seen in Chapter 3 that the period matrix (4.279) is non-
degenerate, that is, the determinant of Φ(α) is not zero. Here, we reconsider
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this important fact from the viewpoint of difference equations and an asymp-
totic expansion of their solutions.

Any polynomial ψ ∈ C[u1, u2, · · · , un] is also a polynomial in P1, P2, · · · , Pn.
Hence, by

ψ(u)du1 ∧ · · · ∧ dun ∈
∑

ν1,··· ,νn≥0

CP ν1
1 · · ·P νn

n ϕ〈1, 2, · · · , n〉, (4.289)

using the recursion formula (4.278) repeatedly, we obtain, for an integral over
the twisted cycle σ,

̂ψdu1 ∧ · · · ∧ dun (4.290)

=
∑

1≤j1<···<jn≤m−1

bJ

(
x;

α1

1 +
∑m

ν=1 αν
, · · · , αm

1 +
∑m

ν=1 αν

)
ϕ̂〈J〉.

Here, we have

bJ

(
x;

α1

1 +
∑m

ν=1 αν
, · · · , αm

1 +
∑m

ν=1 αν

)

∈ C(x) ⊗ C
[

α1

1 +
∑m

ν=1 αν
, · · · , αm

1 +
∑m

ν=1 αν

]
.

For η satisfying the condition (4.281), taking an asymptotic expansion in
the direction of η, by Proposition 4.4, for each integral over Δk(ω), (4.290)
becomes

ψ(c(k)) =
r∑

l=1

bJl

(
x;

η1∑m
ν=1 ην

, · · · , ηm∑m
ν=1 ην

)
(4.291)

·
[

ϕ〈Jl〉
du1 ∧ · · · ∧ dun

]
u=c(k)

.

In fact, we have

bJl

(
x;

η1∑m
ν=1 ην

, · · · , ηm∑m
ν=1 ην

)
(4.292)

= lim
N �→+∞

α=α′+Nη

bJl

(
x;

α1

1 +
∑m

ν=1 αν
, · · · , αm

1 +
∑m

ν=1 αν

)
.

The principal term of an asymptotic expansion of detΦ(α) in the direction
of η at N 	→ +∞ is written as
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detΦ(α) (4.293)

=
∏r

k=1

[
U(c(k))π

n
2
]∏r

k=1

[
(det Vk)

1
2N

n
2

] det
(([

ϕ〈Jl〉
du1 ∧ · · · ∧ dun

]
u=c(k)

))r

k,l=1

.

Hence, if the matrix(([
ϕ〈Jl〉

du1 ∧ · · · ∧ dun

]
u=c(k)

))r

k,l=1

(4.294)

is regular, then Φ(α) is non-degenerate. It is quite cumbersome to prove this
fact directly. So, we prove it as follows.

We take ψ1, ψ2, · · · , ψr ∈ C[u1, · · · , un] in such a way that they satisfy
ψl(c(k)) = δlk. For each ψj , we have (4.290). If we denote bJl

corresponding
to ψ = ψj by bj,Jl

, by (4.291), we see that

δjk =
r∑

l=1

bj,Jl

(
x;

η1∑m
ν=1 ην

, · · · , ηm∑m
ν=1 ην

)
(4.295)

·
[

ϕ〈Jl〉
du1 ∧ · · · ∧ dun

]
u=c(k)

,

hence, we obtain

det
(([

ϕ〈Jl〉
du1 ∧ · · · ∧ dun

]
u=c(k)

))r

l,k=1

�= 0. (4.296)

As a consequence, we obtain the following theorem.

Theorem 4.9. Let {ϕ〈J1〉, · · · , ϕ〈Jr〉} be the basis of Hn(Ω•(∗D),∇ω)
formed by d logPj1 ∧ · · · ∧ d logPjn , 1 � j1 < · · · < jn � m − 1. The period
matrix (4.279) is non-degenerate. η ∈ Zm \ {0} satisfying (4.281) provides
a regular direction of the holonomic systems of difference equations (4.266),
(4.269), (4.278). At α = α′ + Nη (α′ fixed) and N 	→ +∞, an asymptotic
expansion of Φ(α) is given by∫

Δk(ω)

U(u)ϕ〈Jl〉 (4.297)

=
π

n
2

N
n
2

U(c(k))√
detVk

·
[

ϕ〈Jl〉
du1 ∧ · · · ∧ dun

]
u=c(k)

(
1 +O

(
1
N

))
, 1 � l, k � r,

hence, Φ(α) is a regular matrix.

As we have stated in § 3.5.8, the explicit formula of the determinant of (4.297)
is known as the Varchenko formula (Lemma 3.7). He derived it in a completely
different manner from what we have explained here.
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Exercise 4.1. By the above consideration and Theorem 3.10, compute di-
rectly the determinant of the period matrix (4.279) and clarify a relation to
the Varchenko formula.

From (4.282) and (4.283), we can derive an important relation between the
critical points c(k) and the eigenvalues of the mutually commutative matrices
A

(0)
±j,η in the following way.

Theorem 4.10. For a fixed k, j (1 ≤ k ≤ r), (1 ≤ j ≤ m), the r-dimensional
vector (ϕ̃Jl

) =
([

ϕ(Jl)
du1∧···∧dun

]
u=c(k)

, 1 ≤ l ≤ r
)

is a simultaneous eigenvector

for the operators A(0)
−j,η, A

(0)
j,η and A∗(0)

1 defined by (4.135) with the eigenvalues
Pj(c(k))−1, Pj(c(k)) and P1(c(k))η1 · · ·Pm(c(k))ηm respectively.

In fact, one has only to take the limit N → ∞ in (4.266), (4.269) and
(4.270) for α = α′ +Nη, and apply the formula (4.297).

4.5 Connection Problem of System of Difference
Equations

As was stated in Chapter 1, Gauss’ formula

Γ (z)Γ (1− z) =
π

sinπz

can be regarded as a connection relation of the difference equation (4.1). In
this section, we generalize the connection problem to a holonomic system of
difference equations for the case of several variables, and show some examples
in a simple case.

4.5.1 Formulation

Suppose that a holonomic system of difference equations (4.96) is given. For
two regular directions η, η′ ∈ Zm\{0}, let Φη(z), Φη′ (z) be solutions of (4.96)
which have an asymptotic expansion in the direction of η, η′, respectively;
we may set

Φη′(z) = Φη(z)Pηη′ (z). (4.298)

Pηη′ (z) is a periodic matrix. That is, for a standard basis {ej}m
j=1 of Zm,

since it satisfies

Pηη′(z + ej) = Pηη′ (z), 1 � j � m. (4.299)
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Pηη′ (z) is a meromorphic function of e2π
√−1z1 , · · · , e2π

√−1zm . Fixing η, η′,
the problem to find the matrix Pηη′ (z) is called a connection problem, Pηη′ (z)
is called a connection matrix, and each of its components is called a connec-
tion function. Now, if three regular directions η, η′, η′′ ∈ Zm \ {0} are given,
for each pair (η, η′), (η′, η′′), (η, η′′), three connection matrices Pηη′ , Pη′η′′ ,
Pηη′′ are defined and they satisfy the following relations:

Pηη′(z)Pη′η′′(z) = Pηη′′(z), (4.300)

Pηη′(z)Pη′η(z) = 1. (4.301)

By specializing equations further, we consider (4.188), (4.189). (Notice
that we consider them with respect to α and not z.) For η = (η1, · · · , ηm),
η′ = (η′1, · · · , η′m), we consider the gradient vector fields Vη = grad �Fη,
Vη′ = grad �Fη′ associated to the level functions �Fη(u) =

∑m
j=1 ηj log |Pj |,

�Fη′(u) =
∑m

j=1 η
′
j log |Pj |, respectively. If both �Fη and �Fη′ are non-

degenerate, the contracting cycles {σ1(η), · · · , σr(η)}, {σ1(η′), · · · , σr(η′)}
constructed by Vη, V′

η, respectively, provide bases of Hn(M,L∨
ω). Hence,

the one should be a linear combination of the other:

σi(η′) =
r∑

j=1

Pηη′,ji(α)σj(η). (4.302)

Since the base field defining the local system Lω belongs to the function
field C(e2π

√−1α1 , · · · , e2π
√−1αm), all Pηη′, ji(α)’s are rational functions of

e2π
√−1α1 , · · · , e2π

√−1αm . Translating this relation to integral representations,
it gives us the relation (4.298). Here, we have

Φη(α)=

((∫
σj(η)

Uϕk

))r

j, k=1

, (4.303)

Φη′(α)=

((∫
σj(η′)

Uϕk

))r

j, k=1

, (4.304)

namely, Pηη′(α) = ((Pηη′,ij(α)))r
i,j=1 is a connection matrix of equations

(4.188), (4.189). In this way, the connection problem is reduced to finding
the linear relations among two bases of Hn(M,L∨

ω).
But, in general, fixing two directions η, η′, it is very hard to compute

Pηη′ (α) concretely, and the calculation has been done only for some simple
cases (cf. see, for example, [Ao9]). Next, we provide an example in the case
of hypergeometric functions of Appell−Lauricella type.
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4.5.2 The Case of Appell−Lauricella Hypergeometric
Functions

In this case, as was considered in § 2.2.1, the functions are given by integrals
of Jordan-Pochhammer type:

F (α1, · · · , αm;x) =
∫

σ

m∏
j=1

(u − xj)αjdu. (4.305)

(σ is an appropriate twisted cycle). Now, we assume that xj ’s are all real and
they satisfy

x1 < x2 < · · · < xm. (4.306)

M = C \ {x1, · · · , xm} and the bounded chambers of M ∩ R are given by
the intervals Δ+

1 = [x1, x2], · · · , Δ+
m−1 = [xm−1, xm]. We assume that ηj > 0

for any j. By using the flat Kähler metric ds2 = |du|2 on M , we define the
gradient vector field V by

V = grad(�F ), (4.307)

F (u) =
m∑

j=1

ηj log(u− xj). (4.308)

On M , there is exactly one point in each open interval (xj , xj+1) at which
V vanishes. We denote them by c(1), c(2), · · · , c(m−1). Namely, c(1), c(2), · · · ,
c(m−1) are the points u of M that satisfy the equation

m∑
j=1

ηj

u− xj
= 0. (4.309)

Setting αj = α′
j + ηjN (α′

j fixed), an asymptotic expansion at N 	→ +∞ is
given by (4.252). Setting αj = α′

j − ηjN , we can also consider an asymptotic
expansion at N 	→ +∞. What can be the contracting twisted cycles in this
case? Since the points where V vanishes are given by c(1), c(2), · · · , c(m−1),
the trajectory of V passing through c(k) is the contracting twisted cycle Δ−

k

associated to the direction −η. They are given by the equation

�F (u) = �F (c(k)),

i.e.,

m∑
j=1

ηj arg(u − xj) =
m∑

j=1

ηj arg(c(k) − xj). (4.310)
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As all ηj ’s are positive,Δ(−)
1 , · · · , Δ−

m−1 do not mutually intersect. We choose
the branch of Δ±

j with respect to U =
∏m

j=1(u − xj)αj in such a way that
U becomes a real positive number at c(j). The phase diagram of Δ−

j is
given in Figure 4.4. {Δ+

1 , · · · , Δ+
m−1} and {Δ−

1 , · · · , Δ−
m−1} provide bases

of H lf
1 (M,L∨

ω), respectively, and its regularization {Δ+
1 (ω), · · · , Δ+

m−1(ω)},
{Δ−

1 (ω), · · · , Δ−
m−1(ω)} provide bases of H1(M,L∨

ω), respectively (cf. § 2.3).
As is clear from the phase diagram, we have

Fig. 4.4

Δ−
j = (eπ

√−1αj+1 − e−π
√−1αj+1)Δ+

j+1 (4.311)

+ · · ·+
(
eπ

√−1(αj+1+···+αm−1) − e−π
√−1(αj+1+···+αm−1)

)
Δ+

m−1

+ (eπ
√−1(αj+1+···+αm) − e−π

√−1(αj+1+···+αm)reg[xm,+∞].

Here, reg[xm,+∞] ∈ H1(M,L∨
ω) signifies the regularization of [xm,+∞].

Since, we also have

0 = ∂ω(�u ≥ 0) (4.312)

= reg[−∞, x1] + e−π
√−1α1Δ+

1 + · · ·+ e−π
√−1(α1+···+αm−1)Δ+

m−1

+ e−π
√−1(α1+···+αm)reg[xm,+∞],

0 = −∂ω(�u � 0) (4.313)

= reg[−∞, x1] + eπ
√−1α1Δ+

1 + · · · + eπ
√−1(α1+···+αm−1)Δ+

m−1

+ eπ
√−1(α1+···+αm)reg[xm,+∞],

we obtain the formulas
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reg[xm,+∞] = −
m−1∑
j=1

sinπ(α1 + · · ·+ αj)
sinπ(α1 + · · ·+ αm)

Δ+
j , (4.314)

reg[−∞, x1] = −
m−1∑
j=1

sinπ(αj+1 + · · ·+ αm)
sinπ(α1 + · · ·+ αm)

Δ+
j . (4.315)

Rewriting (4.311) with (4.314), (4.315), we have

Δ−
j = 2

√−1
m−1∑

k=j+1

sinπ(αj+1 + · · · + αk)Δ+
k (4.316)

− 2
√−1 sinπ(αj+1 + · · · + αm)

m−1∑
k=1

sinπ(α1 + · · ·+ αk)
sinπ(α1 + · · ·+ αm)

Δ+
k

= − 2
√−1

j∑
k=1

sinπ(α1 + · · ·+ αk) sinπ(αj+1 + · · ·+ αm)
sinπ(α1 + · · ·+ αm)

Δ+
k

− 2
√−1

m−1∑
k=j+1

sinπ(α1 + · · ·+ αj) sinπ(αk+1 + · · ·+ αm)
sinπ(α1 + · · ·+ αm)

Δ+
k .

This is nothing but the connection relations of the contracting twisted cycles
in the directions of η and of −η.

The linear relations expressing Δ+
k by Δ−

j can be obtained by solving
(4.316). Conversely, this can be also obtained using the intersection numbers
of the twisted cycles explained in § 2.3. Indeed, since the geometric intersec-
tion number of Δ+

k and Δ−
j is given by

Ic(Δ+
k , Δ

−
j ) = −δkj .

Δ+
k andΔ−

j are given a relation between elements of the homologyH1(M,L∨
ω)

Δ+
k =

m−1∑
j=1

Ic(Δ+
k , Δ

∨
j ) ·Δ−

j .

Here, Δ∨
j = reg−1Δ+

j ∈ H lf
1 (M,Lω) and

Ic(Δ+
k , Δ

∨
j ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1

2
√−1

1
sin παj+1

k = j + 1,

− 1
2
√−1

sin π(αj+αj+1)
sin παj ·sin παj+1

k + j,
1

2
√−1

1
sin παj

k = j − 1,

0 otherwise.
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(cf. § 2.3.3. For a higher-dimensional generalization, see [Ao12]).
For m = 3, i.e., Gauss’ hypergeometric functions, the complete list of the

connection relations is given in [Wa] (cf. [Ao11]).



Appendix A

Mellin’s Generalized Hypergeometric
Functions

Here, we will introduce a generalized hypergeometric series generalizing the ν!
appearing in the denominator of the coefficient of hypergeometric series (3.1)
defined in § 3.1 to

∏n
i=1 bi(ν)!, where bi(ν)’s are integer-valued linear forms on

the lattice L = Zn, and will derive a system of partial differential equations
and integral representation of Euler type. We will also explain its relation to
the Bernstein−Mellin−Sato b-function. We use the notation defined in § 3.1.

A.1 Definition

An element a of the dual lattice L∨ of the lattice L= Zn naturally extends
to a linear form on L⊗C. Here and after, we denote this linear form on C by
the same symbol a. We denote a point of L as ν, a point of L⊗C as s, and
if necessary, we denote them by a(ν), a(s) to distinguish them.

Suppose that m + n integer-valued linear forms a+
j ∈ L∨, 1 ≤ j ≤ m,

a−i ∈ L∨, 1 ≤ i ≤ n on L and

α = (α1, · · · , αm) ∈ Cm

are given satisfying the following two assumptions:

det(a−i (ek)) �= 0, (A.1)

(namely, a−1 (s), · · · , a−n (s) regarded as elements of L∨ ⊗ C are linearly inde-
pendent) and the condition corresponding to (3.2)

m∑
j=1

a+
j (ek) =

n∑
i=1

a−i (ek), 1 ≤ k ≤ n. (A.2)

Then, we consider the following Laurent series

K. Aomoto et al., Theory of Hypergeometric Functions, Springer Monographs 261
in Mathematics, DOI 10.1007/978-4-431-53938-4, c© Springer 2011
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F (α, x) =
∑

ν∈C∩L

∏m
j=1 Γ (a+

j (ν) + αj)∏n
i=1 Γ (a−i (ν) + 1)

xν (A.3)

as a function of x ∈ Cn, which is called Mellin’s hypergeometric series of
general type. Here, C is the cone in L⊗ R = Rn

C : = {s ∈ Rn|a−i (s) ≥ 0, 1 ≤ i ≤ n} (A.4)

defined by linearly independent elements a−1 (s), · · · , a−n (s) as elements of
L∨ ⊗ R, and the sum is taken over all of the lattice points in C. Moreover,
for each coefficient of (A.3) to be finite, we impose the condition: for any
ν ∈ C∩L,

a+
j (ν) + αj /∈ Z≤0, 1 ≤ j ≤ m. (A.5)

Fig. A.1

Integrals related to Mellin’s hypergeometric series have been treated in
many references, for example in [Ad-Sp], [A-K], [Ao9], [Bai], [Bel], [G-G-R],
[Kim], [Kit2], [Ok], [Sl].

A.2 Kummer’s Method

Following § 3.3, we would like to show the convergence of this series and ele-
mentary integral representation of Euler type at the same time by Kummer’s
method. For this purpose, we first prepare three lemmata.
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By
∑m

j=1 a
+
j (ν) =

∑n
i=1 a

−
i (ν) which follows easily from (A.2), using

(3.18), we obtain the following lemma:

Lemma A.1. Set

U = (u1, · · · , um−1) ∈ Cm−1, um : = 1 −
m−1∑
j=1

uj ,

U(u) : =
m∏

j=1

u
a+

j (ν)+αj−1

j , ω = dU/U,

Δm−1(ω) : the twisted cycle defined from the (m− 1)-simplex

Δm−1 = {u ∈ Rm−1|uj ≥ 0, 1 ≤ j ≤ m}, |α| =
m∑

j=1

αj .

Under the assumption αj ∈ C \ Z, 1 ≤ j ≤ m, we have∏m
j=1 Γ (a+

j (ν) + αj)

Γ (
∑m

j=1 a
+
j (ν) + |α|) =

∫
Δm−1(ω)

U(u)du1 · · · dum−1. (A.6)

Next, for later use, we generalize the multinomial theorem which played an
essential role in the proof of Theorem 3.2. For this purpose, we first prepare
the following fact about the zero-dimensional toric varieties (see [Od] for toric
varieties).

Lemma A.2. For a given y ∈ (C∗)n, we denote the set of finite points defined
by the equations (a zero-dimensional toric variety) by P (y):

P (y) : =
{
w ∈ (C∗)n|wa−1 (ei)

1 · · ·wa−n (ei)
n = yi, 1 ≤ i ≤ n

}
.

Then, if there exists s ∈ L such that νi = a−i (s), 1 ≤ i ≤ n for a ν ∈ L, we
have ∑

w∈P (y)

wν = |P (y)|ys, (A.7)

and for a ν ∈ L that does not admit such expression, we have∑
w∈P (y)

wν = 0. (A.8)

Here, |P (y)| signifies the cardinality of P (y).

Proof. Since any of yi, 1 ≤ i ≤ n are not zero, we can define its argument
and we fix one among them, and we denote by log yi the branch of logarithms
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defined by it. A condition to be w ∈ P (y) can be expressed by using a solution
of

a−1 (ei)X1 + · · · + a−n (ei)Xn = log yi + 2riπ
√−1,

1 ≤ i ≤ n, ri ∈ Z,

as wi = eXi , 1 ≤ i ≤ n. By the condition (A.1) and the fact that a−i (ek)
is an integer, we have det(a−i (ek)) ∈ Z \ {0} and the number of such
X1, · · · , Xn mod 2π

√−1 is finite by the Cramer formula. Hence, P (y) is a
finite set. Next, notice that wν = exp(

∑
νkXk) = Πi exp(si

∑
k a

−
k (ei)Xk).

When each si is an integer, this concludes (A.7). When ν cannot be ex-
pressed as νi = a−i (s), s ∈ L, by the above consideration, at least one of si’s
is a rational number which is not an integer, from which we have

r−1∑
k=0

e2π
√−1k/r = 0,

and (A.8) follows.

A.3 Toric Multinomial Theorem

As the third lemma, we state a fact that should be called a toric version of
the ordinary multinomial theorem.

Lemma A.3. Set

Ψ|α|(y) : =
∑

w∈P (y)

(1 − w1 · · · − wn)−|α|

|P (y)| .

If any w ∈ P (y) satisfies

|w1| + · · ·+ |wn| < 1,

then the multinomial expansion

Ψ|α|(y) =
∑

s∈C∩L

Γ (
∑n

i=1 a
−
i (s) + |α|)

Γ (|α|)∏n
i=1 Γ (a−i (s) + 1)

ys (A.9)

holds and it converges uniformly on every compact subset.

Proof. Here, we abbreviate (a−1 (s), · · · , a−n (s)) as a−(s). Under the condition∑n
i=1 |wi| < 1, the series arising in the following process converge uniformly

on every compact subset:



A.3 Toric Multinomial Theorem 265

∑
w∈P (y)

(
1 −

n∑
i=1

wi

)−|α|
/|P (y)| =

∑
w∈P (y)

∑
ν∈Zn

≥0

(|α|; |ν|)
ν!

wν/|P (y)|

=
∑

ν∈Zn
≥0

(|α|; |ν|)
ν!

∑
w∈P (y)

wν

|P (y)|

=
∑

ν∈Zn
≥0

ν=a−(s)
s∈L

(|α|; |ν|)
ν!

ys (by (A.7) and (A.8))

=
∑

s∈C∩L

Γ (
∑
a−i (s) + |α|)

Γ (|α|)∏n
i=1 Γ (a−i (s) + 1)

ys (by (A.4)).

Remark A.1. The sum in the right-hand side of (A.9) is taken over the lattice
points of C∩L, and as we see from Figure A.1, in general, negative integers
appear as components of s ∈ C∩L. Hence, the (A.9) converges not on an ap-
propriate neighborhood of the origin as in the ordinary multinomial theorem
but on the image of (C∗)n∩{

∑n
i =1 |w1| < 1} by

yi = w
a−1 (ei)
i · · ·wa−n (ei)

n , 1 ≤ i ≤ n. (A.10)

To show the convergence of the hypergeometric series (A.3), we state a little
bit on the convergent domain of a Laurent series in several variables. To
simplify the notation, we set

expΓ : = {y ∈ (C∗)n| |yi| = eηi , (η1, · · · , ηn) ∈ Γ},

for a domain Γ in Rn. Then, setting

Γζ : =
{
ζ ∈ Rn| ζi < log

1
2n
, 1 ≤ i ≤ n

}
,

we clearly have

expΓζ ⊂ (C∗)n∩

{
n∑

i=1

|wi| < 1

}
.

Now, we consider the map induced from (A.10):
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Φ : Rn −→ Rn,

ζ 	−→ η,

ηi = a−1 (ei)ζ1 + · · · · · · + a−n (ei)ζn,

ζi = log |wi|, ηi = log |yi|, 1 ≤ i ≤ n.

By Assumption (A.1), Φ is a non-singular linear map and Φ(Γζ) = Γη be-
comes a infinite convex domain surrounded by n hyperplanes. Clearly, (A.9)
converges absolutely and uniformly on expΓη ⊂ (C∗)n.

Fig. A.2

A.4 Elementary Integral Representations

Now, we have prepared to apply Kummer’s method. The rest of the argu-
ments can be formally developed as follows. First, rewriting (A.3), we have

F (α, x) =
∑

ν∈C∩L

Γ (
∑
a−i (ν) + |α|)∏

Γ (a−i (ν) + 1)
xν

∏
Γ (a+

j (ν) + αj)

Γ (
∑
a−i (ν) + |α|)

=
∑

ν∈C∩L

Γ (
∑
a−i (ν) + |α|)∏

Γ (a−i (ν) + 1)
xν

∫
Δm−1(ω)

U(u)du1 · · · dum−1

(by (A.6))

=
∑

ν∈C∩L

∫
Δm−1(ω)

m∏
j=1

u
αj−1
j · Γ (

∑
a−i (ν) + |α|)∏

Γ (a−i (ν) + 1)
yνdu1 · · · dum−1.

Here, we set
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yi = xi

m∏
j=1

u
a+

j (ei)

j , 1 ≤ i ≤ n.

By the construction of the twisted cycle Δm−1(ω) (cf. § 3.2), independent of
the sign of a+

j (ei), for u ∈ Δm−1(ω), there exists positive constants c1 < c2
such that

c1 ≤
∣∣∣∣∣∣

m∏
j=1

u
a+

j (ei)

j

∣∣∣∣∣∣ ≤ c2, 1 ≤ i ≤ n.

Hence, we have

log |yi| = log |xi|+ log

∣∣∣∣∣∣
m∏

j=1

u
a+

j (ei)

j

∣∣∣∣∣∣ , 1 ≤ i ≤ n,

and as Γη is an infinite domain surrounded by n hyperplanes, there exists an
appropriate vector c ∈ Rn such that if we always have (log |x1|, · · · , log |xn|) ∈
c + Γη for any u ∈ Δm−1(ω), then we can let (log |y1|, · · · , log |yn|) ∈ Γη.
Hence, by Remark A.1, the series

∑
ν∈C∩L

Γ (
∑
a−i (ν) + |α|)∏

Γ (a−i (ν) + 1)
yν ,

for u ∈ Δm−1(ω), converges uniformly to Γ (|α|)Ψ|α|(y), and we can apply
the Kummer method.

Remark A.2. The domain c + Γη contains an n-dimensional cube parallel to
the coordinate axes, hence, exp(c + Γn) contains the direct product of the
annulus

{x ∈ (C∗)n|ri < |xi| < Ri, 1 ≤ i ≤ n}.

Summarizing, we obtain the following theorem.

Theorem A.1. The Laurent series (A.3) converges absolutely and uniformly
on an appropriate product of annulus {x ∈ (C∗)n|ri ≤ |xi| ≤ Ri, (1 ≤ i ≤ n)},
and it possesses an elementary integral representation of Euler type:

F (α, x) = Γ (|α|)
∫

Δm−1(ω)

m∏
j=1

uαj−1Ψ|α|

⎛⎝x1

m∏
j=1

u
a+

j (e1)

j , · · · , xn

m∏
j=1

u
a+

j (en)

j

⎞⎠
·du1 ∧ · · · ∧ dum−1.
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There are lots of hypergeometric functions whose integral representations can
be expressed by an arrangement of hyperquadrics or hypersurfaces of higher-
degree. For this aspect, see for example, [Ao6], [Ao7], [Ao13], [AKOT], [Dw],
[G-K-Z], [G-R-S], [Hat-Kim], [Ka1], [Kimu], [No], [Ter3], [Yos1] etc.

A.5 Differential Equations of Mellin Type

As in Chapter 4, for ν = (ν1, · · · , νn) ∈ L, we set the shift operator T ν =
T ν1

1 · · ·T νn
n as

T νϕ(s) = ϕ(s+ ν), s ∈ L⊗ C = Cn.

For the meromorphic function of s

Φ(s) : =

∏m
j=1 Γ (a+

j (s) + αj)∏n
i=1 Γ (a−i (s) + 1))

xs,

we set

bν(s) : = Φ(s+ ν)/(Φ(s)xν ). (A.11)

Using the notation (α; k) = Γ (α+ k)/Γ (α), bν(s) can be written as

bν(s) =
m∏

j=1

(a+
j (s) + αj ; a+

j (ν))/
n∏

i=1

(a−i (s) + 1; a−i (ν)),

hence, it is a rational function of s. Expressing this as the quotient of coprime
polynomials

bν(s) = b+ν (s)/b−ν (s), b±ν (s) ∈ C[s],

by (A.11), we have

b−ν (s)Φ(s + ν) = xνb+ν (s)Φ(s). (A.12)

Here, using the notation

〈ϕ(s)〉 =
∑
μ∈L

ϕ(μ),

by the fact that 1/Γ (a−i (μ) + 1) is zero for μ ∈ L such that a−i (μ) < 0,
Theorem A.1 implies

F (α, x) = 〈Φ(s)〉.
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Notice that, we have

ϑkF (α, x) =
∑

μ∈C∩L

∏
Γ (a+

j (μ) + αj)∏
Γ (a−i (μ) + 1)

μkx
μ (A.13)

= 〈skΦ(s)〉,

where we set ϑk : = xk
∂

∂xk
. Since we clearly have

〈T νϕ(s)〉 = 〈ϕ(s)〉

for any ν ∈ L, together with (A.12), we obtain the identity:

〈(b−ν (s−ν)Φ(s))〉 = 〈T ν(b−ν (s−ν)Φ(s))〉
= 〈b−ν (s)Φ(s+ν)〉
= 〈xνb+ν (s)Φ(s)〉
= xν〈b+ν (s)Φ(s)〉.

By (A.13), the above formula transforms to the following countable partial
differential equations satisfied by F (α, x):

b−ν (ϑ1−ν1, · · · , ϑn−νn)F (α, x) (A.14)

= xνb+ν (ϑ1, · · · , ϑn)F (α, x), ν ∈ L.

These are called the hypergeometric differential equations of Mellin type . As
a simple calculation shows

ϑk(x−νF ) = x−ν(ϑk−νk)F,

(A.14) can be rewritten in the following form:

b+ν (ϑ1, · · · , ϑn)F (α, x) = b−ν (ϑ1, · · · , ϑn)x−νF (α, x), ν ∈ L. (A.15)

These are the systems of partial differential equations defined by G. Mellin
in 1907 (cf. [Bel]). This system of equations was independently proposed by
M. Sato in 1971 as a holonomic D-module (cf. [Hot]).

A.6 b-Functions

More generally, for a lattice L = Zn, we consider a 1-cocyle {bν(s)|ν ∈ L} on
L ⊗ C = Cn with values in the multiplicative group C(s)× : = C(s) \ {0} of
the rational function field C(s). Namely, for any ν, ν′ ∈ L, we have
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bν+ν′(s) = bν(s)bν′(s+ ν),

b0(s) = 1.

It can be easily verified that {bν(s)|ν ∈ L} defined in (A.11) satisfy these
cocycle conditions. Then, as in § A.5, we have an expression

bν(s) = b+ν (s)/b−ν (s), b±ν (s) are coprime polynomials.

In the cohomology class of {bν(s)}, one can choose its representative in such
a way that b±ν (s) are finite products of appropriate linear functions of s. To
make the statement precise, we introduce the symbol:

For a function f on Z, we set

k−1∏
l=0

f(l) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

k−1∏
l=0

f(l), k ≥ 1,

1/
−1∏
l=k

f(l), k < 0,

1, k = 0.

Then, the following Sato theorem is known.

Theorem A.2 ([S-S-M]). We define the action of an n-dimensional lattice
L = Zn on C(s)× by R(s) 	−→ R(s+ ν), R ∈ C(s)×, ν ∈ L and regard C(s)×

as an L-module. Then, each cohomology class of the one-dimensional coho-
mology H1(L,C(s)×) of the group L with coefficients in C(s)× is represented
by rational functions bν(s), ν ∈ L of the following form: there exists k integer-
valued linear forms aκ ∈ L∨ on L, complex numbers ακ ∈ C, 1 ≤ κ ≤ k, and
β = (β1, · · · , βn) ∈ Cn such that

bν(s) = e(ν,β)
k∏

κ=1

⎧⎨⎩
aκ(ν)−1∏

l=0

(aκ(s) + ακ + l)

⎫⎬⎭ ,
where we set (ν, β) =

∑n
i=1 νiβi.

This {bν(s)|ν ∈ L} is called the b-function, à la Bernstein, Mellin and Sato
(see, also [Lo-Sab]).

When an analytic function F (x) of x = (x1, · · · , xn) ∈ Cn satisfies the sys-
tem of partial differential equations (A.14) or (A.15) determined by countable
bν(s), s ∈ L, F (x) is called a Mellin generalized hypergeometric function.
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A.7 Action of Algebraic Torus

Mellin’s system of hypergeometric functions (A.14) is, in comparison with
the system of hypergeometric functions E(n + 1,m + 1;α) introduced in
§ 3.4, a system of differential equations obtained by killing the actions of
GLn+1(C) and Hm+1. The system of differential equations which keeps the
action of Hm+1 (cf. (3.31)), which is essentially the same as Mellin’s system,
was derived in [G-G-Z] from a Lie group theoretical point of view, and was
described more systematically in [G-Z-K] from the viewpoint of a D-module
in its relation to the theory of toric varieties. A similar result is also obtained
in [Hra] (cf. see also [SaiM]). Here, we summarize the results of [G-G-Z], and
explain a relation to Mellin’s hypergeometric functions.

Let V be an l-dimensional complex vector space, GL(V ) be the group
of non-singular linear endomorphisms on V , and H a subgroup of GL(V )
isomorphic to an m-dimensional complex torus: H � (C∗)m. We impose the
following condition on H :

C∗ · 1V ⊂ H, (A.16)

where 1V is the identity map on V . As it is known that H is simultaneously
diagonalizable, there exists a basis e1, · · · , el of V such that, for any h ∈ H ,
we have

hek = χk(h)ek, 1 ≤ k ≤ l. (A.17)

Evidently, χk : H −→ C∗ is a homomorphism. We denote the group of
rational homomorphisms fromH to C∗ by X(H) and it is called the character
group of H . An element of X(H) is called a character of H . We have χk ∈
X(H), 1 ≤ k ≤ l. Now, writing the isomorphism H � (C∗)m

H
∼−→ (C∗)m,

h 	−→ (z1, · · · , zm)

each zj , 1 ≤ j ≤ m, becomes a character of H and X(H) is a free abelian
group generated by z1, · · · , zm:

X(H) ∼←→ Zm, (A.18)

χ = zp1
1 · · · zpm

m ←→ (p1, · · · , pm).
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A.8 Vector Fields of Torus Action

The Lie algebra h of the left invariant vector fields on the Lie group H
is an m-dimensional complex vector space generated by the vector fields
z1

∂
∂z1
, · · · , zm ∂

∂zm
, and the dual space h∨ of h is a vector space generated

by the left invariant holomorphic 1-forms dz1
z1
, · · · , dzm

zm
. Then, a natural map

δ : X(H) −→ h∨ (A.19)

zj 	−→ dzj/zj

is defined as follows. For any A ∈ h, we set

(δχ)(A) =
d

dt
χ(exp(tA))

∣∣∣∣
t=0

(A.20)

Here, t ∈ R is a parameter. By (A.19), we obtain an isomorphism

X(H)⊗Z C � h∨.

On the other hand, a one-parameter subgroup exp tA, A ∈ h of H defines a
vector field A on V as follows:

V # v 	−→ d

dt
(exp tA) · v

∣∣∣∣
t=0

= (δχ1(A)v1, · · · , δχl(A)vl).

Here, we identified V with Cl via the basis e1, · · · , el and used (A.17) and
(A.20). We have

A =
l∑

k=1

δχk(A)vk
∂

∂vk
. (A.21)

A.9 Lattice Defined by the Characters

Via the identification (A.18), l characters χk, 1 ≤ k ≤ l define l points of
the lattice Zm. To make the story precise, under this identification, we write
χk = t(χ1k, · · · , χmk) ∈ Zm and the m × l matrix obtained by arranging l
column vectors χ1, · · · , χl is denoted by (χjk). Here, we impose the condition:

χ1, · · · , χl generate the lattice Zm. (A.22)

This assumption is equivalent to:
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there is an m×m submatrix of (χjk) ∈Mm,l(Z) (A.23)

whose determinant is ± 1.

Under this assumption, let us rewrite the condition (A.16). The condition
that a one-parameter subgroup exp(tA), A ∈ h is contained in C∗ · 1V is

χ1(exp tA) = · · · = χl(exp tA),

by (A.17). Hence, by (A.19), (A.20), setting A =
∑m

j=1 ajzj
∂

∂zj
, we obtain

δχ1(A) = · · · = δχl(A),

m∑
j=1

ajχj1 = · · · =
l∑

j=1

ajχjl.

Hence, the system of linear equations

(a1, · · · , am)(χjk) = (1, · · · , 1)

admits a non-trivial solution and since (χjk) is a matrix with integral coef-
ficients, there exists c0 ∈ Z and m integers c1, · · · , cm which are relatively
prime to each other such that

(c1, · · · , cm)(χjk) = c0(1, · · · , 1).

The condition (A.23) implies c0 = ±1.

Lemma A.4. There exists m integers c1, · · · , cm such that

(c1, · · · , cm)(χjk) = (1, · · · , 1).

Let L be the lattice defined by the linear relations of l points χ1, · · · , χl

of Zm as follows.

L : = {a =

⎛⎜⎝a1

...
al

⎞⎟⎠ ∈ Zl|(χjk)a = 0}.

This is the same condition as χa1
1 · · ·χal

l = 1 in X(H). By Lemma A.4, a ∈ L
implies

l∑
k=1

ak = 0. (A.24)
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By the condition (A.23), there exists a matrix with integral coefficients Q ∈
GLm(Z) and R ∈ GLl(Z) with determinant ±1 such that

Q(χjk)R =

⎛⎜⎝1 0 · · · 0
. . .

...
...

1 0 · · · 0

⎞⎟⎠ ↑
m

↓
.

←−−−− l −−−→

Hence, we have the following lemma.

Lemma A.5. There exists a basis w1, · · · , wl of Zl such that L can be ex-
pressed as

L = Zw1 ⊕ · · · ⊕ Zwn, n = l −m.

Hence, we have rank L = l −m.

A.10 G-G-Z Equation

With these preliminaries, we define a system of hypergeometric differential
equations with the parameter β ∈ h∨, which we call the G-G-Z equation after
the paper [G-G-Z]: here, we abbreviate as ∂k = ∂/∂vk.

1. For any A ∈ h,

AΦ = β(A)Φ (cf. (A.21)). (A.25)

2. For any a ∈ L, we set

a
=

∏
ak>0

∂ak

k −
∏

ak<0

∂−ak

k

and

a
Φ = 0. (A.26)

Notice that this is homogeneous by (A.24).

As we set δχk =
∑m

j=1 χjkδzj in § A.9, by (A.21), we have

A =
m∑

j=1

δzj(A)
l∑

k=1

χjkvk∂k.
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Since h is generated by zj ∂
∂zj

, 1 ≤ j ≤ m, equation (A.25) is equivalent to

the following m equations: setting βj = β(zj ∂
∂zj

) and defining m differential
operators Z1, · · · , Zm by⎛⎜⎝Z1

...
Zm

⎞⎟⎠ : = (χjk)

⎛⎜⎝v1∂1

...
vl∂l

⎞⎟⎠−

⎛⎜⎝β1

...
βm

⎞⎟⎠ ,
we have

Z1Φ = 0, · · · , ZmΦ = 0. (A.27)

A formal Laurent solution of this system of differential equations is given
as follows.
Fix α = t(α1, · · ·αl) ∈ Cl in a way that satisfies

(χjk)

⎛⎜⎝α1

...
αl

⎞⎟⎠ =

⎛⎜⎝β1

...
βm

⎞⎟⎠ ,
and we consider the formal Laurent series:

Φ(α, v) : = vα
∑
a∈L

1∏l
k=1 Γ (αk + ak + 1)

va. (A.28)

Here, we set a = t(a1, · · · , al) ∈ L, va =
∏
vak

k . Then, in completely the
same way as in § A.5, one can show that Φ(α, v) satisfies the system of
partial differential equations (A.26), (A.27).

The sum in the series (A.28) is taken over the sublattice of Zl of rank
n = l −m. We would like to rewrite this sum as the sum over Zn by using
the identification L � Zn asserted in Lemma A.5. For an element a of L, the
map a ∈ L −→ ak ∈ Z associating a to its kth coordinate ak can be regarded
as an integer-valued linear form on L. Below, we use the following notation.
Under the identification

ν = (ν1, · · · , νn) ∈ Zn ←→ a =
∑

νiwi ∈ L,

we denote an element of Zn by ν and a standard basis of Zn by e1 =
(1, 0, · · · , 0), · · · , en = (0, · · · , 0, 1). Under this identification, regarding ak

as a linear form on Zn, we denote it by ak(ν). Noting that

va =
l∏

k=1

v
ak(ν)
k =

n∏
i=1

(
l∏

k=1

v
ak(ei)
k

)νi

,

we set
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xi =
l∏

k=1

v
ak(ei)
k , 1 ≤ i ≤ n.

Let γ ∈ Cn = L ⊗ C be a vector satisfying ak(γ) = αk, 1 ≤ k ≤ l. Then, we
have

xγ =
n∏

i=1

xγi

i =
l∏

k=1

vk
ak(γ) = vα.

Hence, (A.28) is rewritten as a formal Laurent series in x

F (α, x) = xγ
∑

ν∈Zn

1∏l
k=1 Γ (αk + ak(ν) + 1)

xν . (A.29)

A.11 Convergence

Apparently, this series may not converge in this form. Hence, we take αk as
follows. First, L is a sub-lattice of Zl of rank n and ak is the kth coordinate
of a ∈ L regarded as an element of Zl. Hence, there are n indices k1, · · · , kn

such that ak1(ν), · · · , akn(ν) are linearly independent as elements of L∨⊗C.
To be consistent with the notation in § A.1, we set

a−1 (ν) = ak1(ν), · · · , a−n (ν) = akn(ν).

Arranging the remaining l−n = m ak(ν) appropriately, we set those with the
opposite sign as a+

1 (ν), · · · , a+
m(ν), and correspondingly, αk with the opposite

sign by α+
1 , · · · , α+

m. As a convergent condition, we impose

αk1 = · · · = αkn = 0. (A.30)

Then, by the formula Γ (z)Γ (1− z) = π/ sinπz, we obtain

1/Γ (αk + ak(ν) + 1) =
(−1)ak(ν)+1 sinαk

π
Γ (−αk − ak(ν)).

Hence, (A.29) is rewritten, up to the sign of x and to a constant factor, as
follows:

F (α, x) = xγ
∑

ν∈Zn

∏m
j=1 Γ (α+

j + a+
j (ν))∏n

i=1 Γ (a−i (ν) + 1)
xν .

Here, recalling that 1/Γ (z) is zero for z ∈ Z≤0, the above sum is taken over
the subset of Zn
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{ν ∈ Zn|a−i (ν) ≥ 0, 1 ≤ i ≤ n}.

Finally, by (A.24) and the definition of a±j (ν), we have

m∑
j=1

a+
j (ν) =

n∑
i=1

a−i (ν), ν ∈ Zn.

Therefore, it is shown that F (α, x) is nothing but Mellin’s hypergeometric
series of general type introduced in § A.1.



Appendix B

The Selberg Integral and Hypergeometric
Function of BC Type

B.1 Selberg’s Integral

For α, β > −1, γ > 0, the integral

S(α, β, γ) =
∫

[0,1]n

n∏
i=1

ui
α(1 − ui)β

∏
1≤i<j≤n

|ui − uj|2γdu1 ∧ · · · ∧ dun (B.1)

is called the Selberg integral. In [Sel], A. Selberg has proved the following
proposition.

Proposition B.1.

S(α, β, γ) =
n∏

i=1

Γ (1 + iγ)Γ (α+ 1 + (i− 1)γ)Γ (β + 1 + (i− 1)γ)
Γ (1 + γ)Γ (α+ β + 2 + (n+ i− 2)γ)

. (B.2)

This formula had been forgotten for a long time, but recently, it has com-
manded attention unexpectedly. One of the reasons is that it gives a correla-
tion function of a random matrix ([Me]). Another reason is that it is effective
to provide an explicit expression of vertex operators in two-dimensional con-
formal field theory ([Tsu-Ka1]) and a further reason is that it has a deep
relation to orthogonal polynomials that are the spherical functions of type A
([B-O]) etc.

As we have discussed in Chapters 3 and 4, (B.1) is an integral associated
to the arrangement of hyperplanes

D =
n⋃

i=1

(ui = 0)
n⋃

i=1

(ui − 1 = 0)
⋃

1≤i<j≤n

(ui − uj = 0). (B.3)

The relatively compact chambers are given by

Δ : 0 ≤ u1 ≤ u2 ≤ · · · ≤ un ≤ 1, (B.4)

279
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and its transforms by the elements of the symmetric group Sn of degree n.
That is,

dimHn(Ω•(∗D),∇ω) = n!. (B.5)

Hence, the invariant subspace of the cohomology with respect to Sn is of
dimension

dimHn(Ω•(∗D),∇ω)Sn = 1. (B.6)

From results obtained in Chapter 4, by the shift operators α 	→ α ± 1, β 	→
β ± 1, γ 	→ γ ± 1

2 , S(α, β, γ) satisfies the difference relations

S(α+ 1, β, γ) = S(α, β, γ)A1(α, β, γ),

S(α, β + 1, γ) = S(α, β, γ)A2(α, β, γ), (B.7)

S

(
α, β, γ +

1
2

)
= S(α, β, γ)A3(α, β, γ).

Here, Ai(α, β, γ) are rational functions of α, β, γ. The formula (B.2) can be
obtained by computing Ai(α, β, γ)’s concretely ([AAR], [Ao10], [BarCar]).

This formula had been generalized by I. Macdonald to an integral formula
associated to any root system ([Mac]), and E. Opdam finally proved it ([Op]).

B.2 Generalization to Correlation Functions

We consider a more general integral than (B.1)

Sn,m(x;α, β, γ) (B.8)

=
∫

[0,1]n

m∏
k=1

n∏
i=1

(ui − xk)
n∏

i=1

uα
i (1 − ui)β

∏
1≤i<j≤n

|ui − uj|2γdu1 ∧ · · · ∧ dun.

Sn,m(x;α, β, γ) is a polynomial in x = (x1, · · · , xm) of degree nm. J. Kaneko
showed the following theorem ([Ka2]).

Theorem B.1. F (x) = Sn,m(x;α, β, γ) satisfies the holonomic system of
partial differential equations
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xi(1 − xi)
∂2F

∂x2
i

+
{
c− (m− 1)

γ
− (a+ b+ 1 − m− 1

γ
)xi

}
∂F

∂xi
(B.9)

+
1
γ

⎧⎪⎪⎨⎪⎪⎩
m∑

j=1
j �=i

xi(1 − xi)
xi − xj

∂F

∂xi
−

m∑
j=1
j �=i

xj(1 − xj)
xi − xj

∂F

∂xj

⎫⎪⎪⎬⎪⎪⎭ = 0

a = −n, b =
α+ β +m+ 1

γ
+ n− 1, c =

α+m
γ

(1 ≤ i ≤ m).

F (x) is uniquely determined as a symmetric (in fact, a polynomial) solution
of (B.9) that is holomorphic at the origin.

(B.9) is a special case of the hypergeometric differential equations of type BC
defined by Heckman and Opdam. For m = 3, (B.9) is equivalent to Gauss’
hypergeometric differential equation and F (x) becomes a Jacobi polynomial.
For m = 4, (B.9) coincides with Appell’s differential equation of type IV. For
Appell’s hypergeometric function of type IV, see Example 3.1.

For a general m, F (x) is known to be expanded using Jack polynomials.
For this, see, e.g., [Ka2], [B-O].
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Monodromy Representation of
Hypergeometric Functions of Type
(2,m+ 1;α)

C.1 Isotopic Deformation and Monodromy

Let us give a formula of the monodromy of the hypergeometric integral of
type (2,m+1;α) discussed in § 2.3. The integral over the twisted cycle Δν(ω)
(cf. (2.47))

ϕν〈j〉 =
∫

Δν (ω)

U(u)d log(u − xj), (C.1)

as we calculated at the end of § 3.8, satisfies the Gauss−Manin connection
independent of ν

dϕν〈j〉 =
∑
k �=j

αkd log(xj − xk)(ϕν〈j〉 − ϕν〈k〉), (C.2)

and the identity

m∑
j=1

αjϕν〈j〉 = 0. (C.3)

(C.1) is a multi-valued analytic function defined on the affine variety

X0 = {(x1, · · · , xm) ∈ Cm;xi �= xj(i �= j)}.

To show explicitly the continuous deformation of M by (x) = (x1, · · · , xm),
we set M = M(x1, · · · , xm).

Now, we assume that x1, · · · , xm are real and satisfy x1 < · · · < xm. Let
(x) move continuously in X0 in such a way that (xj+1−xj)/|xj+1−xj| turns
half in the positive direction and the other vectors (xk+1 − xk)/|xk+1 − xk|
(k �= j) stay as before (Figure C.1).
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Fig. C.1

For a given set of points, we set in the increasing order (x′) : x′1 < · · · < x′m.
M(x1, · · · , xm) is deformed isotopically to M(x′1, · · · , x′m) (for the definition
of “isotopic”, see [Birm]). According to that, a linear map

τj : H lf
1 (M(x);L∨

ω) −→ H lf
1 (M(x′);L∨

ω) (C.4)

is induced. For each basis Δν(ω) = reg[xν , xν+1], Δ′
ν(ω) = reg[x′ν , x

′
ν+1] (reg

signifies the regularization), as one sees from Figure C.1, looking carefully
the branch of functions, we obtain the formulas

Δk(ω) −→ Δ′
k(ω) (|k − j| ≥ 2),

Δj−1(ω) −→ Δ′
j−1(ω) +Δ′

j(ω), (C.5)

Δj(ω) −→ −e2π
√−1αjΔ′

j(ω),

Δj+1(ω) −→ Δ′
j+1(ω) + e2π

√−1αjΔ′
j(ω).

Moreover, as in the previous case, deforming continuously {x′1, · · · , x′m} in
X0 in such a way that (x′j+1 − x′j)/|x′j+1 − x′j | turns half and obtaining the
pairs (x′′) : x′′1 < · · · < x′′m, we obtain a similar expression to (C.5) of the
map

τj : H lf
1 (M(x′);L∨

ω) −→ H lf
1 (M(x′′);L∨

ω) (C.6)

in the basis Δ′
ν(ω), Δ′′

ν (ω) = reg[x′′ν , x
′′
ν+1].

Deforming τj to be x′′=x, we obtain an automorphism τ2
j ofH lf

1 (M(x);L∨
ω)

Δk(ω) −→ Δk(ω), (|k − j| ≥ 2),

Δj−1(ω) −→ Δj−1(ω) + (1− e2π
√−1αj+1 )Δj(ω), (C.7)

Δj(ω) −→ e2π
√−1(αj+αj+1)Δj(ω),

Δj+1(ω) −→ Δj+1(ω) + e2π
√−1αj+1(1 − e2π

√−1αj )Δj(ω).
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This is the monodromy representation corresponding to τ2
j . {τ2

1 , · · · , τ2
m}

generate the pure braid group Pm on m strands, and hence, (C.7) provides
an (m− 1)-dimensional representation of Pm. This is called the Gassner rep-
resentation. Moreover, setting α1 = · · · = αm, τj induces an automorphism
of H lf

1 (M(x),L∨
ω). As {τ1, · · · , τm} generate the braid group Bm, (C.5) pro-

vides an (m− 1)-dimensional representation of Bm. This is called the Burau
representation (see, e.g., [Birm], [Koh3], and Appendix D).

The monodromy representation for a general type (n+1,m+1;α) gives one
of the representations of a higher braid group defined by Manin and Schecht-
man. For these topics, see [Ao4], [M-S-T-Y1], [Koh4], [Man-Sch], [Ter2] etc.



Appendix D

KZ Equation
Structures of Monodromy Representations
and Their Applications to Invariants of Knots

Toshitake Kohno

In [K-Z], the Knizhnik−Zamolodchikov (KZ) equation was obtained as the
differential equation satisfied by the n-point functions of the conformal field
theory on the Riemann sphere derived from the Wess−Zumino−Witten
model. Significant algebraic structures on the monodromy representations of
the KZ equation have since been studied in relation to quantum groups and
Iwahori−Hecke algebra etc. ([Tsu-Ka2], [Koh2], [Dr]). Tsuchiya and Kanie
([Tsu-Ka2]) clearly formulated the concept of vertex operators, and the mon-
odromy representations of the n-point functions were studied in detail from
the viewpoint of the connection matrix of hypergeometric functions. More-
over, the theory of quasi-Hopf algebras introduced by Drinfel’d ([Dr]) through
his research on the KZ equation had a great impact on several domains.

The aim of this appendix is to present the monodromy representations of
the KZ equation and their application focusing on their relation to hyperge-
ometric functions. First, in § D.1, we will formulate the KZ equation and in §
D.2, we will explain how the KZ equation has been derived in conformal field
theory. Second, in § D.3, the connection problem of the KZ equations will be
discussed from the viewpoint of a compactification of the configuration spaces
of points. In particular, for slm(C), in § D.4, we will show how representations
of the Iwahori−Hecke algebra appear as monodromy representations and how
the connection problem of four-point functions can be reduced to the classi-
cal connection formulas of Gauss’ hypergeometric function. Moreover, we will
also explain a background of the formulation of quasi-Hopf algebras due to
Drinfel’d from the viewpoint of a connection matrix. In § D.5, we will explain
the Kontsevich integral, which is a generalization of iterated integral repre-
sentations of solutions of the KZ equation to a construction of invariants of
knots. And in § D.6, we will discuss integral representations of solutions of the
KZ equation as generalized hypergeometric functions. In particular, follow-
ing Varchenko ([V3]), we will explain the Gauss−Manin connection, which
provides the Burau−Gassner representation of the braid group explained in
§ C.1; it appears as the KZ connection which acts on the space of null vectors
in the tensor product of Verma modules.

287
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D.1 Knizhnik−Zamolodchikov Equation

Let Hij be the hyperplane in the complex vector space Cn defined by zi = zj
with respect to the coordinates (z1, · · · , zn). The space

Xn = Cn \ ∪i<jHij

is called the configuration space of ordered, distinct n points in C. The fun-
damental group of Xn is called the pure braid group and is denoted by Pn.
The fundamental group of its quotient space by the action of the symmetric
group of degree n, via the permutations of coordinates, is called the braid
group and is denoted by Bn. It is known (cf. [Birm]) that the braid group Bn

is generated by the elements σi, i = 1, · · · , n− 1 shown in Figure D.1 with
the relations

σiσi+1σi = σi+1σiσi+1, i = 1, · · · , n− 2, (D.1)
σiσj = σjσi, |i− j| > 1. (D.2)

Fig. D.1

We consider the logarithmic differential form

ωij = d log(zi − zj) =
dzi − dzj
zi − zj , i �= j,

on the configuration space Xn. They generate the cohomology ring of Xn

and satisfy the quadratic relations

ωij ∧ ωjk + ωjk ∧ ωki + ωki ∧ ωij = 0, i < j < k. (D.3)

Fix a complex finite-dimensional simple Lie algebra g and its representa-
tions ρi : g → End(Vi), 1 ≤ i ≤ n. Let {Iμ} be an orthonormal basis of the Lie
algebra g with respect to the Cartan−Killing form. Set Ω =

∑
μ Iμ ⊗ Iμ and

we denote the action of Ω on the ith and jth components of V1⊗V2⊗· · ·⊗Vn

by Ωij , i �= j. Namely, by using the representations ρi : g → End(Vi), it can
be expressed as
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Ωij =
∑

μ

1 ⊗ · · · ⊗ ρi(Iμ) ⊗ · · · ⊗ ρj(Iμ) ⊗ · · · ⊗ 1. (D.4)

The KZ equation is the differential equation

∂W

∂zi
=

1
κ

∑
j �=i

Ωij

zi − zjW (D.5)

satisfied by a function W (z1, · · · , zn) on Xn with values in V1⊗V2⊗· · ·⊗Vn.
Here, κ is a non-zero parameter. This can be, by setting

ω =
1
κ

∑
i<j

Ωijωij ,

expressed as the total differential equation

dW = ωW. (D.6)

One can check that Ωij ’s satisfy the relations

[Ωij +Ωjk, Ωik] = 0, (i, j, k are mutually distinct), (D.7)
[Ωij , Ωkl] = 0, (i, j, k, l are mutually distinct). (D.8)

(D.8) is evident, and (D.7) follows from the fact that
∑

μ Iμ ·Iμ is the so-called
Casimir element and lies in the center of the universal enveloping algebra Ug.
Combining these with (D.3), we obtain

dω = ω ∧ ω = 0. (D.9)

Namely, ω defines an integrable connection on the trivial vector bundle over
the base space Xn whose fiber is V1 ⊗ V2 ⊗ · · · ⊗ Vn, which is called the KZ
connection.

D.2 Review of Conformal Field Theory

The conformal field theory was introduced by Belavin, Polyakov, and
Zamolodchikov in [B-P-Z] as a field theory to treat the phenomena at critical
points in two-dimensional statistical mechanical models. Moreover, in [K-Z],
they constructed a conformal field theory with the symmetry of an affine Lie
algebra from the Wess−Zumino−Witten model and derived the KZ equation
as differential equations satisfied by n-point functions. Here, an important
role is played by the concept of vertex operators, or primary fields. Following
[Tsu-Ka2], we formulate it with the aid of representation theory of affine Lie
algebras and explain a process to derive the KZ equation. For details, we refer



290 D KZ Equation

the reader to [Tsu-Ka2], [Koh6] etc. The arguments given in this section are
not used after § D.3. A basic reference for affine Lie algebras is [Kac].

We define the affine Lie algebra ĝ associated to a complex finite-dimensional
simple Lie algebra g as the central extension

ĝ = (g⊗ C[t, t−1]) ⊕ Cc (D.10)

of the loop algebra g ⊗ C[t, t−1]. Here, C[t, t−1] signifies the ring of Laurent
polynomials. Denoting the Cartan-Killing form on the Lie algebra g by 〈 , 〉,
the commutation relation among the elements of g ⊗ C[t, t−1] is given by

[X ⊗ f, Y ⊗ g] = [X,Y ]⊗ fg + 〈X,Y 〉Rest=0(gdf) · c. (D.11)

We also set ĝ± = ⊕n>0g ⊗ t±n.
Here and after, we fix a positive integer K, called the level. We would

like to construct irreducible representations of ĝ of level K, i.e., irreducible
representations where the central element c acts as the multiplication by K.
Let PK be the set of all dominant integral weights λ of g satisfying 〈λ, θ〉 ≤ K.
Here, θ is the longest root and we normalize the Cartan−Killing form as
〈θ, θ〉 = 2. Then, it is known that there uniquely exists, up to an isomorphism,
the left ĝ-module of level K whose subspace annihilated by the action of ĝ+

coincides with the highest weight g-module Vλ with highest weight λ, which is
denoted by Hλ. This is constructed as the quotient of the Verma module Mλ

by the submodule generated by (Xθ ⊗ t−1)K−〈λ,θ〉+1v, where v is a highest
weight vector of Vλ. Similarly, we define the irreducible right ĝ-module H†

λ by
replacing, in the above construction, ĝ± with ĝ∓. It is known that the Virasoro
algebra acts on the representation space Hλ. Concretely, this is constructed
by the following Sugawara form. For the Casimir element C =

∑
μ Iμ · Iμ,

the adjoint action of 1
2C on g is given by a scalar which we denote by h. We

define the Sugawara form by

Ln =
1

2(K + h)

∑
μ

∑
m∈Z

: Iμ ⊗ tn−m · Iμ ⊗ tm : . (D.12)

Here, : : signifies the normal order, i.e., : X ⊗ tm · Y ⊗ tn : means (X ⊗
tm)(Y ⊗ tn) if m < n, 1

2{(X ⊗ tm)(Y ⊗ tn) + (Y ⊗ tn)(X ⊗ tm)} if m = n,
and (Y ⊗ tn)(X ⊗ tm) if m > n. We can check

[Ln, X ⊗ tm] = −mX ⊗ tm+n. (D.13)

That is, the operator Ln corresponds to the action of the vector field −tn+1 d
dt

for Laurent polynomials with values in the Lie algebra g. Moreover, Ln, as
operators on Hλ, satisfy the commutation relations

[Lm, Ln] = (m− n)Lm+n +
m3 −m

12
K dim g

K + h
δm+n,0. (D.14)
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That is, via the Sugawara form, a representation of the Virasoro algebra with
central charge K dim g/(K + h) is constructed.

Fixing a coordinate function t on the Riemann sphere P1(C), we take a
pointQ different from 0 and ∞ and set t(Q) = z. We take λ, λ0, λ∞ ∈ PK and
attach the representation spaces Vλ,Hλ0 , H†

λ∞ to Q, 0 and ∞, respectively.
We let g⊗ C[t, t−1] act on the tensor product H†

λ∞ ⊗ Vλ ⊗Hλ0 by

X ⊗ tn(v ⊗ u⊗ w) (D.15)
= −(v(X ⊗ tn)) ⊗ u⊗ w + v ⊗ (znXu)⊗ w + v ⊗ u⊗ ((X ⊗ tn)w).

We denote the set of linear maps

ϕ : H†
λ∞ ⊗ Vλ ⊗Hλ0 → C (D.16)

that are invariant under the action (D.15) by

V (P1(C); 0, z,∞;λ0, λ, λ∞).

This is what is called the space of conformal blocks associated to P1(C) with
three marked points. A linear map ϕ satisfying the above condition defines a
bilinear map

φ(u, z) : H†
λ∞ ⊗Hλ0 → C (D.17)

depending on z ∈ C\{0} which is linear in u ∈ Vλ. Regarding this map as an
operator from Hλ0 to Hλ∞ , the invariance with respect to the action (D.15)
can be described by the commutation relation

[X ⊗ tn, φ(u, z)] = znφ(Xu, z). (D.18)

This is called the gauge invariance. We call φ(u, z) a vertex operator if it has
the above gauge invariance and if φ(u, z) is multi-valued holomorphic in z
and satisfies the commutation relation

[Ln, φ(u, z)] = zn{z d
dz

+ (n+ 1)Δλ}φ(u, z). (D.19)

Here, Δλ signifies the action of L0 on the representation Vλ which is given
by

Δλ =
〈λ, λ + 2ρ〉
2(K + h)

, (D.20)

where ρ is the half sum of the positive roots of g. As we explain below,
the condition (D.19) can be interpreted as the invariance of φ(u, z)(dz)Δλ

by a conformal transformation. Assuming the invariance with respect to the
conformal transformation fε(z) = z− εzn+1, the variation δεφ(u, z) of φ(u, z)
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by the transformation fε corresponds to the right-hand side of the condition
(D.19). At the same time, as the transformation fε generates the vector field
−zn+1 d

dz , this can be considered as in the left-hand side of the condition
(D.19) as an infinitesimal transformation.

We define operators X(z) and T (z), X ∈ g, z ∈ C \ {0} on the represen-
tation space Hλ by

X(z) =
∑
n∈Z

(X ⊗ tn)z−n−1, (D.21)

T (z) =
∑
n∈Z

Lnz
−n−2. (D.22)

T (z) is called the energy momentum tensor.
On the domain |w| > |z| > 0, there is an operator product expansion

(OPE) of the form

X(w)φ(u, z) (D.23)

=
1

w − z φ(Xu, z) + (holomorphic terms with respect to w − z),

which continues analytically to φ(u, z)X(w) on |z| > |w| > 0. For T (z), there
is a similar operator product expansion:

T (w)φ(u, z) (D.24)

=
(

Δλ

(w − z)2 +
1

w − z
∂

∂z

)
φ(u, z)

+(holomorphic terms with respect to w − z).

Next, let us define the n-point function. Let λ1, · · · , λn ∈ PK . For a se-
quence of weights

μ0, μ1, · · · , μn ∈ PK , (D.25)

we take vertex operators

φj(uj , zj) : H†
μj−1

⊗Hμj → C, uj ∈ Vλj , j = 1, · · · , n, (D.26)

and on the domain |z1| > · · · > |zn| > 0, we consider their composition

φ1(u1, z1) · · ·φn(un, zn) : H†
μ0

⊗Hμn → C. (D.27)

In particular, for μ0 = μn = 0, the image of the tensor product of the highest
weight vectors v†0 ⊗ v0 is denoted by

〈φ1(u1, z1) · · ·φn(un, zn)〉

and is called the n-point function.
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The commutation relations of X⊗tn and Ln with φ(u, z) can be expressed
as

[X ⊗ tn, φ(u, z)] =
1

2π
√−1

∫
Γ

wnX(w)φ(u, z)dw, (D.28)

[Ln, φ(u, z)] =
1

2π
√−1

∫
Γ

wn+1T (w)φ(u, z)dw. (D.29)

Here, the cycle Γ is a small circle in the w-plane turning around z once in
the positive direction. In fact, letting Γ1 be a contour in the w-plane turning
around the origin once satisfying |w| > |z| in the positive direction, Lnφ(u, z)
can be written as

1
2π
√−1

∫
Γ1

wn+1T (w)φ(u, z)dw,

and letting Γ2 be a contour in the w-plane turning around the origin once
satisfying |z| > |w| in the positive direction, φ(u, z)Ln can also be written as

1
2π
√−1

∫
Γ2

wn+1φ(u, z)T (w)dw.

Hence, as T (w)φ(u, z) (|w| > |z| > 0) continues analytically to φ(u, z)T (w)
(|z| > |w| > 0), we obtain the result. Comparing this with the operator prod-
uct expansion (D.24), we recover the commutation relation (D.19). In this
way, we see that the commutation relations among operators are dominated
by the operator product expansions. A similar result holds for X ⊗ tn.

By operator product expansions, we can derive the following identities:

〈X(z)φ1(u1, z1) · · ·φ1(un, zn)〉 (D.30)

=
n∑

i=1

1
z − zi 〈φ1(u1, z1) · · ·φi(Xui, zi) · · ·φn(un, zn)〉,

〈T (z)φ1(u1, z1) · · ·φ1(un, zn)〉 (D.31)

=
n∑

i=1

(
Δλi

(z − zi)2 +
1

z − zi
∂

∂zi

)
〈φ1(u1, z1) · · ·φn(un, zn)〉.

As L−1 is given by the Sugawara form and [L−1, φ(u, z)] = ∂
∂zφ(u, z), we

obtain

(K + h)
∂

∂z
φ(u, z) (D.32)

= lim
w→z

{∑
μ

Iμ(w)φ(Iμu, z)− 1
w − z φ

(∑
μ

(Iμ · Iμ)u, z

)}
.
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From this and the identity (D.30), it can be shown that the n-point function
satisfies the KZ equation by setting κ = K + h.

D.3 Connection Matrices of KZ Equation

Here, regarding κ as a complex parameter, we study algebraic structures of
the monodromy representation of the KZ equation (D.5). First, for n = 3, let
us see that the KZ equation reduces to a Fuchsian differential equation of one
variable with regular singularities at 0, 1,∞. This corresponds to a four-point
function in conformal field theory by regarding infinity as the fourth point.
The KZ equation (D.5) for n = 3 has a solution of the form

W (z1, z2, z3) = (z3 − z1) 1
κ (Ω12+Ω13+Ω23)G

(
z2 − z1
z3 − z1

)
, (D.33)

and it can be checked that G satisfies the differential equation

G′(x) =
1
κ

(
Ω12

x
+
Ω23

x− 1

)
G(x). (D.34)

Let us consider the fundamental system of solutions G1(x), G2(x) of the
differential equation (D.34) having asymptotic behaviors

G1(x) ∼ x
1
κ Ω12 , x→ 0

G2(x) ∼ (1 − x) 1
κ Ω23 , x→ 1

on the open real interval 0 < x < 1. That is, G1(x) exp(− 1
κΩ12 log x) is

analytic around x = 0 and its value at x = 0 is the unit matrix. We have
a similar interpretation for G2(x) at x = 1. By analytic continuation, there
exists a matrix F independent of x satisfying

G1(x) = G2(x)F. (D.35)

This matrix F is the connection matrix of the solutions G1(x) and G2(x).
Returning to the KZ equation, let us consider the corresponding solutions.

By the coordinate transforms u1u2 = z2 − z1, u2 = z3 − z1, G1 provides a
solution which admits an expression around u1 = u2 = 0

W1(u1, u2) = u
1
κ Ω12
1 u

1
κ (Ω12+Ω13+Ω23)
2 H1(u1, u2), (D.36)

where H1 is a single-valued holomorphic function. And for G2, by the coor-
dinate transforms v1v2 = z3 − z2, v2 = z3 − z1, G2 provides a solution which
admits an expression around v1 = v2 = 0
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W2(v1, v2) = v
1
κ Ω23
1 v

1
κ (Ω12+Ω13+Ω23)
2 H2(v1, v2), (D.37)

where H2 is a single-valued holomorphic function. The coordinate transfor-
mations used here are the blow-ups along z1 = z2 = z3, and we can consider
them as partial compactifications of the configuration space X3. The con-
nection matrix F can be interpreted as a relation between solutions W1 and
W2 around different intersection points of the normal crossing divisors ob-
tained by the blow-up. We express the solutions obtained in such a way as
the graphs in Figure D.2.

Fig. D.2

Furthermore, in the case of a general n, for a tree with n+1 outer vertices,
one can define a partial compactification of the configuration space Xn and
a normalized solutions of the KZ equation. For example, by the coordinate
transform ukuk+1 · · ·un−1 = zk+1 − z1, k = 1, · · · , n − 1, we can consider a
solution having an asymptotic behavior around u1 = · · · = un−1 = 0

W1 ∼ u
1
κ Ω12
1 u

1
κ (Ω12+Ω13+Ω23)
2 · · ·u

1
κ

∑
1≤i<j≤n Ωij

n−1 . (D.38)

Figure D.3 corresponds to the case n = 4, and the solution (D.38) cor-
responds to the topmost tree. For the tree in the lower right part, setting
v1v2v3 = z2− z1, v2v3 = z4− z3, v3 = z4− z1, the corresponding solution has
an asymptotic behavior

W2 ∼ v
1
κ Ω12
1 v

1
κ (Ω12+Ω34)
2 v

1
κ

∑
1≤i<j≤4 Ωij

3 . (D.39)

Notice that, on the domain z1 < z2 < z3 < z4, by considering

lim
z2→z1

Wi · (z2 − z1)− 1
κ Ω12 , i = 1, 2, (D.40)

the connection matrix that relates these two solutions is given by the con-
nection matrix that we have already considered for n = 3.

As in this case, one can naturally derive the fact that the connection prob-
lem of solutions reduces to four-point functions from the viewpoint of ver-
tex operators explained in the previous section ([Tsu-Ka2]). The connection
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matrix of the conformal field theory associated to minimal unitary series of
the Virasoro algebra was considered in [D-F].

As is shown in Figure D.3, in the case of n = 4, for each pair of two trees,
there are two paths to connect them. Since the KZ equation is defined by
an integrable connection, the connection matrices corresponding to these two
paths coincide. This is called the pentagonal relation.

Fig. D.3

D.4 Iwahori−Hecke Algebra and Quasi-Hopf Algebras

Let us consider the representations of the braid group obtained as the mon-
odromy representations of the KZ equation. First, we start from the normal-
ized solution (D.38) on the domain z1 < z2 < · · · < zi < zi+1 < · · · < zn
and continue it analytically along a path corresponding to the generator σi

of the braid group. By looking at its relation to the normalized solution on
the domain z1 < z2 < · · · < zi+1 < zi < · · · < zn, we obtain an action of the
braid group

ρ(σi) : V1 ⊗ V2 ⊗ · · · ⊗ Vi ⊗ Vi+1 ⊗ · · · ⊗ Vn (D.41)
→ V1 ⊗ V2 ⊗ · · · ⊗ Vi+1 ⊗ Vi ⊗ · · · ⊗ Vn.

First, consider the case n = 3. For the solution W1 defined in (D.36), it
can be seen that the action of the braid σ1 is given by P12 exp π

√−1
κ Ω12.

The action of the braid σ2, for the solution W2 defined in (D.37) is given
by P23 exp π

√−1
κ Ω23. Here, Pij signifies the permutation of the ith and the

jth components of the tensor product. Hence, we see that the computation
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of the global action of the braid group is managed by the connection matrix
F . Moreover, as in the consideration on the connection matrix of solutions
in the previous section, for a general n, the computation of the action of the
braid σi is reduced to the case n = 3.

Second, let us consider the case when our Lie algebra g is slm(C) and
all of the representations V1, · · · , Vn are its natural action on V = Cm (the
vector representation). By blowing up as was explained in § D.3 and looking
at the multi-valuedness of the part (zi+1 − zi) 1

κ Ωi,i+1 , one can compute the
eigenvalues of the monodromy matrix ρ(σi). Setting q = exp(π

√−1/κ) and
t = exp(π

√−1/mκ), it can be verified that gi = −t−1ρ(σi) satisfies the
relation

(gi − q)(gi + q−1) = 0. (D.42)

We denote the representation of the braid group, obtained by associating the
generator σi to the above gi, by

ρ̃ : Bn → GL(V ⊗n). (D.43)

In general, for a non-zero complex parameter q, the algebra over C generated
by 1, Ti (1 ≤i ≤ n− 1) satisfying the relations

TiTi+1Ti = Ti+1TiTi+1, i = 1, · · · , n− 2 (D.44)
TiTj = TjTi, |i− j| > 1 (D.45)
(Ti − q)(Ti + q−1) = 0 (D.46)

is called the Iwahori−Hecke algebra and is denoted by Hn(q). Summarizing
the above consideration, the following theorem is proved.

Theorem D.1. The representation of the braid group ρ̃ : Bn → GL(V ⊗n)
obtained from the monodromy representation of the KZ equation defined by
the Lie algebra slm(C) and its vector representation provides us a represen-
tation of the Iwahori−Hecke algebra.

As was stated in [Koh2], for a generic parameter q, this representation is
equivalent to the representation used by Jones [Jo] to construct polynomial
invariants of links. As there are several references, containing [Jo], which
explain a recipe to obtain polynomial invariants from a representation of
the braid group, we only remark that the invariant of links that is naturally
constructed from the monodromy representation of the above KZ equation is
obtained from the Jones polynomial PL(x, y) in two variables satisfying the
skein relation

x−1PL+ − xPL− = yPL0 (D.47)

by the specializations
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x = qm, y = q−1 − q. (D.48)

Third, let us explain a relation between the connection problem of the KZ
equation and the connection formulas of the classical Gauss hypergeometric
function. We represent the KZ equation considered up to now, by noting
the invariant subspace of the diagonal action of the Lie algebra slm(C), by
the so-called path basis. We fix a highest weight λ of an irreducible finite-
dimensional representation of the Lie algebra slm(C) and consider the set of
all sequences of dominant integral weights (λ0, λ1, · · · , λn), λ0 = 0, λn = λ
satisfying Vλi+1 ⊂ Vλi ⊗ V, i = 0, 1, · · ·n − 1, as representation spaces of
slm(C). Here, Vλ signifies the representation with highest weight λ. Describing
the KZ equation with this path basis and using the method to reduce to
four-point functions as was explained in § D.3, we obtain an equation of the
form (D.34) where Ωij is a square matrix of degree at most 2. Hence, this
can be solved by using Gauss’ hypergeometric function, and the monodromy
representation of the KZ equation can be completely described by using the
connection formula of Gauss’ hypergeometric function explained as in [AAR]
and by the action of the symmetric group on the path basis. For a detailed
result such as its relation to the action of Hq(n) on the path basis due to
Hoefsmit and Wenzl, see [Tsu-Ka2]. In [Tsu-Ka2], a unitary representation
on the restricted path basis, for q a root of unity, is discussed from the
viewpoint of the conformal field theory. Moreover, for a generalization of this
representation to a representation of the mapping class group of a Riemann
surface, or, for its application to the topological invariant of 3-manifolds
proposed by Witten [Wi], see [Re-Tu], [Koh4].

Drinfel’d, in [Dr], defined the concept of quasi-Hopf algebras in the process
of describing a relation between the monodromy representation of the KZ
equation and the quantum group. Let us explain an outline of its idea. Here,
a quasi-Hopf algebra is an algebra, instead of assuming the co-associativity of
the coproduct of a Hopf algebra Δ : A→ A⊗A, which assumes the existence
of an intertwiner Φ ∈ A⊗A⊗A between two coproducts, i.e., satisfying

(id⊗Δ)(Δ(a)) = Φ · (Δ⊗ id)(Δ(a)) · Φ−1, a ∈ A. (D.49)

For a detailed definition, see [Dr]. By this, we obtain an isomorphism of
representations

F : (V1 ⊗ V2)⊗ V3
∼= V1 ⊗ (V2 ⊗ V3), (D.50)

and we impose a universal condition to be able to obtain the pentagon relation
among the tensor product of four representation spaces.

For a complex semi-simple Lie algebra g and a formal parameter h, we set
A = Ug[[h]]. Setting 1

κ = h
2π

√−1
and regarding the KZ equation (D.34) as

an equation with values in A⊗A⊗A, similarly to (D.35), we obtain ΦKZ ∈
A ⊗ A ⊗ A. This is called the Drinfel’d associator. The connection matrix
introduced in (D.35) represents this and we can consider that it provides
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us the isomorphism of tensor representations (D.50). Recall that the action
of the braid σ1 on (V1 ⊗ V2) ⊗ V3 is given by P12 exp(h

2Ω12). By using the
integrability of the KZ equation, we obtain a commutative diagram as is
shown in Figure D.4. In this way, in addition to Φ, an isomorphism R =
exp(h

2Ω) between V1⊗V2 and V2⊗V1 is added to the algebra A, and such an
algebra is called a quasi-triangular quasi-Hopf algebra. Drinfel’d ([Dr]) proved
an equivalence between the monodromy representation of the KZ equation
and the representation of the braid group defined by the R-matrix of the
quantum group Uhg, by comparing the structures of this algebra A and the
quantum group Uhg.

Fig. D.4

D.5 Kontsevich Integral and Its Application

One of the expressions of the monodromy representation of the KZ equation
is given by the sum of Chen’s iterated integrals ([Ch]) generalizing those
mentioned in Chapter 1. Indeed, by rewriting the total differential equation
dω = Wω as an integral equation, and solving it along γ(t), 0 ≤ t ≤ 1, by
Picard’s iteration, a solution can be expressed as

W (γ(1)) = I +
∞∑

m=1

Jm(γ), (D.51)

where

Jm(γ) =
∫

γ

ω · · ·ω︸ ︷︷ ︸
m

. (D.52)

Here, Jm(γ) is the iterated integral defined as follows. In general, for 1-forms
ω1, · · · , ωm, if we denote the pull-back of them by the path γ by α1(t)dt1, · · · ,
αm(t)dtm, 0 ≤ t ≤ 1, then the iterated integral is defined by
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γ

ω1 · · ·ωm =
∫

0≤t1≤···≤tm≤1

α1(t1) · · ·αm(tm) dt1 · · · dtm. (D.53)

Kontsevich ([Kon]) generalized this expression to the case of knots and ob-
tained a universal expression of the Vassiliev invaraints of knots. The Vassiliev
invariants were introduced in the process of the research on the cohomology
of the space of all knots ([Va]). For its combinatorial approach, see, e.g.,
[Birm-Lin], [Bar].

An invariant v of oriented knots in S3 with values in complex numbers
called a Vassiliev invariant of order m is defined as follows. Noting the k
crossings of the knot diagram of a knot K, for each εj = ±1, j = 1, · · · , k,
we denote the knot, obtained by making these crossings positive or negative
according as εj = 1 or −1, by Kε1···εk

. If it satisfies∑
εj=±1,j=1,··· ,k

ε1 · · · εk v(Kε1···εk
) = 0 (D.54)

for any k > m, v is called a Vassiliev invariant of order m. In other words, we
may think of the left-hand side of (D.54) as defining an invariant of a singular
knot having k double points obtained by identifying the upper and the lower
parts of k crossings. We denote the vector space of all Vassiliev invariants of
order m by Vm.

Taking 2m points on an oriented circle, consider a diagram connecting
two of these by a dotted line (cf. Figure D.6). We call such a diagram a
chord diagram with m chords. When two such chord diagrams are mapped
to each other by an orientation preserving homeomorphism, we identify them.
In general, if v is a Vassiliev invariant of order m, we define its weight on
a chord diagram with m chords as the value of v for the singular knot with
m double points obtained by identifying two points connected by a dotted
line. The weight of v defined in such a way satisfies the relations RI, RII
indicated in Figure D.5. RI has its origin in the braid relation and is called
the four-term relation. And RII can be derived from the fact that v does not
depend on the framing of a knot.

Let Am be the quotient of the complex vector space formally generated
by all chord diagrams with m chords by the relations RI, RII. By the above
construction, we obtain an injection

Vm/Vm−1 → HomC(Am,C). (D.55)

Kontsevich ([Kon]) constructed its inverse map via iterated integrals
and showed that (D.55) is an isomorphism. Below, we explain about the
Kontsevich integral.

As in Figure D.6, we consider an oriented knot K in R × C. Let t be a
coordinate function in the direction of R and zi(t) be a curve connecting
a maximal and a minimal point with respect to this parameter. Here, we
assume that t has only non-degenerate critical points on K. In Figure D.6,
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Fig. D.5 The parts attached by an arrow represent a local change. The first relation
is called the four-term relation.

we have i = 1, · · · , 4. Consider the iterated integral

Zm(K) =
1

(2π
√−1)m

∫
t1<t2<···<tm

∑
P

(−1)ε(P )DP

m∧
k=1

ωikjk
(tk). (D.56)

Here, P = (i1j1, · · · , imjm) signifies a way to choose two curves zi(t) for
each level in t1 < · · · < tm, and the sum is taken over all such choices. Each
P corresponds to a chord diagram DP with m chords as in Figure D.6; we
regard it as an element of Am by taking modulo the relations RI and RII.
Moreover, we set

ωij(t) =
dzi(t) − dzj(t)
zi(t) − zj(t) , (D.57)

and let ε(P ) be the number of the endpoints of the dotted line in DP whose
orientation in K is downward. The integral is regarded as an element of Am.

Fig. D.6

By the relation RII, this integral does not diverge at the maximal and
the minimal points and always has a finite value. In addition, the four-term
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relation RI corresponds to the integrability condition (D.7) of the KZ
equation, and the value of the integral is invariant under any horizontal move
of a knot. Set

Z(K) =
∞∑

m=0

Zm(K) ∈
∞∏

m=0

Am. (D.58)

Here, we consider an infinite sum, so we regard it as an element of the infinite
direct product of Am,m = 0, 1, · · · . As this is not invariant with respect to
a deformation as in Figure D.7, we modify it as follows. Let K0 be a trivial
knot as in Figure D.7 that has four maximal and minimal points, and set

Z̃(K) = Z(K) · Z(K0)−m(k)+1. (D.59)

Here, m(K) is the number of the maximal points of K.

Fig. D.7

Theorem D.2 ([Kon]). Z̃(K) is a topological invariant of knots.

In particular, noting an invariant of order 2,

1
4π2

∫
t1<t2

∑
P

(−1)ε(P )ωi1j1(t1) ∧ ωi2j2(t2) (D.60)

+
1
24
m(K)− 1

24

is an integer-valued topological invariant of knots, and we see that it coincides
with the coefficient of the term of degree 2 in the Conway polynomial. Here,
we take P in such a way that the dotted lines of the corresponding chord
diagram DP cross each other.

As an application of the Kontsevich integral, in [L-M1], some relations
among special values of the multiple zeta functions
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ζ(s1, s2, · · · , sk) =
∑

0<m1<m2<···<mk

1
ms1

1 · · ·msk

k

(D.61)

were obtained. We consider the case when g = slm(C) and all of V1, · · · , Vn

are the vector representations. First, since the monodromy representation of
the braid group becomes a representation of the Iwahori−Hecke algebra, as
was seen in Theorem D.1, it can be shown that the Kontsevich integral can
be obtained by specializing the Jones polynomial in two variables (D.47) as
in (D.48). From this, we obtain

Z(K0) =
m(q − q−1)
qm − q−m

. (D.62)

On the other hand, in the situation of Figure D.7, if we directly compute
the iterated integrals of d log t and d log(1 − t) as was explained in § 1.2.5,
they are expressed in terms of higher logarithmic functions and they become
special values of the multiple zeta functions. By comparing the above two
computations, we obtain, for example,(

1
22n−2

− 1
)
ζ(2n) − ζ(1, 2n− 1) + · · · (D.63)

· · ·+ ζ(1, · · · , 1︸ ︷︷ ︸
2n−2

, 2) = 0

etc. ([L-M1]).
As was shown in [L-M2] etc., by the Kontsevich integral, one obtains an

expression of the Drinfel’d associator by special values of the multiple zeta
functions. Setting h

2π
√−1

Ω12 = X , h
2π

√−1
Ω23 = Y and computing the Drin-

fel’d associator ΦKZ associated to A = Ug[[h]], we see that it has an expression
of the form

ΦKZ = 1 − ζ(2)[X,Y ] − ζ(3)[X, [X,Y ]] − ζ(3)[Y, [X,Y ]] (D.64)
−ζ(4)[X, [X, [X,Y ]]] − ζ(4)[Y, [Y, [X,Y ]]]

−ζ(1, 3)[X, [Y, [X,Y ]]] +
1
2
ζ(2)2[X,Y ]2 + · · · .

D.6 Integral Representation of Solutions of the KZ
Equation

Here, we set g = sl2(C) and for a complex number m, we denote the Verma
module with highest weightm byMm. Namely, with a basisH,E, F of sl2(C)
satisfying [H,E] = 2E, [H,F ] = −2F , [E,F ] = H , Mm is generated by a
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vector v satisfying Hv = mv, Ev = 0 and is an infinite-dimensional repre-
sentation space with the basis F jv, j = 0, 1, · · · .

For solutions of the KZ equation, applying a method explained in § 3.8
to a difference product, their integral representations were calculated by
[D-J-M-M], [Sch-Va1] etc. See [Tsu] etc., for treating them from the point
of view of conformal field theory.

Theorem D.3 ([D-J-M-M], [Sch-Va1]). The solutions of the KZ equation
(D.6) with coefficients in the tensor product of Verma modules Mm1 ⊗ · · · ⊗
Mmn have integral representations of the form

I(z) =
∫

Δ

∏
1≤i<j≤n

(zi − zj)
mimj

2κ

n∏
l=1

k∏
i=1

(ti − zl)−
ml
κ

×
∏

1≤i<j≤k

(ti − tj) 2
κR(t, z)dt1 ∧ · · · ∧ dtk.

Here, R(t, z) is an appropriate rational function and Δ is a k-dimensional
twisted cycle.

Following a method of Varchenko [V3], let us state how the Gassner repre-
sentation of the pure braid group which has appeared in Appendix C relates
to the KZ equation. Set

U(t, z) =
∏

1≤i<j≤n

(zi − zj)
mimj

2κ

n∏
j=1

(t− zj)−
mj
κ . (D.65)

Take a twisted cycle Δ ∈ H1(X(z);L∨
ω) on X(z) = C \ {z1, · · · , zn} and

consider the integral

ϕj =
∫

Δ

U(t, z)
dt

t− zj , j = 1, · · · , n. (D.66)

They satisfy

n∑
j=1

mjϕj = 0, (D.67)

and we obtain the Gassner representation as the action of the pure braid
group Pn on H1(X(z);L∨

ω).
Its relation to the KZ equation can be stated as follows. We consider the

space of null vectors

Nm−2 = {x ∈M | Ex = 0, Hx = (m− 2)x} (D.68)

in the tensor product of Verma modules
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M = Mm1 ⊗ · · · ⊗Mmn ,

where we set m =
∑n

j=1mj . As the KZ connection commutes with the ac-
tion of sl2(C), we can consider the KZ equation with values in Nm−2. One
can check that this coincides with the Gauss−Manin connection satisfied by
ϕj , j = 1, · · · , n. In this way, we can naturally realize the Gauss−Manin
connection, which provides the Gassner representation, as the KZ connection
with values in the space of the null vectors.
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différences finies, Bull. Soc. Math. France 120, (1992), 371–396.

[Sab2] C. Sabbah, On the comparison theorem for elementary irregular D-
modules, Nagoya J. Math. 141, (1996), 107–124.

[Sai1] K. Saito, On a generalization of de Rham lemma, Ann. Inst. Fourier,
Grenoble 26, (1976), 165–170.

[Sai2] K. Saito, Theory of logarithmic differential forms and logarithmic vector
fields, J. Fac. Sci. Univ. Tokyo, Sec. IA 27, (1980), 265–291.

[SaiM] M. Saito, Symmetry algebras of normal generalized hypergeometric sys-
tems, Hokkaido Math. J. 25, (1996), 591–619.

[S-S-T] M. Saito, B. Sturmfels, and N. Takayama, Gröbner deformation of hyper-
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