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Preface

Photonics, the science of light generation, manipulation, and detection, has long
been the basis for a wide range of key technological applications, including
light-emitting diodes (LEDs), lasers, optical fibers, amplifiers, and photodetectors.
Exponentially growing interests in photonics has been driven in recent years mostly
by novel properties and processes of devices and structures with at least one geo-
metrical dimension between 1 and 100 nm. This book, stimulated by a joint United
States and Japan workshop on Nanophotonics in 2008, aims to capture a current
snapshot of the burgeoning frontier of nanoscale photonics.

Surface plasmon (SP) is one of the nanophotonic fields experiencing tremen-
dous renewed interest. In “Spontaneous Emission Control in a Plasmonic Structure,”
Iwase et al. discuss the quantum electrodynamics of SP polaritons coupling of exci-
tons near metal-layer surfaces, and an exciton embedded in a metal microcavity [??].
Their research should fuel new applications in photoelectric devices and bio-sensing
technology. In “Surface Plasmon Enhanced Solid-State Light-Emitting Devices,”
Okamoto demonstrates that the SP enhancement of photoluminescence intensities
of light emitters is a very promising method for developing high-efficiency LEDs.

In “Polariton Devices Based on Wide-Bandgap Semiconductor Microcavities,”
Shimada et al. review the recent progress on cavity polaritons and their applica-
tions based on GaN or ZnO wide-bandgap materials. Their research now focuses on
the realization of room temperature polariton devices based on these wide-bandgap
semiconductor microcavities.

In “Search for Negative Refraction in the Visible Region of Light [??] by
Fluorescent Microscopy of Quantum Dots Infiltrated into Regular and Inverse
Synthetic Opals,” Moussa et al. reveal the possibility of using infiltrated quantum
dots as internal light sources inside the porous photonic crystal for the study of
negative-index material effects.

The last four chapters emphasize the diversity and control of photonic properties
of different nanostructures from the materials perspective.

In “Self-Assembled Guanosine-Based Nanoscale Molecular Photonic Devices,”
Li et al. describe novel hybrid photonic crystals employing a unique material system
consisting of a DNA base encapsulated within highly polar GaN nanoscale confined

v



vi Preface

structures with the aim of developing integrated nanophotonic and biomolecular
devices.

The chapter “Carbon Nanotubes for Optical Power Limiting Applications” cov-
ers the origin and mechanism of optical power limiting (OPL). Mirza et al. then
explore the potential of carbon nanotubes and their composites in OPL applications.

In “Field Emission Properties of ZnO, ZnS, and GaN Nanostructures,” Mo
et al. review the growth and field emission properties of ZnO, ZnS, and GaN
nanostructures, with an emphasis on ZnO nanorods.

In “Growth, Optical, and Transport Properties of Self-Assembled InAs/InP
Nanostructures,” Bierwagen et al. provide an in-depth review of the formation and
properties of InAs/InP epitaxial nanostructures, a material system very important
for fiber-optic communication operated at 1.55 μm.

Finally, we would like to thank the chapter authors for their efforts and patience
which was essential in making this book possible.

Fayetteville, Arkansas Zhiming M. Wang
Denton, Texas Arup Neogi
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Chapter 1
Spontaneous Emission Control
in a Plasmonic Structure

Hideo Iwase, Yiyang Gong, Dirk Englund, and Jelena Vučković

Abstract Surface plasmon polaritons (SPPs) are electromagnetic waves at optical
frequencies that propagate at the surface of a conductor [1]. SPPs can trap optical
photons far below their diffraction limit. The field confinement of SPP provides the
environment for controlling the interaction between light and matter. In this chapter,
we discuss the quantum electrodynamics (QED) of SPP coupling of excitons near
a metal-layer surface, and an exciton embedded in a metal microcavity. We analyze
the enhanced spontaneous emission (SE) rate of the exciton coupled to a large num-
ber of SPP modes near a uniform or periodically patterned metal layer traveling with
extremely slow group velocities. Combining the effects of quality factor (Q) and
ohmic losses for each SPP mode, we explain how various loss mechanisms affect
the SE rate of excitons in such structures. Similarly, we consider the Q-factor and
mode volume of a cavity mode formed by a defect in a grating structure and again
investigate the enhancement of SE for excitons lying in a metal cavity. Because
defect cavity designs confine modes in all three dimensions, we observe that such
a structure of extremely small mode volume could reach various regimes of cavity
quantum electro-dynamics (cavity QED). Controlling the SE properties of emitters
through the exciton–SPP coupling is great promise for new types of opto-electronic
devices overcoming the diffraction limit.

Keywords Purcell effect · Plasmonics · QED

1 Introduction

There has been tremendous renewed interest in SPPs in recent years, fueled by
greatly improved nanofabrication, characterization, and computer-assisted design
of devices. Today, SPPs have found a range of promising applications in

H. Iwase (B)
Production Engineering Research Laboratory, Canon Inc., 70-1, Yanagi-cho, Saiwai-ku,
Kawasaki-shi, Kanagawa 212-8602, Japan
e-mail: iwase.hideo@canon.co.jp

1Z.M. Wang, A. Neogi (eds.), Nanoscale Photonics and Optoelectronics,
Lecture Notes in Nanoscale Science and Technology 9,
DOI 10.1007/978-1-4419-7587-4_1, C© Springer Science+Business Media, LLC 2010
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subdiffraction optics, including magneto-optic data storage, microscopy, solar cells
[2, 3], sensors for biological and chemical substances [4, 5], light sources such as
light-emitting diodes [6] and quantum cascade lasers [7], and nonlinear processes
including harmonic generation [8].

SPPs can provide tighter confinement than corresponding modes in dielectric, as
the effective index of the plasmonic mode is given by

neff = k

k0
=

√
εdεm

εd + εm
>

√
εd. (1.1)

Because of such a strong field confinement in a metallic structure (plasmonic
structure), the spontaneous emission (SE) rate of emitters near the structure is
enhanced through the Purcell effect [9]. First, we will develop a theoretical descrip-
tion for this SE rate enhancement of an emitter near a plasmonic structure. The
description applies to periodically patterned metallic surfaces, which will be cen-
tral in the remainder of this chapter. The formulation begins with the Purcell
modifications of coupling rates to traveling SPP modes, derived from quantum elec-
trodynamics (QED). The full SE rate modification (Purcell enhancement) is then
expressed as a summation over all traveling modes, each of which has a quality fac-
tor (Q) to describe its radiative and resistive losses. This summation of coupling to
a set of modes gives easy physical insight into the resulting Purcell enhancement
between the emitter and the plasmonic structure. The enhancement we discuss in
this chapter numerically agrees with the description for Purcell enhancement based
on electric currents [10–12].

In Section 2, we experimentally study the Purcell enhancement with InP-based
quantum well (QW). We consider a novel hexagonal plasmonic crystal coupled to
QWs emitting near 1.3 μm via an antisymmetric mode with low resistive losses
in metals [13]. By direct time domain measurements of emitter decay, we deduce
Purcell SE rate enhancements (Purcell enhancement factor) up to 3.7 for QW-
confined excitons coupled to SPP states of the plasmonic crystal [14]. This rate
enhancement is one of the highest reported in the infrared so far, similar to the mea-
sured rate enhancement of single CdSe quantum dots coupled to metal nanowires
[15]. The plasmonic crystal serves the dual purpose of enhancing spontaneous
emission and also directing this emission off the chip. Such plasmonic crystals
are interesting for improving efficiency and brightness of LEDs and for designing
entirely new devices such as a plasmon laser [16, 17].

If the period of the periodically patterned media approaches a half-wavelength of
the plasmon, in-plane standing waves are formed, and a stop-band for the propaga-
tion of plasmonic waves opens [18], akin to distributed Bragg reflection (DBR) in
dielectric structures. This in-plane DBR effect can be used to create tight lateral con-
finement for surface plasmon waves, while in the vertical direction, a fraction of the
SPP’s energy can be radiated (scattered) off the chip. In an unpatterned metal layer,
the SPP would be confined to the metal surface (i.e., would not radiate off-chip)
and would eventually loose all its energy to material absorption. For reasonable
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off-chip collection efficiency of SPP modes, the vertical scattering rate through the
DBR should exceed the material loss rate in the metal structure. In Section 3, we
describe a proposal for a metal grating structure that uses the DBR confinement
to confine light to a mode volume of only Vmode = (50 nm)3 = 0.001 × (λ/2)3

with a quality factor Q∼ 1,000. The extremely small mode volume opens the
possibility of reaching the strong coupling regime between emitters and cavities,
even with modest Q values [19, 20]. Strong coupling occurs when the coupling
rate g between an emitter and the plasmon mode is greater than the decoherence
rates of the system, i.e., the dipole decay rate γ and the cavity field decay rate
κ = ω/2Q. In the case of many solid-state emitters such as InAs quantum dots,
γ is much smaller than κ . In this case, strong coupling requires g ≥ κ/2 [21,
22]. In dielectric cavities with host refractive index n, whose mode volume must
be beyond (λ/2n)3, large Q values greater than 104 are required to reach strong
coupling with InAs QDs. The much smaller mode volume in plasmonic struc-
tures enables the strong coupling regime even with moderate Q values on the order
of 102.

2 Purcell Enhancement Effect in a Uniform and Periodically
Patterned Metal Surface

In this section, we study on exciton coupled to SPP traveling on a uniform and
periodically patterned metal–dielectric interface.

2.1 Quantization of Plasmonic Field

The electromagnetic field of a mode with a particular k-vector can be described as
follows

E(r, t) = 1

2
[Dfk(r)η(t)+ cc] , (1.2)

H (r, t) = 1

2

1

μ0

[
D

ωk
∇ × fk(r)χ(t)+ cc

]
, (1.3)

with η(t) = q(t)+ ip(t), and χ(t) = p(t)− iq(t). Here, q(t) ≡ cos(ωk t) and p(t) ≡
−sin(ωk t) describe time-varying (oscillating) parts, μ0 is the magnetic permeability
of free space, and D is a constant. fk(r) is a normalized time-independent part of
electric field: fk(r) = uk(z)eik·x with

∫∫∫
∂(εω)/∂ω|uk|2 dr = 1. The total energy

can then be expressed as
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W = 1

2

∫∫∫ [
∂ (εω) /∂ωE (r, t)2 + μ0H(r, t)2

]
dr = 1

2
D2 1 +
k

2

(
p2 + q2

)
(1.4)

where 1/(1 + 
k) describes the ratio of the electric field energy to the total
field energy (
k ≡ ∫ ∫ ∫

(1/μ0)|∇ × (fk/iωk)|2dr). The choice of D =
−i

√
2ωk/(1 +
k) satisfies Hamilton’s equations: −∂W/∂q = −ωkq = ṗ, and

−∂W/∂p = ωk p = q̇. Then the mode can be represented as a harmonic oscillator,
the Hamiltonian quantized , and the electric field operator expressed as

E (r, t) = i

√
�ωk

1 +
k
fk(r)a + H.C. (1.5)

where H.C. is the hermitian conjugate. In a dielectric structure 1/(1 + 
k) equals
1/2. However, in a plasmonic structure (a structure with metal), the introduction of
the 1/(1 + 
k) term is critical, as the energy is not equally distributed between
electric and magnetic fields [23]. At the metal-dielectric boundaries, the oscillation
of the magnetic field induces surface charges because of the discontinuity of the
conductivity on metal surface. The distribution of these charges produces an electric
field E//k parallel to the metal surface by Coulomb’s low. At a frequency close to the
SPPs’ resonant frequency υsp, high density of the surface charges induces a large

E//k around the metal-dielectric boundary. This field-charge interaction increases
1/(1 +
k) from 1/2, storing more energy in the electric field than in the magnetic
field.

2.2 Quantum Electrodynamics of the Exciton Lying
in the Vicinity of a Uniform Metal Surface

The SE rate � for the exciton lying in the vicinity of a metal surface is enhanced
from the SE rate n�0 in a dielectric bulk with host index n due to the exciton–
SPP coupling (Purcell enhancement effect) [24–26]. Here, �0 is the SE rate for
the exciton lying in vacuum. To analyze the SE rate enhancement for the exciton
with a radiative frequency υ coupled to traveling SPPs, the Purcell enhancement
factor F(υ), defined as the � normalized by n�0, has been studied (in this defini-
tion we ignore the nonradiative decay of the exciton). As opposed to Purcell factor
for the exciton coupled to a cavity mode, F(υ) describes the electrodynamics of
the exciton coupled to a number of traveling SPP modes. In a uniform metal sur-
face, the SPP frequency ω is almost independent of its propagation constant k at
the resonant frequency υsp ≡ ωp/

√
1 + n2, where ωp is a plasma frequency of

the metal [27]. This k-independence of ω increases the density of SPP states D (ω)
and supports a large number of SPPs coupled to excitons at υsp [24]. While this
increase of D (ω) accounts for part of the � enhancement, the field confinement
of the SPP at the metal–dielectric interface also contributes to the Purcell effect.
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The field confinement of SPP increases the photon energy density (PED), enhanc-
ing the coupling between excitons near the metal surface and SPP modes relative
to the coupling between the same excitons and non-SPP modes. The dissipation of
the photon energy from each SPP mode has an additional effect on �. It gives the
SE into each SPP mode a spectral width, analogous to Purcell effect in a cavity.
In an unpatterned metal–dielectric layer structure, the dispersion diagram of SPP
lies below the light line, so that such a dissipation of the photon energy dominantly
comes from ohmic loss in metal. For investigation of F(υ) in this chapter, we con-
sider the mechanisms above according to quasi-quantum electrodynamics (QED)
analysis.

Fig. 1.1 Uniform
metal–dielectric interface
(x − y plane) with volume l3 .
E//

k and Ez
k are

time-independent in- and
out-of-plane components of
the SPP with wave vector k.
The electric dipole of exciton
µ lies at distance d into the
dielectric

Here, we derive the theoretical formulation of F(υ) for the exciton lying in the
vicinity of a uniform metal–dielectric interface shown in Fig. 1.1 [23]. Including the
effect of the ohmic loss in the metal, we assume a dissipative SPP mode with the
following time evolution of its E-field:

Ek (r, t) = Ek(r) × exp {−i (ωk − iωk/Qk) t} , (1.6)

where ωk and Qk are the frequency and the quality factor of k-mode,
respectively [6, 28]. For simplicity, we only consider the SPP-related part
Fsp(υ) defined by Fsp(υ) ≡ �sp

/
n�0, where �sp is the SE rate into SPP

modes. F(υ) is obtained by summing Fsp(υ) and the non-SPP-related part
Fnon-sp(υ): F(υ) = Fsp(υ) + Fnon-sp(υ) [25]. By solving the Jaynes–Cummings
Hamiltonian with the multimode field expressed by Eq. (1.6), Fsp(υ) then
reads

Fsp(υ) =
∑

k

2π

n�0(υ)
|gk(d)|2 Dk(υ), (1.7)

Dk(υ) = 1

π

ωk/2Qk

(ωk − υ)2 + (ωk/2Qk)
2

, (1.8)
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where gk(d) is a coupling strength between k-mode and the exciton located at

z = d defined as gk = g0ψ(z) cos (ξ), where g0 = μ
�

√
�υ

(1+
k)εVk

μ
�

√
�υ

2εVk
,

ψ(z) = |Ek(z)|
max|Ek(z)| , and cos (ξ) = ek · eμ [29]. Here, Vk is a mode volume of each

SPP mode, and ek and eμ are unit vectors for the SPP electric field and the electric
dipole µ, respectively [23]. Dk(υ) shown in Eq. (1.8) gives the Lorentzian spectrum
for the SE into k-mode. The density of the SPP states does not show up in Eq. (1.7).
However, it is noted that the

∑
k Dk(υ) becomes the density of the SPP states in

case Dk(υ) → δ (ωk − υ) with Qk → ∞. To investigate the enhanced SE rate into
each k-mode, we introduce the distributed Purcell factor defined by the following
equation:

Fsp-dis(υ, k) ≡ 1

�kx�ky

2π

n�0(υ)
|gk(d)|2 Dk(υ), (1.9)

where �kx�ky ≡ (2π)2 /l2 is the reciprocal space area taken by an SPP mode. If
the real-space area l2 is large enough that k can be considered continuous, Eq. (1.9)
is rewritten as Fsp - dis(υ, k) = ∂2Fsp(υ)

/
∂kx∂ky. In that case, the SE rate into a

small reciprocal area Δk, normalized by n�0, is expressed as Fsp - dis(υ, k)�k. The
mode volume for each traveling SPP mode is expressed as Vk = l2Lk, where Lk is
defined as the 1D integral of the PED [25]:

Lk =
∫ {∂(ωε)∂ω}ω=ν |Ek(z)|2 dz

max
[{∂(ωε)/∂ω}ω=ν |Ek(z)|2] . (1.10)

By combining Eqs. (1.9) and (1.10), Fsp-dis(υ, k) is rewritten as follows:

Fsp-dis(υ, k) = 3

2

1

n3

c3

υ2

Hk(d)

Lk

1

1 +
k

(
ek · eμ

)2
Dk(υ), (1.11)

where

Hk(z) = εω=υ
∣∣Ek(z)

∣∣2

max
[{
∂(ωε)

/
∂ω

}
ω=υ

∣∣Ek(z)
∣∣2

] . (1.12)

Hk(d) · (
eμ · ek

)2 determines the position dependence of the coupling of the

dipole to a k-mode, and Lk

/{
Hk(d) · (

eμ · ek
)2

}
corresponds to an effective mode

volume for 1D-field confinement (effective mode length) [4, 30].
At a uniform metal–dielectric interface, ωk, Qk, and Lk are independent of the

direction of k. By rewriting Eq. (1.7) as the integral in the polar coordinates k =
(k,φ), Fsp(υ) can be expressed as a function of the propagation constant k = |k|
below the light line:

Fsp(υ) =
∫ ∞

k0(υ)
Fsp-dis

uniform (υ, k)dk, (1.13)
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where k0(υ) is k on the light line. Fsp-dis
uniform (υ, k) is the integral of Fsp - dis(υ, k)

over φ:

Fsp-dis
uniform (υ, k) ≡ ∫ 2π

0 kFsp-dis(υ, k)dφ

= 3π

n3

c3

υ2

1

1 +
k
· hk(d)

Lk
· kDk(υ)

. (1.14)

Here, hk(z) is defined as an integral of 1
/

2π ·Hk(d) · (
eμ · ek

)2 over φ:

hk(z) = α εω=υ
∣∣Ei

k(z)
∣∣2

max
[{
∂(ωε)

/
∂ω

}
ω=υ

∣∣Ek(z)
∣∣2

] , (1.15)

where α = 1/2 and Ei
k(z) = E//k (z) when the dipole moment of the emitter µ is in

the plane of the metal surface, and α = 1 and Ei
k(z) = Ez

k(z) when µ is out of the
plane.

In Fig. 1.2, we show Fsp(υ), Qk, and Lk
/

hk for the exciton lying 10 nm from
the metal surface with various plasma lifetimes τ and in Fig. 1.3 for the exciton
lying at different distances d from the metal surface. The dipole moment of the
emitter, µ is set normal to the metal surface, to maximize coupling to SPP modes.
Dispersion diagrams of SPP were obtained by solving Maxwell’s equations under
the condition of ε′′m <<

∣∣ε′m∣∣, where ε′m and ε′′m are real and imaginary parts of
the complex permittivity of metal [27]. SPP field patterns and an imaginary part of
the propagation constant k′′ are analytically obtained under the same condition. The
value of Qk is estimated with k′′ and a group velocity vg

k : Qk = ωk
/(

2 k′′vg
k

)
[23].

As seen in Figs. 1.2b and 1.3b, the value, of Qk and Lk/hk are dependent on τ and d,
respectively. The different values of τ and d mostly affect Fsp(υ) at υsp through the
values of Qk and Lk

/
hk with a large number of k’s.

Fig. 1.2 (a) Fsp(υ) and the dispersion of SPP and (b) k-dependence of Qk and Lk/hk for the
exciton lying 10 nm apart from a uniform metal surface with various plasma lifetimes τ = 3.125
(for Au at room temperature [RT]), 12.50, and 0.781 μm/c. The electric dipole µ is oriented normal
to the metal surface. Lk/hk takes the same values independent of the values of τ . The exciton’s host
index n and the plasma frequency ωp are set as n = 3.2, and 2πc/ωp = 156 nm, respectively
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Fig. 1.3 (a) Fsp(υ) and the dispersion of SPP, and (b) k-dependence of Qk and Lk/hk for the
exciton lying at various distances d = 10, 15, and 25 nm from a uniform metal surface. The electric
dipole µ is oriented normal to the metal surface. Qk takes the same value independent of the values
of d. The exciton’s host index n, the plasma frequency ωp, and plasma lifetime τ are set as n = 3.2,
2πc/ωp = 156 nm, and τ = 3.125 μm/c, respectively

2.3 Purcell Effect for the Exciton in a Periodically Patterned
Structure and Its Relation to Purcell Effect in a Cavity

Periodical patterning in a metal or dielectric waveguide redistributes the electrical
field and periodically localizes the PED. The excitons lying at the position of the
enhanced PED in a patterned structure gain larger Purcell effect than in an unpat-
terned structure [33]. This Purcell enhancement effect is similar to Purcell effect in
a cavity: in a cavity, the field confinement with a small volume grants an exciton
coupled to a cavity mode a large Purcell factor Fcav(υ) defined as the SE rate into
a cavity mode, normalized by n�0 [34]. We can relate such Purcell enhancement
effects in a periodically patterned structure to Fcav(υ) by considering the localized
PED in a unit cell of a periodical structure [23]. To study it, we investigate the
Purcell enhancement factor Fperi(υ) for a periodically patterned metal surface (plas-
monic structure). We take the same approach as in the previous section, noting that
the periodic structure folds the dispersion diagram into the first Brillouin zone, and
the higher order bands above the light line correspond to scattering the SPPs to non-
SPP far fields. The electric fields of SPP modes Ek′,j(r) in such a 2D-plasmonic
structure are represented as Bloch states [35]:

Ek′,j(r) = uk′,j(r) exp
(
ik′ · x

)
uk′,j(r) = ∑

G �k′,G(r) exp (iG · x)
, (1.16)

where k′, G, and x denote an in-plane wave vector in the first Brillouin zone, a
reciprocal lattice vector, and an in-plane position vector, respectively. Subscript j
labels a dispersion branch, which is identified by the mode profiles

{
�k′,G(r)

}
. Note

that the number of unit cells in space is l2/Scell, where Scell is the area of one unit
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cell in the x − y plane, and the mode volume Vk′,j for Bloch state
(
k′, j

)
is Vk′,j =

Vcell
k′,j

l2
Scell

. Here, Vcell
k′,j is the mode volume defined by the integral of PED in a unit

cell:

Vcell
k′,j ≡

∫∫∫
unit cellp(ω, r)d3r
max p(ω, r)

, (1.17)

where p (ω, r) is the PED function, defined as p(ω, r) = {∂(ωε)/∂ω}|Ek′ , ĵ (r)|2.
The mode’s quality factor Qk′,j is defined by the ratio of the energy dissipation rate

and stored energy of the mode: Qk′,j = ωk′,j�k′,j/
(
�ab

k′,j +�⊥
k′,j

)
, where�k′,j,�

ab
k′,j,

�⊥
k′,j, and ωk′,j are the stored energy, energy absorption rate in metal, out-of-plane

leakage rate, and frequency of the mode, respectively. Replacing Vk, Qk, and
∑

k
in Eqs. (1.7) and (1.8) with Vk′,j, Qk′,j, and

∑
j
∑

k′ , we obtain the enhancement

factor Fperi(υ) and distributed enhancement factor Fdis
peri

(
υ, k′, j

)
for the exciton at

position rA near a periodically patterned metal surface:

Fperi(υ) = �kx�ky
∑

j

∑
k′

Fdis
peri

(
υ, k′, j

) +�kx�ky
∑

j

∑
k′ Ok′,j(υ), (1.18)

Fdis
peri

(
υ, k′, j

) = 3

2

1

n3

c3

υ2

1

1 +
k′,j

Scell

Vcell
k′,j

Hk′,j (rA) ·
(
eμ · ek′,j

)2
Dk′,j(υ), (1.19)

where Hk′,j (r) = ε

∣∣∣Ek′ ,j
∣∣∣2

max p(υ,r) . The spectrum Dk′,j(υ) is defined by Eq. (1.8) with
Qk → Qk′,j. The second term in Eq. (1.18), shown by the summation of Ok′,j(υ),
represents the contribution from the modes which are not sufficiently bound to the
metal–dielectric interface, so that their Vcell

k′,j depend on the real-space length l. The
contributions from non-SPP modes can be included in the second term. We only use
the properties of 2D-Bloch functions to derive Eqs. (1.18) and (1.19). Therefore,
these expressions are valid for any modes described as 2D-Bloch states, no matter if
the structure is a plasmonic or photonic crystal. For photonic crystals with negligible
material absorption, Qk′,j → Q⊥

k′,j ≡ ωk′,j �k′,j
/
�⊥

k′,j. In this case, Q⊥
k′,j for the

modes below the light line approaches infinite, and Dk′,j(υ) becomes a δ-function
[36–38].

To clarify the relation between Eq. (1.18) and Fcav(υ), we analyze the Purcell
effect for coupled cavity modes comprising periodically arranged metal or dielectric
cavities, shown in Fig. 1.4 [23]. In Fig. 1.4, we only consider a dispersion branch
m whose fields are tightly confined around the coupled cavities. The typical field
shape function uk′,m(r) and periodicity dependence of the dispersion diagram are
also drawn in Fig. 1.4. As shown in Fig. 1.4b, if the coupled cavities are far enough
from each other, Qk′,m, Vcell

k′,m, and uk′,m(r) become independent of k′ (those values

are represented by Qm, Vcell
m , and um(r), respectively) and their dispersion relations

become flat, because the interactions among the coupled cavities are so weak that



10 H. Iwase et al.

Fig. 1.4 Coupled cavity arrays (top) and their typical dispersion diagrams (bottom). The disper-
sion flattens as the separation increases from (a) to (b). In the bottom drawings, we only show
dispersion diagrams for a branch m whose fields are tightly confined around the cavities; the dis-
persion is almost independent of k′ when the cavities are far enough apart from each other, shown
in (b). uk′ ,m(r) shown in (a) and um(r) shown in (b) are k′-dependent and k′-independent field
shape functions of Bloch states, depending on their periodicities

the optical properties approach those of a cavity mode [23, 39]. Assuming that the
exciton is located at the field maximum of um(r) and υ = ωm (a resonant frequency
of the cavity) with p (ω, r) = {

∂ (ωε)
/
∂ω

} ∣∣uk′,j(r)
∣∣2 and 1/(1 +
k′,j) = 1/2 [31],

the summation of Fdis
peri

(
υ, k′, j

)
for branch m in the first Brillouin zone leads to

Fm(υ) ≡ �kx�ky ∑
k′ Fdis

peri

(
υ, k′, m

)

= 3
4π2

(
2πc
nυ

)3 Qm
Vcell

m

, (1.20)

where Fm(υ) is the normalized SE rate into the modes in branch m. Equation (1.20)
is identical to the expression for Fcav(υ), regarding Vcell

m as a mode volume of a cav-
ity mode [23, 34, 40]. This agreement indicates that um(r) and Vcell

m can be regarded
as a cavity field and its mode volume, in case the interaction among coupled cavities
is negligible. In other words, the field um(r) created by the composition of the scat-
tered SPP waves approaches a cavity field with the scattered SPP tightly confined in
each unit cell.
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2.4 Experimental Study of Purcell Enhancement Effect of the
Exciton Lying in a Metal–Insulator–Metal Heterostructure

We experimentally investigated the Purcell enhancement effect for the exciton in the
InP–TiO–Au–TiO–Si heterostructure [14]. We replace the top layer of a symmetric
InP–Au–InP structure with a slightly higher index silicon layer, which confines the
antisymmetric-like SPP mode close to the Au layer in the infrared. The resulting
underlying InP–TiO–Au–TiO–Si structure is shown as the inset of Fig. 1.5a, where
TiO layers are added as protection against interdiffusion. The corresponding dis-
persion relations of SPP modes are shown in Fig. 1.5a. The solid lines show the
dispersion as derived analytically from Maxwell’s equations, ignoring metal absorp-
tion; we verified these by finite difference time domain (FDTD) simulations, shown
in the dotted line. The antisymmetric-like SPP modes appear above the light line
for the top layer (Si) and below the light line for the bottom layer (InP) because of
their index mismatch (nSi = 3.4 and nInP = 3.2), but are confined by the waveguide
consisting of a Si layer. We refer to these modes as the waveguide-confined (WC)
antisymmetric modes. The symmetric branch is shifted toward lower frequencies in
the structure with Si because of SPP overlap with a Si layer [32]. Figure 1.5b shows
the distributions of PED for symmetric and WC-antisymmetric modes in the unpat-
terned InP–TiO–Au–TiO–Si structure. The PED for the WC-antisymmetric mode is
asymmetric relative to the middle of the Au layer, and thus has a minimum inside of
the Au layer, leading to low absorption losses. The mode confinement to an ultra-
small region around metal–dielectric interface, well below the optical diffraction

Fig. 1.5 Dispersion diagrams, field patterns, and distributions of PED in the proposed metal–
dielectric heterostructure. (a) Dispersion diagrams for the unpatterned InP–TiO–Au–TiO–Si
structure (inset), and for an InP–TiO–Au–TiO structure, obtained by analytically solving Maxwell
equations (lines) and verified by FDTD simulation (dots). The thicknesses of layers in the inset
are 4, 20, 4, and 400 nm, respectively, from the bottom. (b) Distributions of PED for symmetric
(bottom) and WC-antisymmetric modes (top) for InP–TiO–Au–TiO–Si at 1,350 nm
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limit, provides large Purcell enhancement for excitons in a nearby quantum well
stack.

To theoretically estimate the SE enhancement, we assume the InP-based QW
stack with light hole (LH) transition at 1,350 nm lies 30 nm from the Au surface.
Since the excitons lying beneath the Au layer are coupled to both SPP and non-
SPP modes, the total Purcell enhancement factor is represented by summing all of
these contributions:F = Fnon - SPP + FWC - antisym - SPP + Fsym - SPP. From FDTD
simulations, the coupling of excitons to the parallel component of the SPP field
is negligible because E2

///E
2⊥ < 0.1 at 1,350 nm and at the MQW position. To

simplify the analysis, we ignore the ohmic loss (Qk → ∞). In the infrared, this
approximation gives Fsp(υ) almost the same values as with the ohmic loss at room
temperature (see Fig. 1.2). From Eqs. (1.8), (1.10), (1.12), (1.13), and (1.14), we
obtain Purcell enhancement rate for SPP modes:

FSPP = 2

3
× 3πc3kE2⊥ (a)

2nω2
∫ ∞
−∞

[
∂ (ωε)

/
∂ω

]
E2(z)dz

dk

dω
, (1.21)

where we approximate 1/(1+
k) = 1/2 because the frequency of the emitted light
is far from υsp [23]. The factor 2/3 in Eq. (1.21) comes from the ratio of the cou-
pling strengths of µ parallel to E⊥ and E‖ for LH transition [6, 41]. dk/dω in Eq.
(1.21) comes from

∫
kDk(υ)dk → ∫

kδ (ωk − υ)dk = ∫
k (dk/dω) δ (ω − υ)dω =

k (dk/dω)|ω=υ with Qk → ∞. By using the dispersion relations shown in Fig. 1.5a
and the spatial distribution of PED shown in Fig. 1.5b, FWC - antisym - SPP and
Fsym - SPP were theoretically estimated to be 0.8 and 2.8, respectively. A smaller
group velocity and strong field confinement (which can be seen in Fig. 1.5b) for
symmetric modes lead to Fsym - SPP larger than FWC - antisym - SPP. With Fnon - SPP ≈
1, an overall Purcell enhancement factor is F ≈ 4.6.

2.4.1 Sample Preparation

In our experiment, the InP–TiO–Au–TiO–Si structure is patterned with a hexago-
nal array to form a plasmonic crystal. Inset of Fig. 1.6a shows a scanning electron
microscope (SEM) image of the fabricated hexagonal plasmonic crystal. The intro-
duction of plasmonic crystals folds the branches of the dispersion diagram shown in
Fig. 1.5a back into the first Brillouin zone and opens mini-bandgaps at high symme-
try points [6, 42]. This approach redirects the emission coupled to the SPP modes
into the vertical direction (Γ -point), which is collected in our experiment.

The active region consists of five 0.9% tensile-strained InP-based multiquantum
wells (MQWs) located 20 nm apart from the TiO layer: MQWs are located 24–
102 nm away from the Au surface. The Au, Si, and 2 nm thick Ti layers were
deposited by evaporation. Ti layers were subsequently oxidized in oxygen plasma
to produce 4 nm thick TiO layers that prevent Au migration into Si and InP during
the fabrication and the measurement. We confirmed that this oxidation process does
not affect the spectrum of MQWs relative to its intensity and shape before fabrica-
tion of TiO layers. The hexagonal pattern in the Au layer (the inset of Fig. 1.6a)
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Fig. 1.6 Photoluminescence measurements in plasmonic crystals. (a) Spectra for InP–TiO–Au–
TiO hexagonal plasmonic crystals. (b) Spectra for InP–TiO–Au–TiO–Si hexagonal plasmonic
crystals. Lattice constants (a) of the crystals are 540, 500, 460, 420, 380, 340, and 300 nm, respec-
tively, from the top. The bottom plots show the spectra for the samples without hexagonal patterns.
Vertical dashed line indicates the wavelength of 1,350 nm for which the time-resolved PL measure-
ments in Fig. 1.7 are taken. Arrows indicate the theoretically estimated frequencies of symmetric
(solid) and WC-antisymmetric (blank) modes with k = 4π/

√
3a in the structure without hexagonal

pattern. The inset in (a) is a SEM image of a hexagonally patterned Au layer

was fabricated by electron beam lithography with ZEP-520 resist and subsequent
Ar-ion milling in an area of 27 × 27 μm2. We prepared samples with different
periodicities of the hexagonal arrays to study the effect on vertical photolumines-
cence (PL) extraction efficiency. The hole radius in hexagonal arrays is chosen to
keep the filling factor at 11%. The filling factor was chosen as small as possible to
extract enough PL for decay-time measurement. Subsequent deposition of Si on top
of the patterned Au layer leads to Si-filled holes in the Au plasmonic crystal. For
comparison, we also prepared InP–TiO–Au–TiO structures and samples without the
hexagonal arrays.

2.4.2 Photoluminescence Measurement

We first consider the coupling between the MQWs and the plasmonic crystal by
measuring PL intensity of crystals with varying periodicities. The excitation wave-
length was 980 nm. The PL from the sample was collected with the same objective
lens and detected with a spectrum analyzer or a streak camera. We observed trans-
verse magnetic (TM)-polarized PL due to the LH transition near 1,350 nm for the
bare MQW wafer; the PL due to the heavy-hole (HH) transition was completely
suppressed at room temperature. Figures 1.6a, b show the spectra for InP–TiO–
Au–TiO and InP–TiO–Au–TiO–Si structures with and without hexagonal arrays of
various lattice constants (a). The solid and blank arrows in Figs. 1.6a, b indicate the
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theoretically estimated frequencies of the symmetric and WC-antisymmetric modes
with k = 4π/

√
3a in the structure without hexagonal pattern. Those points are of

particular interest because they are folded back to the Γ -point in plasmonic crys-
tal, corresponding to vertical emission [6]. In the PL spectra for InP–TiO–Au–TiO
shown in Fig. 1.6a, we observe an enhanced PL signal which shifts toward lower
frequencies with an increase in a. These enhanced PL spectra have a maximum
when the frequencies indicated by the solid arrows cross the spectrum of the MQW
gain around 1,350 nm, which proves that these PL signals correspond to the sym-
metric SPP modes (see Fig. 1.5) vertically scattered by the hexagonal array with
the same reciprocal vector as the wave vector of SPPs (Γ -point). The background
signals independent of a, which were extremely small in the PL spectrum for the
structure without hexagonal pattern (bottom plots), arise from uncoupled excitons
located beneath the holes in plasmonic crystal. In the PL spectra for InP–TiO–Au–
TiO–Si, we expect to see two kinds of enhanced PL signals corresponding to the
two SPP modes: symmetric and WC-antisymmetric (see Fig. 1.5). These are visible
in the spectra with a = 380–500 nm in Fig. 1.6b. Comparing Fig. 1.6a, b, we note
that the PL signals corresponding to symmetric modes are shifted toward lower fre-
quencies because of approximate index matching with the extra Si layer, as expected
from Fig. 1.5a. The intensities of the signals corresponding to the symmetric modes
were smaller than those corresponding to WC-antisymmetric modes because of their
larger metal absorption loss. The PL peak observed in the spectrum for a = 540 nm
(top plot in Fig. 1.6b) coincides with the light line for TiO layers (n = 2.5), and we
expect that the structural periodicity of the Si waveguide induced by the hexagonal
arrays probably scatters the light traveling through the TiO layers.

2.4.3 Time-Resolved (Decay-Time) Measurement

The coupling efficiency of PL into plasmon modes can be increased substantially in
our structure by enhancing the spontaneous emission rate via the Purcell effect. In
Fig. 1.7a, b, we directly measure this Purcell enhancement with time-resolved PL
measurements. Figure 1.7a shows the initial PL decay rates defined as normalized
time derivatives of the initial PL decay (δPL/δt) t=0

/
PLt=0 measured at the wave-

length of 1,350 nm for spectra (1), (2), and (3) shown in Fig. 1.6b and for a bare
MQW wafer, with different pumping powers I. Figure 1.7b shows the PL decay
curves for the spectrum (2) (top plot) and for a bare MQW wafer (bottom plot),
with the pumping power of I = 6 mW. To experimentally evaluate the Purcell
enhancement factor from the time-resolved PL measurements shown in Fig. 1.7, we
considered the Boltzmann approximation for decay rate of the carrier density N. In
this approximation, the time derivative of N in undoped semiconductors is expressed
as a polynomial of N: dN/dt = −AN − BN2 − CN3 where the coefficients A, B,
and C correspond to surface- or defect-related recombination, bimolecular recom-
bination, and an Auger process, respectively [41]. Among the three recombination
processes, only the second term contributes to PL radiation: PL ∝ BN2, and thus
(dPL/dt) t=0

/
PLt=0 is expressed by the following equation:
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Fig. 1.7 Time-resolved photoluminescence measurements. (a) Initial slope of the PL decay
(δPL/δt) t=0/PLt=0 plotted as a function of the pump power I, for a bare MQW wafer and for
spectra (1), (2), and (3) in Fig. 1.6b at the denoted wavelength of 1,350 nm. Dashed lines are fits to
the experimental data. (b) PL decay curves for a bare MQW wafer (bottom plot) and for spectrum
(2) (top plot) with I = 6 mW. The excitation wavelength was 750 nm

(dPL/dt) t=0

/
PLt=0 = −2A − 2BN0 − 2CN2

0 . (1.22)

The values of I for the measurement were much lower than the saturation power
for excitation of MQWs, and thus the initial carrier density N0 could be consid-
ered proportional to I (N0 ∼= ηI, where η is the excitation efficiency). Hence, Eq.
(1.22) can be also rewritten as a polynomial of I. Since the observed values of
(δPL/δt) t=0

/
PLt=0 change linearly with I in Fig. 1.7a, we could neglect the Auger

process represented by the third term in Eq. (1.22) under our measurement con-
dition. In this case, from the slope and offset of results in Fig. 1.7a, we estimate
Ab = 0.54×109 s−1, Am = (0.63 ± 0.03)×109 s−1, and Bmηm

/
Bbηb = 1.5 ± 0.2,

where superscripts b and m indicate the values for a bare MQW wafer and the InP–
TiO–Au–TiO–Si structures, respectively. The large values of A could be due to the
deformation caused by the large tensile strain applied in MQWs. The slopes of the
fitting lines for spectra (1), (2), and (3) are almost the same within plotting errors.
We can expect the position dependence of the radiative decay of the excitons within
a unit cell of our plasmonic crystal [33]. However, the thermal diffusion length of
carriers in GaInAsP during the typical decay time of 100 ps is estimated on the order
of 10 μm, much longer than the radii of the holes in the hexagonal pattern [43].
Hence the position dependence of the radiative decay of the excitons within a unit
cell of our plasmonic crystal is not observable in this measurement. We extract the
Purcell enhancement factor from Bmηm

/
Bbηb. ηm

/
ηb can be replaced by the ratio

of the transmissions of the pump beams through plasmonic crystal and bare MQW
wafer, which is estimated to be 0.45 by spatial averaging. Therefore, the Purcell
enhancement factor with nonradiative decay ignored, which should be identical to
the ratio of Bm

/
Bb, is estimated to be 2.9–3.7. Our experimentally estimated value
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of F falls within 75–80% of the theoretical estimate. One contribution to the reduc-
tion in F is InP oxide formed on the InP surface during fabrication, which lowers the
refractive index and shifts the mode toward these layers and away from the MQW
position (such a mode shift is also visible for TiO layers, as shown in Fig. 1.5b). We
speculate that another contribution is the presence of uncoupled excitons located
under dielectric holes in the hexagonal array due to large leakage losses in the
dielectric band, which redirect part of the PL emission into the non-SPP modes
(background PL).

3 Spontaneous Emission Modification in a Surface
Plasmon Defect Cavity

In this section, we discuss cavity designs in metallic grating structure to achieve
spatial control over the exciton–SPP coupling.

3.1 Spontaneous Emission Control in an SPP Defect Cavity

Continuing with the theme of SE rate enhancement, a cavity design offers more
variety and control of quantum emitters. In photonic crystal designs, a cavity mode
lies within a photonic bandgap; thus the emission into the cavity mode is enhanced
while the emission into free-space modes is suppressed. In the same manner as
electromagnetic modes in dielectrics, metal–dielectric structures can control the
enhancement of emitters by directing emission to surface plasmon cavity modes.
As with photonic crystal designs, we wish to investigate the cavity characteristics
of the surface plasmon modes, namely, quality factor and mode volume. We would
expect that absorption losses in the metallic portion of the cavity would generally
be higher than absorption in a dielectric, and thus would decrease quality factor. On
the other hand, we may try to exploit this small mode volume in cavity design by
creating defect modes on a patterned surface.

As discussed in the previous sections, the modification of SE is related to the
quality factor and mode volume of electromagnetic modes that interact with an
active medium. Much like the reduced mode volumes of the propagating modes on
a patterned metallic surface, a defect mode supported by a metallic structure could
also be used to enhance the emission of emitters. Such metallic cavity structures
would sacrifice ultra-high quality factors for low mode volumes, and maintain the
ease of fabrication. While there have been reports of enhancement of photolumines-
cence by coupling emitters to regions of high SPP density of states (DOS) [24]
and reports of coupling emitters to metallic nanowires and nanotips to enhance
Purcell factors, a plasmonic crystal cavity would allow greater control of emission
properties with the same fabrication processes [44].

In order to create a strongly confined mode, we would like to construct mir-
rors that are highly reflective over the bandwidth of a cavity. Several authors have
demonstrated decreased transmission by using periodic structures to manipulate
SPPs [45, 46]. These experiments confirm the existence of backscattering and a
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plasmonic bandgap in metallic gratings. In addition, other groups have demon-
strated that SPP interfere as normal waves and set up standing waves under certain
conditions [47]. Given such properties, it is easy to conceive a cavity that is the mar-
riage of the previous two devices, a cavity that contains the electromagnetic field
of the plasmon mode with metallic distributed Bragg reflector (DBR) gratings on
either side of the cavity. While some plasmonic DBR cavities have been proposed
in previous works [47, 48], the designs are often impractical to fabricate.

In the section below, we propose such a metallic grating cavity. The structure is
shown in Fig. 1.8a and is composed of gratings with thin slices of metals on either
side of an uninterrupted surface, which forms the cavity. Such a grating will open
a plasmonic bandgap at a frequency to be determined by the grating periodicity
(a). The periodicity of the grating that opens a plasmonic bandgap at frequency ω
may be determined from the dispersion relationship of SPPs at a metal–dielectric
interface [27]:

ksp = π

a
= ω

c

√
εdεm

εd + εm
. (1.23)

In this work, we assume that the dielectric is GaAs, with permittivity εd =
εGaAs = 12.96 and the metal is silver, with permittivity estimated from the Drude
model as εm = ε∞ − (ωp

/
ω)2 with ε∞ = 1 and the plasmon energy of silver

as �ωp = 8.8eV (λp = 140nm) [6]. Setting an operation energy of �ω = 1.2eV,
we determined the grating periodicity to be a = 116 nm. Although the metal is
only 30 nm thick, coupled modes between the air–metal interface and GaAs–metal
interfaces have a negligible impact on the dispersion relation.

2D finite difference time domain (FDTD) simulations with discretization of 1
unit cell per 2 nm were conducted with 5 periods of the DBR gratings on either side
of a cavity and using the Drude model for the metal [6]. The depth of grooves in
GaAs (filled with metal) and the metal slab layer thickness were both set at 30 nm

Fig. 1.8 (a) The proposed
structure. (b)–(d) Mode
profiles (|E|2) with cavity
lengths 216, 328, and
440 nm, respectively. These
correspond to 2, 3, and 4
peaks of the electric field
intensity inside the cavity
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while the groove width was set at 20 nm. In order to analyze the radiative char-
acteristics of the cavity mode, we first reduce the absorption losses of the metal
to 2,000 times less than the losses at room temperature (RT). Such a reduction is
noted from here on as the loss factor ξ and corresponds to a damping energy of
�η = �ηRT/ξ = 2.5 · 10−5eV. The cavity length was then varied over multiple
grating periods to determine its effect on the modes. Three prospective modes with
their electric field profiles are shown in Fig. 1.8 and the influence of cavity length
on the mode quality factor (Q) and frequency is shown in Fig. 1.9. The Q factors
were calculated using Qr,nr = ω0U/Pr,nr, where ω0 is the frequency of the mode,
U is the electromagnetic energy of the mode, and Pr,nr is the power lost from the
mode via radiative or nonradiative channels. First, we see that indeed the modes
display standing wave patterns inside the cavities. Moreover, the peak quality fac-
tors of the modes are separated by grating periods, again supporting the idea that a
standing wave is formed by the reflectors on either side of the cavity. The peak qual-
ity factor is approximately 1,000, and losses are dominated by radiation through the
dielectric. The peaks of the quality factor all occur around ω = 0.153ωp suggesting
a bandgap around that frequency. It is also noteworthy that the radiation parallel
to the metal–dielectric interface is not the dominant pathway for losses, suggest-
ing that increasing the number of DBRs would not enhance the overall Q of the
modes. Finally, we see that the plasmonic modes of the DBR cavity exhibit a donor
tendency, as the modes decrease in frequency as the cavity length increases.

The calculated Purcell enhancement of a quantum emitter (such as an InAs/GaAs
quantum dot – QD) per cavity width Y (in μm) in the y-direction normal to the plane
of the 2D simulation is shown in Fig. 1.10 (see Fig. 1.8). The Purcell enhancement,
assuming negligible spectral detuning and nonradiative emitter decay (�nr) is

Fig. 1.9 Dependence of
(a) frequency and (b) quality
factor (Q) of the localized
plasmon mode on the cavity
length. In (a), the dots sizes
are proportional to the mode
Q factor
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Fig. 1.10 (a) Dependence of Purcell enhancement (normalized by width of the cavity in the y-
direction of Fig. 1.8 on cavity length for various emitter positions relative to the metal–dielectric
interface (z-direction). (b) Exponential decay of the electric field in the dielectric (|E|2) away from
the metal–dielectric interface, plotted for three different cavity lengths corresponding to maximum
Purcell enhancements. The decay constant of 36 nm is consistent with the plasmon modes in the
bandgap at the ksp = π/a point. (c) Normalized Purcell enhancement as a function of emitter
position (in the x-direction) inside the 440 nm cavity for four different emitter distances from the
metal–dielectric interface

F = �b + �nr + �pl

�b + �nr
≈ 1 + �pl

�b
= 1 + 3

4π

(
λ

n

)3 Q

V

∣∣∣∣ E

Emax

∣∣∣∣
2

(1.24)

where �b is the emitter spontaneous emission rate in bulk, �pl is the emission rate
of the QD coupled to the plasmon cavity mode, Q is the quality factor, and V is the
mode volume defined for 2D simulations as

Vm =
∫∫∫

εE(x, z)
∣∣E(x, z)2

∣∣ dxdz

max[εE(x, z) |E(x, z)|2]
Y (1.25)
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Here, Y is the width of the cavity and the effective dielectric constant is as
above [31]:

εE(x, z) = d(ωε(x, z))

dω
=

{
ε∞ + (ωp

/
ω)2 metal

εd non-metal
(1.26)

The curves pictured in Fig. 1.10 are simulated for various depths of a quantum
emitter relative to the metal–dielectric interface. The larger of the cavities seem to
have large tolerances of cavity lengths that could lead to the high Purcell factors. As
shown in Fig. 1.10b, the electric field amplitude decays exponentially away from
the metal–dielectric interface, as expected for SPP modes. Moreover, the decay pro-
files of all three modes are very similar, and the decay constants of |E|2of 36 nm
is consistent with the plasmon mode at the k = π/a point. This again shows that
a plasmon frequency is selectively contained by the bandgap created from the grat-
ings. The high confinement of the plasmonic mode corresponds to a mode area of
50 nm2 for 2D simulations, much smaller than the (λ/n)2 area achieved for pho-
tonic crystal cavities. If we were able to contain the field in the y-direction to 50 nm
as well, we could in theory achieve the strong coupling regime. Namely, for an
InAs/GaAs quantum dot with a dipole moment of μ = 10−28 cm [49] positioned
20 nm from the metal–dielectric interface in the tail of E-field antinode and resonant
with the field, the emitter–cavity field coupling is

g = μ
√

ω

2ε�Vm

∣∣∣∣ E

Emax

∣∣∣∣ = 2π · 170 GHz (1.27)

Note that because Emax is not located in the middle of the cavity, but at corners of
the cavities, the coupling factor is degraded from maximum values. For comparison,
γ (the emitter decay rate without a cavity, dominated by radiative decay, �b) and
κ = ω/(2Q) (the cavity field decay rate) are 2π · 1 and 2π · 160 GHz, respectively.
For such a set of parameters, g > γ , κ , and the onset of the strong coupling regime
is reached. While degradation of Q may result from fabrication imperfections, even
a tenfold drop in Q may still result in Purcell enhancements of hundreds, enabling
such a device to be used in quantum information applications [50].

Another interesting property of the cavity is the effective range for high Purcell
effect. As shown in Fig. 1.10c, the electrical field amplitude follows a standing
wave profile of an even mode in the x-direction and exponentially decays in the z-
direction. While the Ez field dominates for this mode, the contribution of the Ex field
increases as we approach the surface, making the electric field amplitude near the
surface significant throughout the cavity. This effect may allow for easier coupling
to quantum dots embedded throughout the substrate.

In plasmonics, one great concern is the losses of the metal at optical frequencies.
However, after locating the modes with peak Purcell factors, we can slowly increase
losses from the previous structures and observe effects on the Purcell enhancement.
First, we note that the mode volume does not change by much for most loss factors
(by 1% at ξ = 25). The modification of Purcell enhancement then derives mostly
from the change in quality factor. As shown in Fig. 1.11, there are two regimes of
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Fig. 1.11 Dependence of
Purcell enhancement on the
loss factor, ξ , in the Drude
model (ξ is inversely
proportional to the damping
frequency). The Purcell
enhancements are calculated
for emitters 20 nm from the
metal–dielectric interface for
three different cavity lengths

behavior explained by describing the total Q as the parallel combination of Qrad
(radiative quality factor) and Qabs (absorptive quality factor):

1

Qtot
= 1

Qrad
+ 1

Qabs
(1.28)

For ξ > 100, the quality factor of the absorption mechanism is much higher than
the radiative quality factor, and the near constant Qrad dominates. For ξ < 100, the
absorption quality factor dominates and results in the linear decrease in the total Qtot
factor. For loss factors less than 25, the mode is changed, resulting in a diminished Q
and negligible Purcell enhancement. It has been noted recently that high loss factors
may be difficult to obtain, but we could still potentially achieve high Purcell factors
as we decrease the width of the cavity in the lateral directions.

3.2 Surface Plasmon Grating as a Cavity

In addition to the previously described defect cavity, we could also consider a small
(truncated) metallic grating as a nanocavity and compute its cavity characteristics.
We modify the design from above to have the grating in air. Such a design serves
two purposes. First, the emission of such a structure is directed away from the metal
and toward the collection optics in air. Second, because the confinement of the SPP
mode is inversely dependent on the index of the dielectric material, using a lower
index material helps to increase the size of the structure. This eases the restriction
on fabrication, as devices operating around 900 nm now have characteristic lengths
of hundreds of nanometers.
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Fig 1.12 (a) The proposed plasmonic grating-cavity structure. (b)–(d) Mode profiles of the cavity
(magnetic field intensity |H|2). The fundamental, second-, and third-order modes that match the
grating periodicity are shown. These modes correspond to 1, 2, and 3 peaks of magnetic field
intensity per grating period. (e) Band edge points as the k vector of the grating is varied. The star,
circle, and square markers represent the first-, second-, and third-order modes, respectively. The
normalized frequencies of the modes are plotted against the one, two, or three times the k vector
of the grating, depending on the order of the mode. The SPP dispersion relation is plotted as the
solid line

We analyze the grating structure again using FDTD simulations with the models
mentioned above [6]. The structure shown in Fig. 1.12a is a grating with 11 uniform
periods, truncated at the edges. Such a grating supports at least the first three modes
as shown in Fig. 1.12b–d. As we change the period of the grating, the Brillouin zone
edges change, and the frequencies of the standing wave modes shift (Fig. 1.12e).
By plotting the first-, second-, and third-order frequencies against one, two, and
three times the grating k vector, respectively, the standing wave points should trace
out the SPP dispersion relation. For low grating k vectors, the band edge points lie
very close to the approximately linear dispersion line. Deviation from the dispersion
relationship for higher normalized frequencies is expected as higher order bands
have increased bending.

We experimentally investigate the SE enhancement in the metal grating struc-
tures. We spincast PbS colloidal QDs on the metallic grating and attempt to measure
the effect of the grating. The PL of the bulk QDs is shown in Fig. 1.13a, while
the normalized PL intensities of the dots on gratings of various periodicities are
shown in Fig. 1.13b. The Purcell factor is defined as in Eq. (1.24). By dividing
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Fig 1.13 PbS quantum dot
luminescence coupling to
plasmonic gratity-cavities. (a)
The normalized bulk
intensity. (b) The normalized
outcoupled PL intensity for
various grating periodicities,
for the second-order grating
mode. There are both
enhancements in the
outcoupling as well as
changes in the peak location.
The arrows matching to each
periodicity indicate the
predicted peak wavelength
using FDTD. The simulated
structure included a 72-nm
layer of QDs on top of the
grating and used 160 nm as
the width of the higher
portion of the grating

the PL collected from the grating by the bulk PL and normalizing to account for
the unenhanced portions of the spectrum, we can obtain F − 1, or the outcoupled
portion of the enhancement. In this case, there is significant enhancement of PL for
grating periodicities of 520 and 540 nm. In addition, the PL of the dots on the grat-
ing demonstrates a noticeable shift in frequency, as the PL peak shifts by 100 nm
when the grating periodicity decreases by 80 nm. Finally, each of the PL spectra
demonstrates a decrease in the linewidth from the bulk PL broadening.

While the SPP grating in air offers a wide range of tuning for wavelength, we
must also account how the finite thickness of the quantum dot layer on top of grat-
ing affects the mode. In fact, we repeat FDTD simulations for a multilayered device,
assume an effective index of 1.8 for the layer of quantum dots. Here, we find a split-
ting of the modes that is confined differently in the dot layer and air. These two
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Fig. 1.14 |H| and |E| field
profiles for the lowest two
grating modes in a multilayer
grating structure, with a
quantum dot layer on top of
the metal

modes form a splitting much like that in a classical one-dimensional DBR stack
(Fig. 1.14). The first-order mode has most of the electric field confined to a small
volume in the higher index, while the second-order mode electric field is more spa-
tially delocalized and interacts with more of the air. Through trials of varying the
thickness of the new layer, we determine with simulations that the dot thickness
on top of the metallic grating is approximately 80 nm, which is in agreement with
measurements.

4 Conclusions

In conclusion, we have shown theoretically and experimentally that it is possible to
control the SE rate of an exciton by its coupling to metal–dielectric surfaces. The
design of the structures we discuss in this chapter supports SPP of reduced ohmic
loss and small mode volumes that overcome diffraction limit. These advantages
make such metal–dielectric structures attractive for novel photoelectric devices. As
opposed to waveguides or cavities in dielectric, metal surface naturally confines
electromagnetic field without elaborate air bridges or DBR structure, which allows
for compact devices. We experimentally show that if the exciton lies close enough
to the metal surface, more than 80% of PL is emitted into SPP modes. In addi-
tion, we also demonstrate that there is a strong enhancement of emitters coupled
to metallic grating-like modes. Both types of devices demonstrate the possibility
of efficient coupling between the emitters and SPP waveguides. Finally, we show
that defect modes in patterned metallic surfaces can be used to confine SPP modes
on the metal–dielectric interface. Such a device is characterized by extremely small
mode volumes and high electrical field confinement. We hope that the design princi-
ples described in this chapter will help enable improved optoelectronic devices and
sensors.
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20. Gong, Y., Vučković, J.: Design of plasmon cavities for solid-state cavity quantum electrody-
namics applications. Appl. Phys. Lett. 90, 033113 (2007)

21. Kimble, H.J.: Structure and dynamics in cavity quantum electronics. In: Berman, P. (ed.)
Cavity Quantum Electrodynamics, pp. 213–219. Academic, San Diego, CA (1994)

22. Englund, D., Faraon, A., Fushman, I., Stoltz, N., Petroff, P., Vučković, J.: Nature 450, 857
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Chapter 2
Surface Plasmon Enhanced Solid-State
Light-Emitting Devices

Koichi Okamoto

Abstract A novel method to enhance light emission efficiencies from solid-state
materials was developed by the use of surface plasmon (SP). A 17-fold increase
in the photoluminescence (PL) intensity along with a 7-fold increase in the inter-
nal quantum efficiency (IQE) of light emission from InGaN/GaN quantum wells
(QWs) was obtained when nanostructured silver layers were deposited 10 nm above
the QWs. A 32-fold increase in the spontaneous emission rate of InGaN/GaN at
440 nm probed by the time-resolved PL measurements was also observed. Likewise,
both light emission intensities and rates were enhanced for organic materials, CdSe-
based nanocrystals, and also Si/SiO2 nanostructures. These enhancements should be
attributed to the SP coupling. Electron–hole pairs in the materials couple to electron
vibrations at the metal surface and produce SPs instead of photons or phonons. This
new path increases the spontaneous emission rate and the IQEs. The SP-emitter cou-
pling technique would lead to super bright and high-speed solid-state light-emitting
devices that offer realistic alternatives to conventional fluorescent light sources.

Keywords Plasmonics · Surface plasmon · Polaroiton · Light-emitting device ·
InGaN · Quantum well · CdSe · Quantum dot · Silicon naocrystal

1 Introduction

Conduction electron gas in a metal oscillates collectively and the quantum of this
plasma oscillation is called “plasmon.” A special plasma oscillation mode called
“surface plasmon (SP)” exists at an interface between a metal, which has a nega-
tive dielectric constant, and a positive dielectric material [1]. The plasma oscillation
frequency (ωSP) of the SP is different to that in the bulk plasmon (ωP). The charge
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Fig. 2.1 (a) Schematic diagram of the surface plasmon (SP) and surface plasmon polariton (SPP)
generated at the metal/dielectric interface. (b) Propagation along the x axis and penetration along
the z axis of the surface plasmon portions

fluctuation of the longitudinal oscillation of the SP, which is localized at the inter-
face, is accompanied by fluctuations of transversal and longitudinal electromagnetic
fields, which is called surface plasmon polariton (SPP). Schematic diagram of the
SP mode and the SPP mode generated at the metal/dielectric interface is shown in
Fig. 2.1a. As the SPP is one of the electromagnetic wave modes, it can interact with
light waves at the interface and it brings novel optical properties and functions to
materials. The technique of controlling and utilizing the SPP is called “plasmonics”
and has attracted much attention with the recent rapid advance of nanotechnology
[2–4].

Figure 2.1b shows behaviors of the SPP at a metal/dielectric interface. The wave
vector of the SPP (kSP) along the x direction (parallel to the interface) can be written
with the following equation when the relative permittivity of the metal is ε1 =
ε′1 + ε′′1i and that of the dielectric material is ε2 [1]:

kSP = ω

c

√
ε′1ε2

ε′1 + ε2
+ ω

c

(
ε′1ε2

ε′1 + ε2

) 3
2 ε′′1

2ε
′2
1

i, (2.1)

where ω and C are the frequency of the SPP and the light velocity in vacuum, respec-
tively. The first term of this equation is known as the dispersion relation of the SPP.
Figure 2.2a shows the typical dispersion relations of the SPPs at Al/GaN, Ag/GaN,
and Au/GaN interfaces. Usually, the kSP values are much larger than the wave vector
of the light wave propagated in the dielectric media, because ε′1 < 0 at the visible
wavelength regions. This fact suggests that the SPP can propagate into nanospaces
much smaller than the wavelength. This is one of the most important features of
the SPP. This enables us to shrink the sizes of waveguides and optical circuits into
nanoscale [5]. kSP becomes infinity when ε′1 + ε2 = 0 and the frequency under this
condition is ωSP. The second term of Eq. (2.1) indicates damping of the SPP mode.
Figure 2.2b shows the propagation length (Lx) of the SPP at Al/GaN, Ag/GaN, and
Au/GaN calculated by Eq. (2.1). This figure suggests that the SPP can propagate to
a few tens or a few hundreds of micrometers.

Wave vectors of the SPP (kzj) along the z direction (perpendicular to the interface)
in a metal (j = 1) or a dielectric material (j = 2) are given by [1]
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Fig. 2.2 (a) Dispersion diagrams of the SPP at Al/GaN, Ag/GaN, and Au/GaN interfaces. (b)
Penetration depths and propagation distances of the SPP at Al/GaN, Ag/GaN, and Au/GaN
interfaces calculated by Eqs. (2.1) and (2.2), respectively

kzj =
√
εj

(ω
c

)2 − k2
SP (j = 1, 2). (2.2)

kzj should be an imaginary number because kSP is larger than the light line. This
suggests that the SPP cannot propagate to the z direction but decays exponentially.
Figure 2.2b also shows the penetration depth (dz) of the SPP into GaN at each inter-
face calculated by Eq. (2.2). The dz values strongly depend on the wavelength but
are always much shorter than 1 μm. This means that the electromagnetic fields
of the SPP are strongly localized at the interface and it makes giant fields at the
interface. This huge field enhancement effect is also one of the most important fea-
tures of the SPPs. It has been applied to sensors which have high sensitivities based
on the surface plasmon resonance (SPR) at the interface [6]. Moreover, the SPPs
can be localized into one-dimensional spaces using metal nanowires. Localized sur-
face plasmon (LSP), which is localized into zero-dimensional spaces using metal
nanoparticles, is well known for application of the surface enhanced Raman scat-
tering (SERS) [7]. The LSP nanoprobes enable the optical imaging with super
resolution and very high sensitivity [8].

Moreover, several future possibilities of plasmonics have been proposed recently,
e.g., the plasmonic metamaterials [9] with negative refractive index at visible
regions, the plasmonic therapy for cancer, and the optical cloaking technology [10]
based on plasmonics. Undoubtedly, plasmonics becomes a key technology at wider
fields and would attract much more attention in the near future. Here, I describe
one of the new applications of plasmonics, that is, surface plasmon enhanced light
emissions. Recently, I and my coworkers developed a novel method to enhance the
light emission efficiencies from solid-state materials by the use of surface plasmon.
The technique we invented adds new potential to plasmonics.
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2 Background of Solid-State Light-Emitting Devices

Since 1993, InGaN quantum wells (QW)-based light-emitting diodes (LEDs) have
been continuously improved and commercialized as light sources in the ultraviolet
and visible spectral regions [11]. Moreover, white light LEDs, in which a blue LED
is combined with a yellow phosphor, have been commercialized and offer a replace-
ment for conventional incandescent and fluorescent light bulbs [12]. However, these
devices have not fulfilled their original promise as solid-state replacements for light
bulbs as their light emission efficiencies have been limited. The most important
requirement for a competitive LED for solid-state lighting is the development of
new methods to increase its quantum efficiency of light emission.

The external quantum efficiency (ηext) of light emission from an LED is given by

the light extraction efficiency (C
′
ext) and the internal quantum efficiency (IQE: ηint).

ηint in turn is determined by the ratio of the radiative (krad) and nonradiative (knon)
recombination rates of carriers.

ηext = C
′
ext × ηint = C

′
ext × krad

krad + knon
. (2.3)

Often, knon is faster than krad at room temperature, resulting in modest ηint.

There are three methods to increase ηext: (1) increase C
′
ext, (2) decrease knon, or (3)

increase krad. Previous work has focused on improving C
′
ext from InGaN LEDs by

using the patterned sapphire substrates and mesh electrodes [13]. However, further
improvements of extraction of light through these methods are rapidly approach-
ing fundamental limitations. Although much effort has recently been placed into
reducing knon by growing higher quality crystals [14], dramatic enhancements of
ηext have so far been elusive. On the other hand, there have been very few studies
focusing on increasing krad [15], though that could prove to be most effective for
the development of high ηext light emitters. Here, I describe the enhancement of
krad by coupling between surface plasmon and the InGaN QWs. If the plasmon fre-
quency is carefully selected to match the QW emission frequency, the increase of
the density of states resulting from the SP dispersion diagram (Fig. 2.2a) can result
in large enhancements of the spontaneous emission rate. Therefore, energy cou-
pling between QW and SP as described in this chapter is one of the most promising
solutions to increase krad.

Since 1990, the idea of SP enhanced light emission was proposed and received
much attention [16–22]. Vuckovic et al. reported the SP enhanced LED analyzing it
both theoretically and experimentally [20]. For InGaN QWs, Gontijo and coworkers
reported the coupling of the spontaneous emission from QW into the SP on silver
thin film and showed increased absorption of light at the SP frequency [21]. Neogi
et al. confirmed that the recombination rate in an InGaN/GaN QW could be signifi-
cantly enhanced by the time-resolved PL measurement [22]. However, in these early
studies for InGaN QWs, light could not be extracted efficiently from the silver/GaN
surface. Therefore, the actual enhancements of visible light emissions had not been
observed directly before our first report.
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3 Surface Plasmon Enhanced Light Emission

Recently, we have reported, for the first time, large photoluminescence (PL)
increases from InGaN/GaN QW material coated with metal layers [23]. InGaN/GaN
single QW (3 nm) structures were grown on sapphire substrates by a metalorganic
chemical vapor deposition (MOCVD), and silver, aluminum, or gold layers (50 nm)
were deposited on top of the surfaces of these wafers by a high-vacuum thermal
evaporation. The sample structure was shown in Fig. 2.3a. To perform the PL mea-
surements, a cw-InGaN diode laser (406 nm) was used to excite the QWs from the
bottom surface of the wafer. The excitation power was 4.5 mW. PL was collected
and focused into an optical fiber and subsequently detected with a multichannel
spectrometer.

Figure 2.3b shows typical PL spectra from InGaN/GaN QWs separated from Ag,
Al, and Au layers by 10 nm GaN spacers. For Ag coatings, the PL peak of the
uncoated wafer at 470 nm is normalized to 1, and a 14-fold enhancement in peak
PL intensity is observed from the Ag-coated emitter. The PL intensity integrated
over the emission spectrum is increased by 17 times, whereas 8-fold peak intensity
and 6-fold integrated intensity enhancements are obtained from Al-coated InGaN
QW. The PL is not increased after Au coating. A small increase in the PL intensity
might be expected after metallization because the metal reflects pump light back
through the QW, doubling the effective path of the incident light, but differences
between Au and Ag reflectivities at 470 nm cannot explain the large difference in
the measured enhancement alone. We believe that these PL enhancements should
be attributed to the energy transfer between QWs and SPs. The SPs can increase the
density of states and the spontaneous emission rate in the semiconductor and lead
to the enhancement of light emission by SP–QW coupling. No such enhancements
were obtained from samples coated with Au, as its well-known plasmon resonance
occurs only at longer wavelengths.
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Fig. 2.3 (a) Sample structure of InGaN/GaN QW and excitation/emission configuration of PL
measurement. (b) PL spectra of InGaN/GaN QWs coated with Ag, Al, and Au. The PL peak
intensity of uncoated InGaN/GaN QW at 470 nm was normalized to 1
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Fig. 2.4 (a) PL enhancement ratios at several wavelengths for the same samples as in Fig. 2.3b.
(Inset) Dispersion diagrams of surface plasmons generated on Ag/GaN, Al/GaN, and Au/GaN
surfaces. (b) Integrated PL enhancement ratios for samples with Ag, Al, and Au are plotted against
the thicknesses of GaN spacers. The solid lines are the calculated values by the penetration depths
using Eq. (2.2)

We have several evidences to support the contribution of the SPs to obtained
PL enhancements. Figure 2.4a shows the enhancement ratios of PL intensities with
metal layers separated from the QWs by 10 nm spacers as a function of wave-
length. We find that the enhancement ratio increases at shorter wavelengths for Ag
samples, whereas it is independent of wavelength for Al-coated samples. The PL
enhancement after coating with Ag and Al can be attributed to strong interaction
with SPs. The inset figure shows the dispersion diagrams of SP on metal/GaN sur-
faces (similar to Fig. 2.2a). The surface plasmon frequency (ωSP) at GaN/Ag is
2.84 eV (437 nm). Thus, Ag is suitable for SP coupling to blue emission, and we
attribute the large increases in the PL intensity from Ag-coated samples to such
resonant SP excitation. In contrast, ωSP at GaN/Au is 2.462 eV (537 nm), and no
measurable enhancement is observed in Au-coated InGaN emitters as the SP and
QW energies are not matched. In the case of Al, the ωSP is 5.50 eV (225 nm), and the
real part of the dielectric constant is negative over a wide wavelength region for vis-
ible light. Thus, a substantial and useful PL enhancement is observed in Al-coated
samples, although the energy match is not ideal at 470 nm and a better overlap is
expected at shorter wavelengths. The clear correlation between Fig. 2.4a and the
dispassion diagrams suggests that the obtained emission enhancement with Ag and
Al is due to the SP coupling.

PL intensities of Al- and Ag-coated samples were also found to depend strongly
on the distance between QWs and the metal layers, in contrast to Au-coated sam-
ples. Figure 2.2b compares integrated PL enhancement ratios for three different
GaN spacer thicknesses (10, 40, and 150 nm) for Ag, Al, and Au coatings. Al and
Ag samples show exponential decreases in the PL intensity as the spacer thickness
is increased, whereas no such reduction was measured in Au-coated QWs. This
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spacer-layer dependence of the PL enhancement ratios matches our models of SP–
QW coupling, as the SPP should be localized at the metal/dielectric interface and
exponentially decays with distance from the metal surface. Only electron–hole pairs
located within the near-field of the surface can couple to the SPP mode, and this
penetration depth (dz) of the SP fringing field into the semiconductor is given by
Eq. (2.2). dz can be calculated as 18 and 63 nm for Ag and Al, respectively.
Figure 2.2b shows a good agreement between these calculated penetration depths
(lines) and measured values of the PL enhancement (symbols) for Ag- and Al-coated
samples.

4 Surface Plasmon Coupling Mechanism

We propose a possible mechanism of the QW–SP coupling and the light extraction
shown in Fig. 2.5 [24]. First, electron–hole pairs are generated in the QW by photo-
pumping or electrical pumping. For uncoated samples, these carriers are terminated
by the radiative or nonradiative recombination rates, and the IQE is determined by
the ratio of these two rates (Eq. (2.3)). When a metal layer is grown within the near-
field of the active layer and when the bandgap energy (�ωBG) of InGaN active layer
is close to the electron oscillation energy (�ωSP) of SP at the metal/semiconductor
surface, the QW energy can transfer to the SP. PL decay rates are enhanced through
the QW–SP coupling rate (kSPC), as kSPC values are expected to be very fast.
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Fig. 2.5 Schematic diagram of the electron–hole recombination and QW–surface plasmon (SP)
coupling mechanism

The QW–SP coupling in LED devices may be considered detrimental to the opti-
cal efficiency because the SP is a nonradiative wave. If the metal/semiconductor
surface were perfectly flat, it would be difficult to extract light from the SPP mode
and the SP energy would be thermally dissipated. However, roughness and imper-
fections in evaporated metal coatings can efficiently scatter SPs as light. However,
the SP energy can be extracted as light by providing roughness or nanostructuring
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Fig. 2.6 (a) SEM image of
the uncoated GaN surface. (b)
SEM image of the 50 nm Ag
film evaporated on GaN. (c)
Topographic image of the
uncoated GaN surface. (d)
Topographic image of a
50-nm-thick Ag film
evaporated on GaN. All
samples used were coated
onto InGaN/GaN QWs with
10 nm GaN spacers

the metal layer. Such roughness allows SPs of high momentum to scatter, lose
momentum, and couple to radiated light [25]. The few tens of nanometer-sized
roughness in the Ag surface layer can be obtained by controlling the evaporation
conditions or by nanofabrication to obtain the high photon extraction efficiencies.
Such roughness in the metal layer was observed from higher-magnification scan-
ning electron microscopy (SEM) images of the original GaN surface (Fig. 2.6a)
and the Ag-coated surface (Fig. 2.6b). The length scale of the roughness of the Ag
surface was determined to be a few hundred nanometers. Similar roughness was
also observed from topographic images obtained by shear-force microscopy of the
GaN and Ag surfaces shown in Fig. 2.6c, d. We measured a modulation depth of
the Ag surface of approximately 30–40 nm while the GaN surface roughness was
below 10 nm.

In order to evaluate the SP coupling mechanism that we proposed, we employed
a three-dimensional finite-difference time-domain (3D-FDTD) method to represent
the coupling processes between electron–hole pairs, SPPs, and photons. To per-
form 3D-FDTD simulations, we used “Poynting for optics” (Fujitsu Co.) which is
known to be very suitable to simulate SP modes [26]. A polarized plane wave with
525 nm wavelength and 1 V/m amplitude was used as a point light source which
is an assumption of an electron–hole pair. Figure 2.7 shows the calculated spatial
distribution of the electromagnetic field around the Ag/GaN interface. If the point
light source was far from the interface, the SPP mode was not excited (Fig. 2.7a). On
the other hand, if the point light source was located near the interface, the SPP was
well generated and propagated within the interface (Fig. 2.7b). This result suggests
that the SPP mode can be generated easily by direct energy transfer from electron–
hole pairs without any special structures. Usually, some special configurations are
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Fig. 2.7 3D-FDTD simulations of generation and light extraction of SPPs. (a) Point light source
was located at 200 nm below the Ag/GaN interface. (b) Point light source was located on the
interface. SSP was generated and propagated on the interface. (c) Generated SSP was extracted as
light at the gap in the metal layer

necessary to generate the SPP mode such as a grating coupler or an attenuated total
reflection (ATR) setting to satisfy a phase matting condition between the SPPs and
the photons. However, if the light source is located near the metal/dielectric inter-
face within wavelength scale, the SPP mode can be generated regardless of the phase
matching condition. The generated SPP mode can be coupled to a photon if there is
a nanosized gap structure at the interface (Fig. 2.7c). Then, generated surface plas-
mon can be extracted from the interface as light and the emission efficiencies should
be increased. These calculations support our proposed SP coupling model.

Under the existence of the SP coupling, the enhanced IQE of emission can be
described as follows:

η∗
int(ω) = krad(ω) + C

′
ext(ω)kSPC(ω)

krad(ω) + knon(ω) + kSPC(ω)
, (2.4)

where kSPC(ω) is the SP coupling rate and should be very fast because the density
of states of SP modes is much larger than that of the electron–hole pairs in the
QW. C′

ext (ω) is the probability of photon extraction from the SPs energy. C′
ext (ω)

is decided by the ratio of light scattering and dumping of the SPP mode through
nonradiative loss. C′

ext (ω) should depend on the roughness and nanostructure of the
metal surface. If the SP coupling rate kSPC is much faster than krad and knon, the IQE
should be dramatically increased.
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5 Improvements of IQEs and Emission Rates

Our proposed model suggests that the SP coupling should increase IQEs of emis-
sions. In order to obtain the IQE values to separate the SP enhancement from other
possible effects, we have measured the temperature dependence of the PL intensity
[23]. Figure 2.8 shows Arrhenius plots of the integrated PL intensities from InGaN
QWs separated from Ag and Al films by 10 nm spacers, and compares these to
uncoated samples. The IQE values from uncoated QWs were estimated as 6% at
room temperature by assuming ηint ∼ 100% at 4.2 K. These IQE values increased
6.8 times (to 41%) after Ag coating and 3 times (to 18%) after Al coating, explain-
able by spontaneous recombination rate enhancements through SP coupling. The
6.8-fold increasing of the IQE means that 6.8-fold improvement of the efficiency
of electrically pumped LED devices should be achievable because an IQE is a fun-
damental property and does not depend on the pumping method. Such improved
efficiencies of the white LEDs, in which a blue LED is combined with a yellow
phosphor, are expected to be larger than those of current fluorescent lamps or light
bulbs.

Quite recently, a few groups reported about the SP enhanced LEDs based on our
technique. Yeh et al. reported the SP coupling effect in an InGaN/GaN single-QW
LED structure [27]. Their LED structure has a 10 nm p-type AlGaN current blocking
layer and a 70 nm p-type GaN layer between the metal surface and the InGaN QW
layer. The total distance is 80 nm, which is too far to obtain an effective SP coupling.
By this reason, they obtained only 1.5-fold enhancement of the emission. Kwon
et al. put metal particle on the InGaN QW layer first, and overgrew a GaN layer
above the metal particles [28]. However, a large amount of metal particles were
gone by high temperature of the crystal growth and only 3% particles remained.
Therefore, they obtained only 1.3-fold enhancement of the emission. These tiny
enhancement ratios should not be good enough for device application. Therefore, a
highly efficient LED structure based on plasmonics is still not yet achieved.
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The increased IQE should be due to the enhancement of the spontaneous emis-
sion rate. Since the density of states of SP mode is much larger, the QW–SP coupling
rate should be very fast, and this new path of a recombination can increase the
spontaneous emission rate. We investigated the direct observation of SP-coupled
spontaneous emission rate by using the time-resolved PL measurements [24]. To
perform time-resolved PL measurements, the frequency-doubled output from a
mode-locked Ti:Al2O3 laser was used to excite the InGaN QW from the bottom
surface of the wafer. The pulse width, wavelength, and repetition rate were chosen
as 1.5 ps, 400 nm, and 80 MHz, respectively. A Hamamatsu Photonics C5680 streak
camera served as the detector.

Figure 2.9a, b shows the time-resolved PL decay profiles of (a) uncoated and
(b) Ag-coated InGaN-GaN QW sample emitters at several wavelengths. All profiles
could be fitted to single exponential functions and the spontaneous emission rate
(kPL) was obtained. The PL decay profile of each sample was quite different and
the kPL values of Ag-coated sample were larger than those of uncoated sample.
Also, we found that the decay profiles of the Ag-coated sample strongly depend
on the wavelength and become faster at shorter wavelengths, whereas those of the
uncoated sample show little spectral dependence. We attribute the increase in both
emission intensities and decay rates from Ag-coated samples to the SP coupling.

The original spontaneous emission rate is attributed to the radiative and nonra-
diative recombination rates of the electron–hole pairs in the QW.

kPL(ω) = krad(ω) + knon(ω). (2.5)

By the SP coupling, the spontaneous emission rate should be increased to

k∗
PL(ω) = krad(ω) + knon(ω) + kSPC(ω). (2.6)
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Fig. 2.9 (a) Photoluminescence (PL) decay profiles of uncoated InGaN–GaN QW at several wave-
lengths. (b) PL decay profiles of Ag-coated InGaN/GaN QW at several wavelengths. The distance
between the Ag layers and QWs was 10 nm
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Fig. 2.10 (a) The spontaneous emission rates of InGaN/GaN with/without silver layer plotted
against wavelength. The solid line is dk/dω of the SPP mode at the silver/GaN interface obtained
by the dispersion curve (Fig. 2.2a). The dashed line is the emission spectrum. (b) Wavelength-
dependent internal quantum efficiencies of the InGaN/GaN with Ag layer with 10 nm GaN spacers
estimated by the ratios of the emission rates (marks) and the temperature dependence of the PL
intensities (line). The dotted black line is the PL spectrum of the same sample

The observed kPL and k∗
PL values were plotted against wavelength in Fig. 2.10a.

The emission rates of Ag-coated sample were much faster than those of the uncoated
sample and strongly depend on the wavelength. This difference becomes dramati-
cally larger at the shorter wavelength region. The spontaneous emission rate into the
SPP mode (SP coupling rate) depends on the density of states of the SPP by Fermi’s
golden rule [16, 17]. The density of states of the SPP mode is proportional to dk/dω
which can be obtained by the dispersion curve. dk/dω is also plotted in Fig. 2.10a
as the solid line. The SP coupling rate should be almost equal to the PL decay rate
with Ag layers because those values were much larger than the values of the PL
decay rate without Ag. Figure 2.10a shows that the wavelength dependence of the
SP coupling rates is similar to that of dk/dω.

Figure 2.10b shows the enhanced IQEs (η∗
int) estimated by the ratios between

kPL and k∗
PL with Eq. (2.4) under C′

ext(ω) = 1. The SP coupling becomes remark-
able when the energy is near to the SP frequency described in Fig. 2.2a as 2.84 eV
(437 nm). At this shorter wavelength region, the SP coupling rates are much
faster than the radiative or nonradiative recombination rates of electron–hole pairs
(kSPC >> krad + knon), and the η∗

int values are reached to almost 100%. Wavelength-
dependent η∗

int values were estimated also from the temperature dependence of the
PL intensities (Fig. 2.8) and plotted in Fig. 2.10b (solid line). Both the data show
similar behavior. The discrepancy of each data should be due to the light extraction
probability from the SPP. η∗

int estimated by the temperature-dependent measure-
ments of the PL intensities should include the damping energy loss of the SPP.
The important fact is that both values are reached to almost 100% at the shorter
wavelength region. This suggests one of the most important advantages of the SP
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coupling technique to enhance the emission efficiencies. If we can control the SP
frequency and obtain the best matching condition between the emission wavelength

and the SP frequency, we can increase both the η∗
int and C

′
ext to 100% at any wave-

length. It is perfect efficiency and would bring full color devices and natural white
LEDs. Tuning of SP coupling should be available by choosing the appropriate metal,
metal mixture alloy, multiple layers, or nanostructures. For example, we could
improve the green emission of InGaN by fabricating the nano-grating structures
of gold layer by E-beam lithography and Ar ion milling [29]. A theoretical study
was also reported by Paiella to tune the SP frequency by using metallo-dielectric
multiple layers [30].

6 Applications for Organic Light-Emitting Materials

The most important advantage of the SP coupling technique is that the technique
can be applied not only to InGaN-based materials but also to various materials.
Therefore, we have used this technique for various other light-emitting materi-
als. For example, polymers, appropriately doped with dye molecules, emitting in
the visible spectrum provide stable sources of light for displays and illumination
sources at a significantly lower cost than semiconductors. Organic light-emitting
diodes (OLEDs) have become widely available and are used for replacing inorganic
light-emitting diodes as they are less expensive and provide many opportunities
with regard to structural placement. Despite the tremendous promise for efficient
solid-state lighting offered by such organic light emitters, the road toward spectrally
broad white light polymer emitters still holds many design challenges. Thus, it is
of both commercial and scientific interest to improve the IQEs of the polymer dyes
within such light emitters, as well as to increase the light extraction efficiencies from
such organic films. Here, we focus on enhancing the light emission efficiency from
organic thin films by using the SP coupling [31].

The experimental setup used to measure our samples is shown in Fig. 2.11a.
Dye polymer solution was prepared by dissolving common laser dye molecules of
Coumarin 460 in chlorobenzene. This laser dye emits blue light at 460 nm with UV
excitation. Then, 2% polymethylmethacrylate (PMMA) was added to the mixture
as a host matrix to obtain a 20 mM/L solution of the dye doped polymer solution.
Only half of each substrate was metallized, enabling the rapid comparison between
polymer emission on top of metal layers with polymer deposited on quartz. After
the metallization step, the dye doped PMMA layers were spun onto both gold and
silver substrates to obtain layer thicknesses of ∼200 nm.

Figure 2.11b shows typical PL spectra of Coumarin 460 on Ag, Au, and bare
quartz substrate. While the Au assisted in reflecting the pump laser, the surface plas-
mons did not seem to couple to the emission wavelength of Coumarin 460 to offer
any measurable enhancement. However, we do observe an 11-fold enhancement of
the emission light from the Coumarin doped PMMA on silver due the coupling of
the surface plasmons generated on the Ag film as the plasmon resonance frequency
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Fig. 2.11 (a) Sample structure of dye doped polymer with both pump light and emission light
configurations. (b) PL spectra of Coumarin 460 on Ag, Au, and quartz. The PL peak intensity of
Coumarin 460 on quartz was normalized to 1

closely matches the emission frequency of the dye. Indeed, the dielectric constants
for Ag match well with the emission wavelength of Coumarin 460, and if the data
with the Coumarin 460 PL intensity normalized to 1. While reflection can be used
to account for some of the increased brightness, only the SP coupling can explain
the enhancement measured.

Likewise, we obtained obvious enhancements of both PL intensities and emis-
sion rates for three conjugated polymers: polyfluorenes (PF)-cyanophenylene(CNP)
(1:1), PF-CNP (3:1), and polyfluorenes(PF)-triphenylamine(TPA)-quinoline(Q)
[32]. These polymers have been used for OLEDs actually as high-efficient light-
emitting materials [33, 34].

7 Applications for CdSe-Based Quantum Dots

CdSe-based quantum dot (QD) nanocrystals are also very promising materials for
light-emitting sources. CdSe-based QD nanocrystals possess a number of advanta-
geous features and have been used in LEDs [35, 36] and as biological fluorescent
labels [37, 38]. However, their light emission efficiencies are still substantially lower
than those of fluorescent tubes. Therefore, we investigate the direct observation of
SP-coupled spontaneous emission from CdSe-based QDs [39]. CdSe-based QDs
were purchased from Evident Technologies. These QDs have an emission peak
around 620 nm and a crystal diameter of approximately 5 nm. The toluene solutions
of the QDs were dispersed on quartz substrates. After the solutions evaporated, a
monolayer of the QD nanocrystals remained on the substrates. The half parts of the
quartz surface were covered by a 50 nm gold layer by thermal evaporation. The
sample structure is shown in Fig. 2.12a.

We used two types of nanocrystals: one was naked CdSe nanocrystals and other
was CdSe core with ZnS shells (CdSe/ZnS). The IQE of naked CdSe (∼2%) was
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Fig. 2.12 (a) Sample structures of CdSe nanocrystals on Au-coated quartz chips. (b) PL spectra
for CdSe and CdSe/ZnS nanocrystals on Au and quartz (Qz)

well increased for CdSe/ZnS structure (∼40%) because generated carriers can be
well confined into core/shell structures. Figure 2.12b shows PL spectra of naked
CdSe and CdSe/ZnS on gold layers and quartz substrate. A dramatic enhancement
in the PL intensity from the QDs on gold layer was very clearly observed for naked
CdSe. When the PL peak of the QDs on quartz was normalized to 1, a 30-fold
increase of PL intensity was observed. On the other hand, the enhancement of PL
intensity of CdSe/ZnS was not remarkable compared with the result of naked CdSe
without shells. This fact indicates the merit and demerit of the SP coupling technique
for enhancing light emission. The SP coupling increases IQE values by enhance-
ment of spontaneous emission rates. The SP coupling condition is decided by the
matching of energies between the SP frequency and the emission wavelength. Thus,
the enhancement condition does not depend on the intrinsic IQE values of materials.
This feature suggests that the SP-coupling technique is very effective for increasing
the emission efficiency of materials with low intrinsic efficiency like naked CdSe,
but not so effective for high-efficiency materials like CdSe/ZnS, which were used in
this study.

The SP enhanced luminescence of CdSe QDs has been reported by a few
groups. Kulakovich et al. [40] reported 5-fold enhancement of the PL intensity for
CdSe/ZnS QD and gold colloids. Song et al. [41] achieved ∼50-fold enhancement
by using CdSe/ZnS QDs and nanoperiodic silver arrays fabricated by electron-beam
lithography. Grycczynski et al. [42] reported a well-polarized, directional, and pho-
tostable SP coupling emission by using CdSe/ZnS QDs on SiO2/silver thin layers.
Compared with these reports, our setup is much simpler and easier. We used naked
CdSe and an evaporated gold layer, but we still obtained remarkable enhancement
(30-fold). Special geometry or nanoperiodic structures are not necessary for our
setup.
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8 Applications for Silicon-Based Nanocrystals

The SP coupling technique can be applied to materials that suffer from low emission
efficiencies, which include the indirect semiconductor. Usually, the emission effi-
ciencies of such indirect semiconductors are quite low but it is possible to enhance
these efficiencies to values as large as those available from direct compound semi-
conductors by SP enhancement. Accordingly, we tried to enhance emissions from
silicon-based semiconductors.

Silicon photonics has attracted a great deal of attention in this decade and
is expected as a light-emitting material alternative to compound semiconductors.
Several nanostructures such as porous silicon [43], nanocrystals [44], quantum wells
[45], and nanowires [46] were fabricated to obtain bright emissions from Si. We
tried to enhance emission from Si nanocrystals in SiO2 media with gold thin layers
[47]. Silicon nanocrystal QDs were prepared by reactive thermal evaporation of SiO
powders in an oxygen atmosphere under vacuum. After rapid thermal annealing,
size-controlled Si nanocrystals (∼3 nm diameter) were formed in SiO2 by phase
separation. This technique was developed by Zacharias et al. and the details have
already been published [48]. Metal thin layers (50 nm) were prepared by thermal
evaporation. Figure 2.13a shows a sample structure and Fig. 2.13b shows the PL
spectra for Si nanocrystals. A 70-fold large PL enhancement was observed with
gold coating at the wavelength region longer than 650 nm, whereas only 2-fold
enhancement was obtained from aluminum-coated sample. This should be rea-
sonable because the calculated dispersion diagram of the SP at Au/SiO2 interface
suggests that the SP coupling must be effective at a longer wavelength region than
600 nm. On the other hand, the SP at Al/SiO2 is not effective around this wavelength
region. It should be effective at much shorter wavelength region.
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Fig. 2.13 (a) Sample structure of Si nanoparticles dispersed in SiO2 media and excita-
tion/emission configuration of PL measurement. (b) PL spectra of Si/SiO2 with Au, Al, and no
metal layer
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After our first report of the SP coupling technique, it was already applied to
Si nanocrystals and similar enhancements have been reported at room temperature
[49, 50]. We measured temperature dependence of PL intensities to estimate the
enhanced IQE values [47]. The IQE value from uncoated Si/SiO2 was estimated
as 6% at room temperature by this assumption. The IQE value increased to 36%
after Au coating, explainable by spontaneous emission rate enhancements through
SP coupling. This value is as large as that of a compound semiconductor with direct
transition. However, the emission intensity of Si/SiO2 was still much weaker than
that of InGaN/GaN or CdSe/ZnS with the same IQE value. It was reported that the
emission lifetimes of Si/SiO2 were usually very long (∼ms) even though some of
Si nanocrystals have very high IQE values (>50%) [51–53]. The SP coupling can
enhance the emission rate, but the enhanced emissions still have long lifetimes with
millisecond scale [49, 50]. These lifetimes are 1,000 times longer than those of
InGaN/GaN or CdSe/ZnS which has similar IQE values. The slower emission rates
should be the reason for weak emission intensities of Si/SiO2. The excitation den-
sities of nanocrystals become saturated easily and this brings poor carrier injection
efficiencies in spite of their high IQE values. Due to this reason, so far, silicon-based
materials are still not useful for light-emitting materials. We believe that both emis-
sion rates and excitation densities of Si nanocrystal can be increased by optimizing
the SP coupling condition and it would bring super bright silicon LEDs, which could
be very cheap to make, easy to process.

9 Conclusions

We conclude that the SP enhancement of PL intensities of light emitters is a very
promising method for developing highly efficient LEDs. We have directly mea-
sured significant enhancements of IQE and the spontaneous recombination rate.
Even when using unpatterned metal layers, the SP energy can be extracted by
the submicron scale roughness on the metal surface. A possible mechanism of the
QW–SP coupling and emission enhancement has been proposed and highly effi-
cient light emission is predicted for optically as well as electrically pumped light
emitters because the mechanism should not be related to the pumping method.
Enhanced spontaneous emission should also be very useful for high-speed light-
emitting devices for the development of communication technology and optical
computing. Moreover, similar plasmonic design should also be applicable to devices
based on nonlinear optical materials, photo detectors, waveguides, optical modula-
tors, plasmonic metamaterials, and other optical and electric devices. This technique
is very simple and easy, and moreover, can be applicable to various materials that
suffer from low quantum efficiencies. So far as we think, the SP coupling may be the
only technique with a big possibility of developing the super bright light-emitting
devices by the use of the silicon-based semiconductors. We believe that the QW–SP
coupling technique would bring super bright plasmonic LEDs, which become the
dominant white light source and serve as an alternative to conventional fluorescent
tubes.
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Chapter 3
Polariton Devices Based on Wide Bandgap
Semiconductor Microcavities

Ryoko Shimada, Ümit Özgür, and Hadis Morkoç

Abstract Cavity polaritons which are the elementary optical excitations in semi-
conductor microcavities may be viewed as a superposition of excitons and cavity
photons. The major feature of cavity polariton technology centers on large and
unique optical nonlinearities which would lead to a new class of optical devices such
as polariton lasers exhibiting very low thresholds and polariton parametric ampli-
fiers with ultrafast response. Among the wide bandgap semiconductors, GaN and
ZnO are promising candidates for low-threshold polariton lasers operating at room
temperature because of their large oscillator strengths and large exciton binding
energies, particularly ZnO with its unmatched exciton binding energy of 60 meV.
In this chapter, the recent progress on polariton devices based on wide bandgap
semiconductor microcavities is reviewed.

Keywords Cavity polaritons · Strong coupling regime · Wide bandgap semicon-
ductors · Microcavities · Polariton lasing

1 Introduction

Planar semiconductor microcavities (MCs) have attracted a good deal of attention
owing to their potential to enhance and control the interaction between photons
and excitons, which leads to cavity polaritons [1, 2]. The control of the aforemen-
tioned interaction is expected to lead to the realization of coherent optical sources
such as polariton lasers, which are based on Bose–Einstein condensation (BEC) due
to collective interaction of cavity polaritons with photon modes. In contrast with
the bulk polaritons, cavity polaritons are half-light and half-matter entities, having
quasi two-dimensional nature with a finite energy at zero wavevector, k = 0, and
are characterized by a very small in-plane effective mass. These characteristics lead
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Fig. 3.1 The top panel shows the schematic of a typical microcavity (MC) structure. The cavity
layer having quantum wells (two in the particular example above) is sandwiched between two dis-
tributed Bragg reflectors. The bottom panel shows the refractive index profile and the cavity mode
electric field intensity throughout the MC. Quantum wells should be embedded at the antinodes of
the cavity mode electric field to provide the strongest coupling to light

to bosonic effects in MCs that cannot be achieved in bulk material. In particular, the
large occupation number and BEC at the lower polariton branch (LPB) can be acces-
sible at densities well below the onset of exciton bleaching. This can potentially pave
the way for ultra-low-threshold polariton lasers. This feature is markedly different
from conventional lasers. Lasing in conventional lasers occurs upon population
inversion which requires substantial pumping/carrier injection. In polariton lasers,
however, the lasing condition is uniquely dependent only on the lifetime of the
lower polariton ground state. This is expected to lead to extremely low-threshold
lasers, even when compared to the conventional vertical cavity surface emitting
lasers (VCSELs).

Planar MCs whose optical length (mλ/2, m being an integer) is a half-integer
multiple of the optical transition wavelength (λ) are highly suited for the manipu-
lation of cavity polaritons. As shown in Fig. 3.1 the MCs are simply composed of
an active cavity medium, which can be a semiconductor bulk layer, a number of
quantum wells, or a combination of both sandwiched between two highly reflective
mirrors. Multiple layers of dielectrics or semiconductors in the form of distributed
Bragg reflectors (DBRs) are used as high-reflectivity mirrors. Higher mirror reflec-
tivity results in higher cavity quality factor, and therefore, a better confined cavity
mode and a stronger photon–exciton coupling.

1.1 Distributed Bragg Reflectors

Planar MCs require high-reflectivity mirrors which are formed by DBRs composed
of alternating λ/4 stacks of semiconductor and/or dielectric materials with high
refractive index contrast. The advantages of DBRs compared with other conven-
tional metallic mirrors include much lower loss and tunability of the high-reflectivity
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bands (stopbands) to the desired wavelength region by adjusting the thickness of the
stacks. The peak reflectivity of DBR is given by [3]

R =
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) (
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where nL, nH, nc, and next are the refractive indices of the low and high index layers,
the cavity material, and the external medium, respectively, and N is the number of
stacked pairs. If the refractive index difference between the layers of the DBR stack
is relatively small, a large number of pairs are needed for high reflectivity. For large
N, this equation can be simplified to

R = tanh2
(

N ln
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+ 1

2
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. (3.2)

The peak reflectivity approaches unity when N increases. The stopband width
�λ is approximately given by

�λ = 2λ (nH − nL)

πneff
, (3.3)

where neff is the effective refractive index of the DBR. It is clear that a smaller
refractive index contrast results in a narrower stopband. DBRs can provide high
reflectivity over any desired wavelength region by properly tailoring the layer thick-
ness. Unlike ordinary metallic mirrors, there is a strong phase dispersion in DBRs.
A phase shift of π occurs at the center of the stopband. The dispersion in the center
of the stopband is independent of the number of layers and it depends only on the
refractive index difference between the layers making up the stack. The reflection
occurs gradually when the wave penetrates the DBR. The reflected wave has phase
delay of exp(−i 2k LDBR) relative to the incident wave, where LDBR stands for the
penetration depth into the DBR at cavity wavelength λc and is given by [4]

LDBR = λc

2nc

nLnH

nH − nL
. (3.4)

Therefore, an effective value Leff as defined below needs to be used for the cavity
length:

Leff = Lc + LDBR (3.5)

1.2 Cavity Polaritons

Bulk polaritons and cavity polaritons differ drastically in nature. In bulk materi-
als, photon dispersion is linear (ω = kc/n, where n is the refractive index of the
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Fig. 3.2 (a) Schematic
showing the bulk polariton
dispersion curve and (b) the
cavity polariton dispersion
curves leading to the vacuum
Rabi splitting. UPB, upper
polariton branch; LPB, lower
polariton branch

materials). Therefore, no photons and the polariton states in the lower polariton
branch (LPB) exist at k = 0 as shown in Fig. 3.2a. The polaritons accumulate at
the anticrossing point in LPB, the so-called bottleneck region, from where light is
usually emitted [5]. It is difficult to observe the strong coupling regime in bulk
crystals because the strength of the exciton–photon coupling is orders of magni-
tude smaller than in MCs. Moreover, in the relaxation bottleneck of bulk materials,
polaritons cannot decay directly into external photons [5].

In MC structures on the other hand, photons are quantized in the growth (ver-
tical) direction, while the in-plane photon states are not affected. As a result, the
dispersion of cavity photons is strongly modified relative to that of photons in free
space. The exciton states are also quantized along the growth direction with a con-
tinuum of the in-plane excitonic wavevector states. The coupling modes between
photons and excitons form the new quantized states and are called the cavity
polaritons. The energy relaxation in MCs is strongly modified relative to that in
uncoupled excitons, as illustrated in the schematic cavity polariton dispersion curve
of Fig. 3.2b. Unlike the bulk case, the LPB in the cavity polariton dispersion curve
has a nonzero minimum at wavevector k = 0. Notable is that the cavity polari-
tons have very small effective mass around k = 0. Polariton relaxation is very
fast due to scattering with acoustic phonons, but polariton relaxation rate becomes
slower around the anticrossing point according to the so-called bottleneck effect
[6–8]. The major issue in the bottleneck region is that an acoustic phonon cannot
assist in polariton relaxation due to small in-plane wavevectors. Therefore, polari-
tons accumulate in this bottleneck region. This bottleneck effect prevents polaritons
from rapid relaxation down to the ground states at k = 0, which would be a major
issue for realization of polariton lasers.

The energy splitting between the two coupled modes (lower and upper polariton
branches) is called the vacuum Rabi splitting (ΩRabi) by analogy to the atom–cavity
coupling in atomic physics. WhenΩRabi is significantly greater than both the exciton
and the cavity linewidths, the system is said to be in the strong coupling regime.
ΩRabi in the case of single quantum well (SQW) can be expressed as [4]

ΩRabi =
√
ω0ω̄LT

(
Lw

Leff

)
, (3.6)
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where ω̄LT = 2�0
/

kLw is the effective longitudinal–transverse (LT) splitting for the
SQW, Lw is the well width, and ��0 is the radiative linewidth of a free exciton at
kx = 0 in an SQW and is given in terms of the exciton oscillator strength per unit
area fex by [4]

��0 = �

4πε0

π

nc

e2

mec
fex. (3.7)

ΩRabi in an SQW is reduced by 2
√

Lw/Leff compared to that in bulk (
√

2ω0ωLT).
This is due to the fact that the excitons can interact with the electromagnetic field
only in the QW region along the growth direction. In the case of multiple QWs
(MQW), which are located at the electric field antinodes, ΩRabi is given by

ΩRabi ≈ 2�

(
2�0cNQW

ncLeff

)2

, (3.8)

where NQW is the number of QWs in the cavity.

1.3 Polariton Lasing

The concept of polariton laser, which was first pointed out by Imamoğlu et al.
[9], relates the conditions for the onset of equilibrium and nonequilibrium exciton–
polariton condensations. Figure 3.3 illustrates some characteristic features of polari-
ton lasers in comparison with those of BEC of excitons and photon lasers [9]. When
a thermal equilibrium reservoir and a photon character of exciton–polaritons vanish,
the system tends to become BEC of excitons. In the opposite limit of a nonequi-
librium reservoir and a vanishing exciton character, the polariton laser becomes

Fig. 3.3 Diagram comparing
the exciton-polariton laser to
the more familiar concepts of
Bose–Einstein condensate of
excitons and photon lasers.
The annihilation operator for
the exciton–polariton
quasiparticles is given by
p̂ = uĈ + vâ, where u and v
determine the exciton and
photon character of the
polariton, respectively.
[Reprinted with permission
from Ref. 9. Copyright 1996
by the American Physical
Society]
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indistinguishable from a photon laser. These features of cavity polaritons can be
suitable for attaining an exciton–polariton condensate and hopefully emission of
coherent light. Conventional lasers require population inversion for lasing, while
in polariton lasers only the lifetime of the ground state does matter. As mentioned
before, polariton relaxation is fairly fast, but it becomes increasingly slower upon
approaching the bottleneck region, preventing smooth relaxation of polaritons from
decaying down to their ground states. To overcome this problem and to realize room
temperature polariton lasers, it is necessary to find out materials which allow fast
polariton relaxation with thermally stable excitons.

Following the proposal of this conceptual scheme of polariton lasers [9], the
polariton-stimulated scattering was experimentally observed in resonantly pumped
GaAs-based MCs by Savvidis et al. [10]. In that experiment, a 100 μm diame-
ter region on the sample surface was excited resonantly by a pump pulse having
a power up to 2 mW and a bandwidth of 1.5 meV. At the same time, a broad-
band 100 fs probe pulse (<0.3 mW) was focused to a spot size of 50 μm on the
sample surface at normal incidence. The response from the lowest energy polariton
states was measured by collecting the back reflected probe as shown in Fig. 3.4. The
spectra of the probe without the pump and with cross-circularly polarized pump
show two polariton dips. In the spectrum of cocircularly polarized pump case,
however, an extremely strong and sharp emission peak was observed to emerge
at an energy slightly higher than that of the lower energy polariton dip. The two
polariton dips were still visible, showing that this nonlinear feature is an outcome
of the strong coupling regime. Enormous single-pass optical gains approaching 100
were observed at 4 K. This result clearly demonstrated that polaritons behave as
bosons. Moreover, ultrafast polariton parametric amplification was soon observed
up to 120 K in GaAs and 220 K in CdTe-based MCs by Saba et al. [11]. The cut-
off temperature for the amplification was observed to depend on the exciton binding
energy. At the moment, much attention has been generated to develop MCs based on
wide bandgap semiconductors, such as GaN and ZnO, owing to their large exciton
binding energies and oscillator strengths in order to explore the room temperature
polariton nonlinearities.

Polariton lasers, however, are different from polariton parametric amplifiers in
that the excitation is made nonresonantly and optically/electrically. Polaritons relax
along LPB and scatter to the lower energy states as shown in Fig. 3.5a. Polariton
emission is coherent, monochromatic, and spontaneous; therefore, population inver-
sion is not required. As a result, polariton lasers have extremely low threshold and
can even be thresholdless. The main issue with regard to polariton lasing is how
we can effectively achieve polariton condensates in MCs in spite of the very short
lifetime of polaritons. The lifetime of polariton in MCs is shorter or comparable to
their energy relaxation time due to the leakage of their photonic components from
MCs. In addition, the bottleneck effect in LPB disturbs the relaxation toward the
ground state. The formation of condensate within the polariton lifetime is the only
way, albeit hard, to achieve polariton lasing.

To overcome this major obstacle, Malpuech et al. proposed to utilize the interac-
tions between polariton and free electrons [12]. They investigated by simulation of
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Fig. 3.4 Reflected probe
spectra at τ = 0 ps for pump
off, co-, and cross-circularly
polarized pumped cases.
Spectral oscillations are
caused by interference
between reflections from the
front and back surfaces of the
sample. Pump spectrum is
shown with the lower trace.
Inset: Reflected narrow band
probe spectra at τ = 0 ps,
with pump pulse on/off,
together with pump PL
without the probe pulse (solid
circles). [Reprinted with
permission from Ref. 10.
Copyright 2000 by the
American Physical Society]
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the possibility for polaritons being efficiently scattered from the bottleneck region
to the ground state by introducing free electrons in MCs. Figure 3.5b shows the
schematic polariton–electron scattering process. According to the aforementioned
simulation, the cavity polaritons which are excited nonresonantly in continuous
regime are accumulated near the bottleneck region and then efficiently scattered
by the free electrons down to the final emitting state with a transition time of a few
picoseconds. This idea might pave the way to a new generation of low-threshold
devices.

2 Experimental Studies on Wide Bandgap
Semiconductor Microcavities

Since the first observation of the vacuum Rabi splitting in GaAs-based QW-MCs
[13], the strong coupling of light with excitons in semiconductor MCs has attracted a
great deal of interest for fundamental studies of exciton–polariton BEC in solid state
as well as promising applications to very low-threshold vertical cavity lasers. So far,
however, cavity polariton and BEC research based on GaAs-based MCs are observ-
able only at very low temperatures because of the slow relaxation of cavity polariton
due to the bottleneck effect at LPB [8]. Very recently, polariton light-emitting diode
(LED) [14] and electroluminescence from polariton state in the strong coupling
regime [15] were reported. Yet, these experiments were conducted in the 4–10 K
temperature range, still with the low temperature limitation.

It is only natural then that wide bandgap semiconductors such as GaN- and
ZnO-based MCs come to attract increasing attention for room temperature polariton
devices, such as polariton lasers, polariton LEDs, and polariton parametric ampli-
fiers owing to their large exciton binding energies and oscillator strengths. The GaN
technology is now reasonably well developed and the observation of the strong
coupling regime in GaN MCs has been reported by a number of research groups
[16–23]. In principle, ZnO is even more attractive as it has a much larger exciton
binding energy of 60 meV as compared to 26 meV for GaN. However, the ZnO
technology is not so well developed as yet as compared to GaN. In the following
section, we review the state-of-the-art experimental research activities on GaN- and
ZnO-based MCs.

2.1 GaN-Based Microcavities

GaN-based MCs provide a number of challenging topics for investigating cavity
polariton physics and polariton-based devices operating at room temperature due to
the large exciton binding energy of bulk GaN (∼26 meV), which can be enhanced in
QW structures (>40 meV in narrow QWs [24]), and strong coupling to the light field
at room temperature. In vertical cavity devices, the reflectivity of top and bottom
DBRs must be sufficiently high in order to minimize optical loss for lasing because
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the short gain region leads to low gain. In fact the bottom DBR should have a high
reflectivity as close to 100% as possible, while the top one is made to have slightly
lower reflectivity to match with the optical power desired for extraction. A more pre-
cise detailed account of fabrication technique of nitride-based DBRs can be found
in Ref. [25]. The precise thickness control is required for high-reflectivity DBRs,
exacerbating the situation for short wavelengths which is the realm of nitride-based
lasers. Even small errors in the thickness of each layer in the stack can easily lead
to large shifts in the central wavelength of the reflection band. It is also imperative
to use materials, which are practically loss-free at the operation wavelengths, in the
reflector region.

The refractive index contrast is the highest in AlN/GaN among all the III–V
compounds. As a result, high reflectivity is accomplished with a reduced num-
ber of periods. However, the lattice mismatch between the two materials, which
is near 4%, introduces defects which also propagate. The large lattice mismatch
between AlN and GaN leads to a built-in strain in vertical structures and even to
notorious crack formation. Despite the cracking problem, there are several reports
on AlN/GaN DBRs [26–28] indicating promising future applications. To overcome
crack formation, GaN/AlGaN DBRs consisting of low Al concentration (<40%) are
reported to be useful by several groups [29–33]. Some 60 pairs amounting to a total
thickness of 4∼5 μm are then needed because of low Al composition, and thus
reduced refractive index contrast, �n, among the layers forming the stack.

In order to reduce cracks and decrease the built-in strain in vertical structures,
two kinds of approaches have been employed, namely, AlN/AlGaN DBRs using an
AlN buffer layer [34, 35] and AlGaN/AlGaN DBRs using an AlN interlayer grown
on 1 μm thick GaN buffer layers [36]. A 25-pair AlGaN/AlGaN DBR intended
for the spectral region around 350 nm grown on 100 μm thick GaN template by
plasma-assisted molecular beam epitaxy (MBE) has been reported by Mitrofanov
et al. [37]. Good structural quality of the DBR layers was maintained by compen-
sating the compressive and tensile stresses in each λ/4 pair. This crack-free DBR
provided a 26 nm wide stopband centered at 347 nm with a reflectivity above 99%.
Another notable example is lattice-matched Al0.82In0.18N/GaN DBRs reported by
Carlin et al. [38, 39]. The lattice-matched Al0.85In0.15N/Al0.2Ga0.8N DBRs have
been deposited on nearly strain-free Al0.2Ga0.8N templates to avoid strain-induced
structural degradation and cracking. These completely crack-free DBRs exhibited a
reflectivity higher than 99% at a wavelength around 340 nm and a stopband width
of 20 nm [40].

A realistic model of the room temperature polariton laser was proposed for a GaN
MC by Malpuech et al. [24]. The model structure was a 3λ/2 MC which consisted
of a cavity layer with 4-monolayer-thick 9 QWs between Al0.2Ga0.8N/Al0.9Ga0.1N
DBRs, 11 pairs on the top and 14 pairs at the bottom. The critical temperature
of BEC of cavity polaritons was predicted to be 460 K with a room temperature
polariton lasing threshold as small as 100 mW.

The first experimental results of the strong coupling regime in GaN-based MCs
have been reported by Antoine-Vincent et al. [16]. The MCs are composed of a
λ/2 GaN active layer grown on a three-layer Bragg stack consisting of a 2λ–λ/4
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layer of AlN, a 2λ–λ/4 layer of Al0.2Ga0.9N, and a λ/4 layer of AlN grown on Si
(111) for the bottom reflector and a SiO2/Si3N4 top DBR. Although the MC finesse
was low, a vacuum Rabi splitting of 31 meV was obtained at 5 K from the angle-
resolved reflectivity measurements. Room temperature cavity polaritons have been
observed in an InGaN/InGaN QW MC [17]. The MCs fabricated by a wafer-bonding
technique was composed of In0.15Ga0.85N/In0.02Ga0.98N QWs embedded in a GaN-
based cavity layer sandwiched between two SiO2/ZrO2 DBRs. The anticrossing
behavior was observed by angle-resolved reflectivity measurements showing the
vacuum Rabi splitting of 6 meV. By increasing the number of QWs from 3 to 10,
the vacuum Rabi splitting was increased to 17 meV. An impediment for strong cou-
pling regime in this particular InGaN QW-MC was a low finesse cavity and/or large
inhomogeneous broadening of the QW emission [18].

Bulk GaN-based MCs were further studied for polariton emission in the strong
coupling regime [19–22]. In a bulk GaN MC with lattice-matched AlInN/(Al)GaN
DBRs, a strong bottleneck effect was observed at room temperature by photolumi-
nescence (PL) measurements [21]. In an attempt to use ubiquitous Si substrates,
bulk GaN MCs with 10 pair AlN/Al0.2Ga0.8N DBR have been grown directly on Si
(111) [19, 20]. A vacuum Rabi splitting of approximately 50 meV was observed up
to room temperature by angle-resolved reflectivity and PL measurements. A vac-
uum Rabi splitting of 43 meV in GaN hybrid MCs in the strong coupling regime
was reported by Alyamani et al. [22], although the highest cavity quality value
(Q-value) was fairly low, about 160 at best. A GaN/Al0.2Ga0.8N QW-MC with a
sharper linewidth enabled to observe cavity polaritons at room temperature using
angle-resolved PL [23]. A vacuum Rabi splitting Ω of 30 meV was observed as
shown in Fig. 3.6. The exciton oscillator strength was estimated to be ∼3 × 1013

cm-2/QW.
The first observation of polariton lasing in bulk GaN-based MCs at room tem-

perature has been reported by Christpoulos et al. [41]. Under similar experimental
geometry to that described in Ref. [10], a 150 fs tunable pump pulse light was

Fig. 3.6 (a) Experimental
dispersion curves (black
squares) and fits of the lower
(LPB) and upper (UPB)
polariton branches. The
cavity mode energy (Ec) and
the uncoupled exciton energy
(Ex) are also shown. (b) PL
spectra of the 3λ/2 AlGaN
MC containing six QWs close
to resonance. [Reprinted with
permission from Ref. 23.
Copyright 2006 by the
American Institute of
Physics]
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PLFig. 3.7 Emission spectra for
pump powers ranging from
20 μW to 2 mW at 0◦.
Spectra integrated over 10 ms
show multiple emission lines
(L1, L2, and L3). [Reprinted
with permission from Ref. 41.
Copyright 2007 by the
American Physical Society]

focused on a 60 μm diameter spot on the top DBR to excite the sample non-
resonantly. The emission was collected over an angular range of ±3◦. Figure 3.7
shows the integrated output intensity collected at normal direction (0◦) as a func-
tion of pump intensity ranging from 20 μW to 2 mW. A clear nonlinear behavior
was observed at ∼365 nm, with an increase by a factor over 103 at the critical
threshold of around Ith = 1.0 mW. The emission peak energy is sensitive to the
spatial alignment on the sample, and spectra integrated over 10 ms show multiple
line emissions (L1, L2, and L3 in Fig. 3.7). The blue shift in the emission spectra
with increasing pumping power was attributed to polariton–polariton interaction.
The observed coherent emission threshold is one order of magnitude smaller than
that in previously reported nitride-based VCSELs [42].

2.2 ZnO-Based Microcavities

To reiterate, ZnO is a wide bandgap semiconductor having a large exciton binding
energy (60 meV), much larger than that of GaN (23 meV), and a large oscillator
strength, and therefore, is a potential candidate as GaN for the realization of room
temperature polariton devices.

The most adopted structure for the observation of polariton lasing is a model
ZnO-based MC proposed by Zamfirescu et al. [43]. The structure consists of a λ-
thick ZnO cavity layer sandwiched between ZnO/Zn0.7Mg0.3O DBRs having 14 and
15 pairs of λ/4 thick layers on the top and at the bottom, respectively. Figure 3.8a
shows the calculated angle-resolved reflectivity spectra. Amazingly, the vacuum
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(a)

(b)

Fig. 3.8 (a) The calculated angle-resolved reflectivity spectra of a ZnO-based MC. Dotted lines
indicate the cavity eigenmodes. (b) Exciton–polariton phase diagram in the ZnO-based MC stud-
ied. The solid line shows the polariton critical density versus lattice temperature. The vertical
dashed line shows the exciton thermal dissociation limit. The horizontal dashed line shows the
Mott transition for excitons. [Reprinted with permission from Ref. 43. Copyright 2002 by the
American Physical Society]

Rabi splitting is as large as 120 meV in this model ZnO-based MC, suggesting
room temperature polariton lasing to be possible. According to calculations, the
BEC phase is formed in a wide temperature range with pumping power limited
by a critical temperature as shown in Fig. 3.8b. The critical temperature 560 K is
determined by the exciton dissociation energy and would be the highest for BEC if
this model is truly applicable. From this phase diagram, a lasing threshold was esti-
mated to be 2 mW at room temperature. Another model MC consisting of λ-thick
ZnO sandwiched between seven and eight pairs of ZrO2/SiO2 top and bottom DBRs
has been proposed by Chichibu et al. [44]. It was suggested that the vacuum Rabi
splitting increased by up to 191 meV.

There is a limited number of experimental reports on planar ZnO-based MCs
[45, 46]. Schmidt-Grund et al. recently reported the results on ZnO-based resonators
grown by pulsed laser deposition (PLD) [45]. Their MCs consisted of λ/2-thick ZnO
cavity layers sandwiched between ZrO2/MgO DBRs having a Q-value of ∼80. A
vacuum Rabi splitting of some 50 meV was obtained at φ = 60◦ from the angle-
resolved reflectivity and PL measurements. This value was lower than expected [43,
44] due to the large inhomogeneous broadening of the excitons.
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Fig. 3.9 (a) Cross-sectional
SEM image of a ZnO-based
hybrid MC. (b) Reflectivity
spectrum of a 29-pair
Al0.5Ga0.5N/GaN DBR
showing a peak reflectivity of
∼90% and a stopband width
of ∼150 meV. (c) Room
temperature PL of a ZnO half
cavity (without the top
SiO2/SiNx DBR) (after
Shimada et al. [Ref. 46])

More recently, cavity polaritons in bulk ZnO-based hybrid MCs has been
reported by Shimada et al. [46]. The structure shown in Fig. 3.9a consists of a
λ-thick ZnO cavity layer sandwiched between a 29-pair Al0.5Ga0.5N/GaN bot-
tom DBR and an 8-pair SiO2/SiNx top DBR. The bottom Al0.5Ga0.5N/GaN DBR
was directly grown on a 200 nm-thick AlN buffer layer on a (0001) sapphire sub-
strate by low-pressure metalorganic chemical vapor deposition (MOCVD). The AlN
buffer was chosen to avoid cracking due to the built-in strain caused by lattice
mismatch. The Al composition in the AlGaN layer is nearly 50% as determined
from X-ray diffraction (XRD) measurements, which also revealed clear interfer-
ence fringes indicative of smooth interfaces between layers. The Al0.5Ga0.5N/GaN
pair layer thickness was determined to be 77 nm from both XRD measurements and
cross-sectional scanning electron microscopy (SEM) images. As shown in Fig. 3.9b,
the measured peak reflectivity and the stopband width are ∼90% and ∼150 meV,
respectively, for the 29-pair Al0.5Ga0.5N/GaN DBR. A λ-thick (optical thickness
being ∼160 nm for λ ≈ 380 nm in air) ZnO cavity layer was grown on the bot-
tom Al0.5Ga0.5N/GaN DBR by plasma-assisted molecular beam epitaxy (MBE).
The photoluminescence (PL) spectrum at room temperature is shown in Fig. 3.9c.
The deep level emission band of the ZnO cavity layer is nearly fully suppressed
indicating good material quality of the sample.

The top dielectric DBR which consisted of λ/4-thick SiO2 and SiNx layers was
deposited on the ZnO half-MC by ultra-high vacuum remote plasma enhanced
chemical vapor deposition (UHV-RPECVD) to complete the MC structure. The
optical reflectivity and PL spectra from the full-MC (including the top SiO2/SiNx

DBR) at near-normal incidence are shown in Fig. 3.10. A Q-value of ∼100 was
obtained for the full MC from both the optical reflectivity and the PL spectra.
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Fig. 3.10 Room temperature reflectivity and PL spectra of a ZnO-based hybrid MC (after Shimada
et al. [Ref. 46])

This low Q-value is due to the optical loss attributed mainly to the cracks in the
bottom DBR. A reflectivity dip is observed at 3.23 eV which coincides with the
PL data corresponding to the energy of the lower polariton mode for the ZnO-
based hybrid MC. The weak emission peak at 3.30 eV corresponds to the upper
polariton mode.

Angle-resolved measurements are conventional means to trace the cavity polari-
ton modes in MCs without changing the position or the temperature. By using the
above-mentioned ZnO MC samples, the angle-resolved PL spectra were measured at
room temperature over the range 0º–40º using 325 nm excitation light from a He–Cd
laser. The results are shown in Fig. 3.11a, where the dotted line indicates the uncou-
pled exciton mode while the solid lines are guide to the eye. As the angle increases,
the lower polariton mode approaches the uncoupled exciton mode, while the upper
polariton mode is dispersed from the exciton mode toward the cavity mode. These
mode positions are plotted as a function of angle in Fig. 3.11b, indicating a typical
anticrossing behavior between the cavity mode and the exciton mode when the cav-
ity mode crosses the exciton. Since the stopband width of the bottom DBR is narrow
(∼150 meV) due to relatively low refractive index contrast in semiconductor DBR
layers, the upper polariton features are not clear at large angles, making it diffi-
cult to observe a clear anticrossing behavior. In addition, the relaxation processes at
the lower polariton branch and thermalization issues due to the large vacuum Rabi
splitting might be also responsible for poor resolution of the upper polariton branch.
Yet, the anticrossing behavior is clearly seen in Fig. 3.11b and confirms the strong
coupling regime in ZnO-based hybrid MCs. At the resonant condition of θ = 22◦,
the vacuum Rabi splitting is estimated to be ∼50 meV. This value is larger than
that in bulk-GaN hybrid MCs [19, 20, 22], but is far below 120 meV predicted by
Zamfirescu et al. [43]. The reason for such a large discrepancy is not clear at present,
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Fig. 3.11 (a) Angle-resolved PL spectra at room temperature in the range of 0◦–40◦ for a λ-
thick ZnO hybrid MC. The dotted line is the exciton mode and the solid lines are guide to the
eye. (b) Experimental dispersion curves for upper and lower cavity polariton modes. The dotted
curves represent the uncoupled cavity and exciton modes. [Reprinted with permission from Ref.
46. Copyright 2008 by the American Institute of Physics]

but partly might be attributed to the experimental problems such as the inhomoge-
neous broadening in the ZnO cavity layer and the low Q-value in the MC. Since
polariton lasing depends on the formation of a BEC at the lower energy trap states
in the lower polariton branch, high-resolution spectroscopy of the lower polariton
branch is imperative for the development of the polariton laser in the strong coupling
regime.

3 Conclusions

In this chapter, we have reviewed the basic microcavity physics and state-of-
the-art technologies of wide bandgap semiconductor-based polariton devices. In
GaN-based MCs, vacuum Rabi splittings of 30–43 meV have been reported at
room temperature in the strong coupling regime. Moreover, room temperature
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low-threshold transition to a coherent polariton state have been demonstrated in
bulk-GaN MCs in the strong coupling regime under nonresonant pulsed optical
pumping. In ZnO-based MCs, a vacuum Rabi splitting as large as ∼50 meV
was observed at room temperature, pending further improvements for the realiza-
tion of polariton lasing. Meanwhile, electroluminescence from GaAs-based MCs
in the strong coupling regime [15] and also GaAs-based polariton light-emitting
diodes [14] have been reported at low temperatures. Based on these encouraging
advances, further efforts should pave the way for attaining high-quality GaN- and
ZnO-based MCs, which have great potential/advantages in the realm of polariton
devices operating at room temperature because of their large exciton binding ener-
gies and oscillator strengths. The focus now shifts to realization of room temperature
polariton devices based on these wide bandgap semiconductor microcavities.
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Chapter 4
Search for Negative Refraction in the Visible
Region of Light by Fluorescent Microscopy
of Quantum Dots Infiltrated into Regular
and Inverse Synthetic Opals

R. Moussa, A. Kuznetsov, E. Neiser, and A.A. Zakhidov

Abstract In this chapter, regular and inverse synthetic opals are examined experi-
mentally by infiltrating them with CdSe quantum dots (QDs). Confocal microscopy
measurements in which we track the infiltration of QDs inside the regular and
inverse opals show indications of focusing of light emitted by QDs, which can be
due to negative refraction occurring at the opal–glass interface. The formation of a
focus can be an indication of the left-handed behavior of these synthetic opals in
the [111] direction in its higher photonic band, above the photonic band gap (PBG).
This result can be very promising because, until now, left-handed behavior has not
been demonstrated in 3D photonic crystals in the visible region of light. This result
was made possible due to the use of infiltrated QDs as internal light sources inside
the porous photonic crystal, which appears to be a very useful technique for the
study of other negative-index materials (NIM) effects.

Keywords Negative refraction · Opals · Photonic crystals · Left-handed materials

Recent experimental and theoretical results [1–3] have confirmed the existence
of negative refraction in a specific type of material known as left-handed mate-
rial (LHM). This material exhibits unusual properties such as negative refractive
index; antiparallel wave vector, k, and Poynting vector, S; and antiparallel phase,
Vp, and group, Vg, velocities. This phenomenon was predicted years ago but has
since attracted little notice [4]. However, the recent publication by Pendry [5] in
which he suggested that a slab of material with a negative permittivity and nega-
tive permeability can be used as a perfect lens has renewed interest in this subject.
Meanwhile, other authors related this phenomenon to the negative group velocity
of the system and demonstrated it [6]. Many recently published papers [7–10] have
studied negative refraction and focused on the superlensing phenomenon or on the
diffraction limit problem. The key feature of these phenomena is the excitation of
surface waves and the amplification of the evanescent waves inside the LH slab. We
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have succeeded in exciting surface waves in two-dimensional (2D) PC structures
in the microwave regime. However, applications in nanoscale technology require
another procedure especially when it comes to extracting light from optical devices.
Quantum dots (QDs) seem to be a solution [11]. Indeed, QDs can be used to imi-
tate a point source. Many research groups [12–14] have focused on 1D and 2D
PCs based on periodic dielectric planes or rods. Our research focuses mainly on the
propagation of light and characterization of 3D photonic crystals. There have been
some attempts to study negative refraction in 3D PC, but this chapter examines new
aspects of 3D NIM behavior [15]. It is important to notice that up to date there are no
PCs operating as left-handed materials in the optical range and all attempts of build-
ing artificial material and metamaterial structures face the same major problems,
namely, the high absorption and the fragility of materials in the absence of strong
and robust fabrication techniques that build structures in the nanoscale or even the
micrometer scale. The PCs used in this study are fabricated by the self-assembly of
silica and polystyrene spheres [16–18]. As the PCs are self-assembled, many of the
problems encountered with more traditional nanoscale fabrication techniques are
bypassed. By using these self-assembled arrays infiltrated with QDs, one can easily
track the propagation of light and demonstrate the material’s ability to have negative
refraction.

While many studies have been done using external sources of light to investigate
light propagation of PCs, very little work has been done using embedded sources
[19]. Our approach involves using CdSe QDs that act as quasi-point sources that
can insert themselves into the PC through Brownian motion. Some groups have
already studied the QD effect in PCs [20, 21]. However, left-handed behavior has
not been examined using this technique. The theoretical part of an embedded point
source inside the LHM was extensively studied in a recent paper [22].

In this chapter, we will experimentally demonstrate that like a point source a QD
can be embedded in a PC and following it inside the material will allow us to check
the path of the scattered light and determine the rightness (whether it is right-hand
or left-hand material) of the sample.

1 Experimental Details

The 3D opal photonic crystals used in this experiment are prepared by self-assembly
of monodispersed silica particles in a closely packed arrangement of SiO2 spheres.
To prepare the samples we use sedimentation of silica particles from solution [23].
Monodispersed suspension of the particles is being deposited by sedimentation on
a polished silicon substrate during several weeks. After removal from the liquid, the
deposit is sintered in order to reinforce it. Then it is polished with fine sandpaper.
Grown photonic crystals show perfect short-range order on a length scale of tens of
microns while the domain structure is prevalent over a long range. An SEM image
of the photonic crystal made of 820 nm silica spheres is shown in Fig. 4.1.

Meanwhile, the inverse opals are prepared. In general, inverse structures are pre-
pared in the following way: first, a template is infiltrated with a solid material and
then the template is removed by etching. To make the inverse opals studied in this
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Fig. 4.1 SEM image of the photonic crystal made of 820 nm silica spheres

chapter, we used direct silica opals as a template. The direct opals were heated to
100◦C in vacuum oven to remove all the excess oxygen from them. They were infil-
trated later on with optical glue with a refractive index n = 1.6. To ensure that all air
voids are filled with the material, the infiltration was done in vacuum oven heated to
100◦C for 24 h. After the infiltration, the samples were etched in 32% HF solution
diluted in a proportion of 1 to 6. An SEM image of the inverse opal made of silica
spheres is shown in Fig. 4.2.

Three microscopes have been used to image our opal PC. First, the Cytoviva
microscope is used which allows us to see real-time images of QDs simultaneously
in fluorescent and dark-field modes. To this microscope a highly sensitive camera

Fig. 4.2 SEM image of the inverted opal
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was attached that detects concentrations of QDs as low as 5 × 10−5 mg/ml. The
Cytoviva microscope is the first step because it is a good indicator of where to
locate aggregations of QDs inside the sample. In order to see inside the PC, the
sample needs to be transparent. Drops of specific index-matching oil were used not
just to make our samples transparent but also to spread the light equally on the
surface. Images were taken under different light intensities to get glimpses of the
structure of the opal and the QDs.

The second microscope was the Leica microscope. It is possible to investigate the
propagation of light inside our samples by using confocal imaging that this micro-
scope allows. By changing the focus distance and collecting only the focused light,
confocal microscopes scan through the sample. Special software is then used to
convert consecutive series of images into a three-dimensional (3D) image. This tech-
nique requires the samples to be transparent, so the photonic crystals were immersed
in oil as for the Cytoviva imaging. Clear images of the light distribution can be taken
even by scanning 100 μm into the sample.

The third microscope used is the Nikon confocal microscope. The illumination in
the Nikon microscope is achieved by scanning one or more focused beams of light,
usually from a laser or arc-discharge source, across the sample. This point of illumi-
nation is brought to focus in the sample by the objective lens and laterally scanned
using a scanning device under computer control. The sequences of points of light
from the sample are detected by a photomultiplier tube (PMT) through a pinhole,
and the output from the PMT is built into an image and displayed by the computer.
Regardless of the sample preparation employed, a primary benefit of the manner
in which confocal microscopy is carried out is the flexibility in image display and
analysis that results from the simultaneous collection of multiple images, in digital
form, into a computer.

Since we know from the simulation results [22] what to expect, we started inves-
tigating experimentally the opal PC system. One of the main difficulties that we
faced while doing the experimental measurement was to determine how deep the
infiltrated QDs go inside the opal. Indeed, in the first samples we noticed that most
of the QDs were concentrating at the interface and that made our conclusion con-
cerning the nature of the focus not as conclusive because it could be just a result
of a rough interface. Therefore, we decided first to investigate several samples with
different concentration of QDs and analyze them. In the result plotted in Fig. 4.3,
three different samples were examined. The three samples were treated the same
way and were cut so that the [111] face was the main surface. The samples were
then polished to remove any large scratches before being soaked in solutions of
CdSe QDs in toluene. Several concentrations of QD solutions have been used to
explore the effects of solution concentration on sample infiltration. Two concentra-
tions that gave the best results were solutions with concentrations of 8 × 10−4 mg
CdSe QD/ml toluene which will be referred to as the low high concentration (LH)
and 8 × 10−5 mg QD/ml toluene which will be referred to as the medium concen-
tration (M). The samples were soaked in these solutions for two and a half days and
then imaged within a day of being removed from the solutions. There were three
samples studied. The first sample consists of 600 nm opal size infiltrated in LH QDs
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Fig. 4.3 Concentration of QDs in arbitrary units versus the sample depth for three different
samples

solution of 599 nm wavelength, the second consists of 800 nm opal size infiltrated
in LH QDs solution of 599 nm wavelength, and the third consists of 800 nm opal
size infiltrated in M QDs solution of 612 nm wavelength. Before imaging, the sam-
ples were polished to remove large surface scratches and excess QD build up on the
surface of the opal with 1.0 μm polishing paper. After polishing, the samples were
placed on a glass slide and then immersed in ethanol to make the opal transparent
to allow imaging inside the opal. The microscope used was an Olympus FluoView
300 with a 60× water immersion objective lens. Imaging started at the bottom of
the opal, the top of the glass slide, and proceeded into the opal. The images were
taken in 1.0 μm steps for 35 μm.

Figure 4.3 shows the concentration of QDs versus the sample depth for the three
samples. The opal–glass interface is shown to be between 0 and 10 μm. One pos-
sibility for the uncertainty in determining the interface is change of focus distance
when switching from optical to computer scanning. The initial increase in these
curves is mainly due to the high concentration of QDs close to the interface. In the
case of these samples, this interface is roughly around 10 μm. The concentration
starts to decrease afterward except for sample 1 in which it stays quite high deep
inside the sample. As Fig. 4.3 shows it clearly, the concentration of QDs remains
considerable even after 35 μm and actually the depth would be greater if the ethanol
had not dried out leaving the sample opaque and thus too dark to image. It is impor-
tant to remind the reader that despite the differing size of the opals used in the
three samples, the wavelength of the infiltrated QDs and the concentration of the
QDs solution, the tendency for high concentration of QDs close to the interface and
gradual decrease away from the interface remains the same for all three samples.
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Additionally, the knowledge of how deep the QDs can go inside the opal is valu-
able information knowing that currently scientists in the field are trying to determine
the optical properties of materials by the different responses they get from the QDs
embedded inside these materials. So, the more these QDs travel inside the samples,
the better information we can collect from the samples. Therefore, results of Fig. 4.3
are important for many fields.

Now that we are more confident that the QDs can indeed go as deep as 30 or
40 μm inside the opal, it is equally important to track the path of these QDs. Before
proceeding to the result that tracks the propagation of the QDs inside the opal
and close to the interface with the glass, we ensure with the dark-field/fluorescent
“Cytoviva” microscope that this aggregation of QDs is present and localize its
position for better confocal imaging.

Fig. 4.4 Cytoviva images of the red opal with blue QDs. In (a) the opal is seen under fully optical
light and in (b) it is seen under fully fluorescent light

The sample examined in this case is a red opal with blue CdSe QDs (481 nm)
with high (H) concentration (8 × 10−2 mg/ml). QDs have a bright luminescence
when seen with this kind of microscope. Figure 4.4 is a Cytoviva image of the opal
infiltrated with blue QDs made using the 10× magnifying objective lens. The left
picture (Fig. 4.4a) is an optical image of the sample and the right one (Fig. 4.4b)
is an image in fluorescent mode. As it is clearly seen from Fig. 4.4a, the sample
structure is in the direction [111] and this is shown through the honeycomb shape
as indicated in Fig. 4.4a. The right image shows the bright light emanating from the
aggregation of QDs under the fluorescent light. Notice that Fig. 4.4b is the top left
corner of Fig. 4.4a in which we found this high concentration of QDs. The real-time
images from the Cytoviva microscope are good indicators of where to focus during
the confocal experiment.

Indeed, the sample shown in Fig. 4.4 was examined under the Leica confocal
microscope exactly at the top left side and the generated movie can be provided as a
supplementary material. Two frames of this movie are shown in Fig. 4.5. Figure 4.5a
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Fig. 4.5 Two snapshots of
the two generated movies:
(a) The snapshot for the
whole surface of the imaged
red opal with blue QDs and
(b) the snapshot for the top
left part of the surface of the
imaged red opal with blue
QDs

displays a snapshot of the movie for its entire imaged surface and Fig. 4.5b shows
the zoomed part of the top left of the imaged surface. It is important to mention that
with this kind of confocal microscope setup, the sample is kept transparent by using
specific Leica oil for the duration of all imaging time. The 10× magnifying objec-
tive lens was used. The excitation laser was chosen to be 456 nm. The movie was
generated using the z scan feature with 1.5 μm step. Thus, the main experimental
result is shown on the frames as well as in the movie in which the high concentration
of QDs close to the opal–glass interface is observed; however, the very important
one is the one situated at the top left as indicated by the Cytoviva image as well
as the Leica confocal microscope (Figs. 4.4b and 4.5b). It is well known that if a
light is coming from a negative medium and propagating into a positive one, it gets
bent in the negative direction giving rise to a focus as was discussed theoretically
in [22].

In Fig. 4.5a, different aggregations of the QDs close to the opal–glass interface
are seen but the most important one is the aggregation close to the top left and this is
why we focus on that huge aggregation in Fig. 4.5b that gives rise to the nice focus
observed in the snapshot as well as in the movie, the supplementary material for this
chapter.



72 R. Moussa et al.

What we have seen in this result is what is expected from blue QDs that had
an excitation frequency right on the band that leads to the negative refraction. A
nice focus is being formed above from the interface. Such a result is very important
because it leads us to the conclusion that this focus might be due to the negative
refraction in nanoscale materials, namely, the opal PCs.

Another red opal was infiltrated with H concentration blue QDs and the results
are shown in Fig. 4.6. The images were done using the Leica confocal microscope.
A sequence of 60 consecutive scans (2 μm step) was taken and processed into 3D
picture. The top view shows the honeycomb structure of the opal infiltrated with
481 nm CdSe QDs. Due to the existence of lots of defects and emptiness between
the domains of opals, most of the QDs are concentrated on boundaries of these

Fig. 4.6 3D reconstructed image of light propagation in red opal infiltrated with 481 nm QDs.
(a) The top view of the opal. (b) 30◦ inclined from top view. (c) The side view of the opal where
the dashed line shows opal–glass interface with opal being on the left side and the dotted line is
where the single scan was taken. (d) The single scan at 30 μm above the surface of the opal
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domains (see Fig. 4.6a). The 30◦ inclined from top-view image shows the focusing
and the imaging on the glass side and particularly at the top right of the picture
(Fig. 4.6b). The side view (Fig. 4.6c) is clearer and shows the nice focusing and the
imaged picture on the glass side. Notice that the opal–glass interface is shown with
the dotted line in Fig. 4.6c.

In contrast with the result of the previous figure, this sample shows more homo-
geneous concentration of the QDs at the opal–glass interface that lead to a nice
imaging and beautiful focus in the other side. We succeeded in imaging a single
scan of the top view of the glass side plotted in Fig. 4.6d and despite the fact that this
image was taken 30 μm above the surface of the opal (the dotted line in Fig. 4.6c), it
is clearly seen that an image is being formed on the glass side. It seems that focusing
is what is happening at the opal–glass interface. Again, in the glass side, we could
recognize the honeycomb shape of the QDs localized primarily on the boundaries
of the opal’s domains that were translated and refocused in the glass.

It has been shown that the phenomenon of the negative refraction can be seen
easily in strong modulation photonic crystal structures in which an effective refrac-
tive index can be attributed. Such a strong modulation has a chance to be present not
in regular opals but in inverted opals in which the infiltrating material can play an
important role and be a key factor for the negative refraction phenomenon. However,
one has to choose carefully the infiltrating materials that lead to high refractive index
contrast as well as the transparency needed for the material. It is equally important
that the material should be nonabsorbing at the band gap frequencies in order to
avoid complications arising from electronic transitions. With such criteria in mind
we infiltrate the opal with optical glue with a corresponding refractive index of n =
1.6. The refractive index is not as high as we would like it to be but with this mate-
rial we succeeded in having inverted transparent opals with very successful etching
phase process.

The inverted red opals were infiltrated later on with blue QDs (481 nm wave-
length) in a solution of 8 × 10−4 mg CdSe QD/ml toluene. The samples were
soaked in these solutions for 1 day and then imaged within the first few days of being
removed from the solutions. Contrary to the regular opals, inverted opals and espe-
cially the one infiltrated with optical glue were very soft and curved. Therefore, we
escaped the sanding part due to the softness and fragility of the samples. The sam-
ples were imaged using the Leica confocal microscope. Figure 4.7 shows the imaged
inverted red opal in the [111] direction with its honeycomb structure. The size of
the sample was 1 mm by 1 mm and the magnifying lens used was 10×. The sam-
ple was not polished; therefore, large surface scratches and excess QD build up
on the surface of the inverted opal are seen, namely, the two diagonal lines due to
the cuts operated on the sample. In comparison with the regular opal, the inverted
one attracts more QDs around the domains and actually those domains of 30–40
microns each looks beautiful in inverted opals because the QDs surround them and
shape them beautifully. Thus, the QDs infiltration technique can be used as a test to
measure the quality of the infiltration of the inverted opal especially if we know that
dissolving the silica spheres and filling the surrounding space with high refractive
index material is never a 100% fully done process.
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Fig. 4.7 3D reconstructed
image of light propagation in
red inverted opal with optical
glue and infiltrated with
481 nm blue QDs

Fig. 4.8 3D reconstructed
image of light propagation in
inverted red opal with optical
glue (n = 1.6) infiltrated later
on with 481 nm QDs. The
dashed line indicates roughly
the interface between the
inverted opal and the glass
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The second step was to check with these samples the possibility of focusing. For
that, several samples were checked and the result in Fig. 4.8 corresponds to the red
inverted opal infiltrated with optical glue and later on with 481 nm CdSe blue QDs
at a concentration of 8 × 10−4 mg CdSe QD/ml toluene. Left for a day and removed
and imaged right after, the image shows some indication of a converging and close
shape form of the focus. The dashed line in the figure approximately indicates the
interface between the inverted opal and the glass. In the glass part, many close shape
forms are observed along the entire interface indicating focus formation. It is clear
from previous works [24] and from the pioneer paper of Notomi [25] that achieving
a focus due to a negative refraction can happen in strong modulation structures.
However, this phenomenon appears to be occurring for weak modulation in our
case. The question that needs to be addressed in future work then becomes: Is this
focus due to negative refraction inside the opal or is it due to some other mechanism
involving system anisotropy or some other complicated physical phenomenon?

Thus, we have shown in this chapter that infiltrating PC with QDs can be a very
useful tool not only to examine optical properties of PCs in photonic band region,
as some groups do, but also to follow the dispersion of these photons emitted by
QDs inside PC structure and determine whether the right-handed or the left-handed
material is used.

Although our experiments have not undoubtedly proved the existence of negative
refraction in the upper bands in opals, due to the uncertainty of the photon pathways
in defective opal structures, we have demonstrated that there is a clear imaging of
QD aggregates accumulated in defective parts with honeycomb shapes. To assign
this type of focusing to focusing by negatively refracting beam, we are creating
defect-free opal films for future experiments.

In conclusion, we succeeded to show experimentally a strong indication of the
formation of focusing at the interface between opal and glass and between inverted
opal and glass. The infiltration technique of QDs inside a PC appears to be a useful
technique and could be the experimental replacement for the point source. Such an
interesting result is very promising knowing that up to date the left-handed behav-
ior is not demonstrated yet at the nanoscale range. Contrary to what was believed
before that the infiltrated QDs are mostly very close to the interface, our results
demonstrate that the high concentration for a well-prepared sample can be found
within a reasonable distance from the interface and decay in a smooth way up to 35
or 40 μm, which opens the door for many physical applications and many perspec-
tive uses of this technique for further investigation of complicated structures such as
opals.
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Chapter 5
Self-Assembled Guanosine-Based Nanoscale
Molecular Photonic Devices

Jianyou Li, Hadis Morkoç, and Arup Neogi

Abstract The semiconductor industry has seen a remarkable miniaturization
trend, driven by innovations in nanofabrication and nanoscale characterization [1].
Semiconductor technology can currently manufacture devices with feature size less
than 100 nm. A modern microprocessor can have more than 500 million transistors.
Electronic integrated circuits are inherently single-channel connected device arrays
within a two-dimensional printed circuit board [2]. By further shrinking transistor
size, one approaches the technical, physical, and economical limits, which will be
reached within a few years [3]. At the same time, the insulating layer is also getting
thinner leading to an enhancement in the current leakage and resulting in short cir-
cuit [4]. Manufacture cost increases drastically with further size reduction. As this
trend is likely to yield faster and compact electronic and photonic devices, the size
of microelectronic circuit components will soon need to reach the scale of atoms
or molecules [1]. Those limitations and application requirements inspired exten-
sive research aimed at developing new materials, device concepts, and fabrication
approaches that may enable the integrated devices to overcome the limitations of
the conventional microelectronic technology. This will require a conceptual design
of new device structures beyond CMOS technology which may require alternative
materials to overcome these limits. Hybrid organic–inorganic system is one of the
alternative solutions.

Keywords self-assembled guanosine · wide-bandgap semiconductor · photonic
crystal

1 Introduction

The semiconductor industry has seen a remarkable miniaturization trend, driven by
innovations in nanofabrication and nanoscale characterization [1]. Semiconductor
technology can currently manufacture devices with feature size less than 100 nm.
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A modern microprocessor can have more than 500 million transistors. Electronic
integrated circuits are inherently single-channel connected device arrays within a
two-dimensional printed circuit board [2]. By further shrinking transistor size, one
approaches the technical, physical, and economical limits, which will be reached
within a few years [3]. At the same time, the insulating layer is also getting thin-
ner leading to an enhancement in the current leakage and resulting in short circuit
[4]. Manufacture cost increases drastically with further size reduction. As this trend
is likely to yield faster and compact electronic and photonic devices, the size of
microelectronic circuit components will soon need to reach the scale of atoms
or molecules [1]. Those limitations and application requirements inspired exten-
sive research aimed at developing new materials, device concepts, and fabrication
approaches that may enable the integrated devices to overcome the limitations of
the conventional microelectronic technology. This will require a conceptual design
of new device structures beyond CMOS technology which may require alternative
materials to overcome these limits. Hybrid organic–inorganic system is one of the
alternative solutions.

Hybrid organic–inorganic materials can be integrated into one nanoscale com-
posite [5] and harness the properties of both organic and inorganic materials. An
atom or a molecule is much smaller than any of the smallest electronic components
produced by current semiconductor technology. Moreover, it is easier to repli-
cate a molecular structure in a cost-effective way for mass production of devices.
Thus, the dramatic reduction in size, and ease of manufacturing large numbers of
devices, can be obtained by the field of molecular electronics facilitated by organic
materials. Organic materials are structurally flexible and can have highly efficient
luminescence with large degree of polarizability as the molecules generally interact
weakly by hydrogen bond and van der Waals force. The manufacture cost of the
hybrid devices based on organic materials can be low because they can be mass
produced. The electronic properties of the materials can also be tuned. Inorganic

Fig. 5.1 Carbon
nanotube–C60–carbon
nanotube molecular junction
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material molecules typically interact strongly by covalent and ionic bond. So, inor-
ganic materials can have high electrical mobility, a wide range of band gaps and
dielectric constants, and substantial mechanical and thermal stability [6]. By appro-
priate design, the hybrid system can have properties that either component does not
exhibit or even have more significant properties than that of either component [7].
During the past years, diode and transistor based on carbon nanotube, DNA, and
other materials [8–12] have already been fabricated (Fig. 5.1).

The choice of an appropriate hybrid molecular electronic material system for
multifunctional capability is a crucial parameter due to the technical difficulty
of controlling the electric contact between molecules and conventional inorganic
materials.

2 Photonic Crystals for the Ultraviolet–Visible Region

In the late 1980s, Yablonovitch and John hypothesized that artificial crystals con-
structed from periodic arrays of dielectric media have the ability to selectively
prohibit the propagation of light [13, 14]. Artificial crystals, constructed from a
spatially alternating array of materials with differing indices of refraction, have
been fabricated with the demonstrated ability to inhibit the propagation of elec-
tromagnetic waves of a specific frequency [15, 16]. These crystals, termed photonic
band gap (PBG) materials or photonic crystals (PCs), reflect light with a wave-
length comparable to the length scale of their dielectric contrast and can be used to
create filters, mirrors, resonant cavities, waveguides, optical fibers, and low-
threshold lasers. These PBG materials need to have:

• spatial dielectric modulation with periodic length scales comparable to the
wavelength of light to be forbidden,

• contrast of indices of refraction of at least 2 for three-dimensional PCs and even
more for achieving the forbidden gap at shorter wavelengths (visible or UV), and

• optical transparency in the relevant wavelength range.

PCs that have been fabricated in 1, 2, or 3 dimensions comprise a completely
new class of materials with extraordinary optical properties [17–19]. The photonic
band structure of PCs can exhibit multiple photonic band gaps, large dispersion, and
strong anisotropy in the allowed bands. By exploiting these properties together with
nonlinearity, a number of next-generation optoelectronic devices such as waveg-
uides, lasers, modulator, switches, and second-harmonic (SH) generators can be
envisaged.

In another analogy to an electronic insulator, photonic crystals can have an opti-
cal band gap that gives them the ability to control visible light. They can trap,
reflect, and guide light in 3D around sharp angles with 100% transmission and it
is these properties that have made photonic crystals crucial for the development of
high-density integrated optical circuits for optical communications. This has led to
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the thrust in the fabrication of photonic crystals in the optical communication wave-
length regime ranging from 1.3 to 1.55 μm [16, 20]. Although high-refractive-index
photonic crystals have been reported in the literature for some time with compelling
evidence of total photonic band gaps mainly in the infrared regime, the same has
not yet been reported for lower dielectric materials. The lower dielectric materials
give much narrower band gaps that are difficult to realize in practice. The refractive
index contrast requirement can be less than 2 for 2D PCs, but the band gap is too
narrow for practical purposes.

For the control of UV or visible light using photonic crystals, the fabrication of
convenient structures poses two problems:

• Materials – to avoid light absorption by the photonic crystal, wide-gap semicon-
ductors, as for example GaN, ZnO, or insulators such as diamonds must be used.
Unfortunately, these materials have weak dielectric constants, which reduce the
photonic band gap width necessitating novel etching or machining techniques.

• Scale – photonic crystals must also have a period smaller than the wavelength of
light to be controlled. This leads to the second problem, due to the technological
challenge involved in the nanoscale lithography and etching of material structure.

In practice, it has proved extremely difficult to make 3D photonic crystals on
the scale of a micron. Recent improvement in fabrication technology including
nanolithography, wafer fusion, etc. has led to the realization of 3D photonic crys-
tal [20, 21]. Some groups have thereby employed a “bottom-up” approach with
spontaneous self-organization routes to inverse opal structures or organic molecules,
cast from colloidal-sphere templates, but in crystals with a usefully large volume,
this can lead to fractures and stacking faults. Organic block copolymers [22] and
cholesteric liquid crystals have been used to develop photonic crystals [23]. The
organic molecules also have a low refractive index, resulting in a narrow band gap,
as a value of n greater than 2 is necessary to create a complete photonic band gap.
One early solution to this problem was to use the epoxy material as a template for
inorganic structures with larger refractive indices. However, this templating method
can lead to shrinkage-induced fractures in the photonic crystals produced. Recently,
a hybrid organic–inorganic material system has been proposed [24]. This approach
circumvents the problems of template synthesis and allows for the control of the
refractive index of a photonic crystal via the variation of the inorganic component
of the organic–inorganic composite.

Another attractive alternative to these fabrication techniques also exists in sys-
tems that self-assemble, such as those created from DNA junctions. Sauer et al.
have designed two- and three-dimensional photonic crystals based on DNA lattices
that function either by themselves or as a support scaffolding for the attachment of
inorganic colloidal particles [25]. Due to the small dimensions of the DNA arrays,
these crystals can reflect light in the UV and soft X-ray portions of the electromag-
netic spectrum. Since the DNA lattice can be altered on a nanometer length scale, the
width and frequency position of the band gap can be selectively engineered. DNA
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lattice-based arrays offer a promising new fabrication method for photonic crys-
tals operating at short wavelengths. The modeled DNA-based PCs had very narrow
photonic band gaps, making it extremely difficult to measure the transmission or
reflection properties without near-field optical techniques. The present status of fab-
rication techniques leading to the realization of PCs in various wavelength regimes
extending from microwave to the soft X-ray regime is shown in Fig. 5.2.

Fig. 5.2 Present status of wavelength range covered by photonic crystals and related fabrication
techniques

Though theoretical simulation has predicted a novel scheme for achieving pho-
tonic band gap in the UV–soft X-ray regime, the actual realization of these structures
will be extremely challenging and is yet to be realized. Moreover, photonic crystals
based solely on pure DNA lattices or conventional polymers are formed of linear
chains with an inversion symmetry resulting in low-optical nonlinearity and a low-
optical damage threshold. These material systems are therefore not preferred for
nonlinear or high-power optoelectronic applications. To overcome the low-dielectric
contrast in organic semiconductors, the use of organic semiconductors coupled with
high-dielectric-constant inorganic compounds has been proposed. Thus, the future
of using hybrid organic–inorganic material system depends on the development of
materials with larger inorganic content and higher refractive index [26]. The field
is wide open to developments in the synthesis of composite materials that can
meet this objective. In this chapter, we present novel hybrid photonic crystals by
employing a novel material system consisting of a DNA base encapsulated within
highly polar GaN nanoscale confined structures. This approach will result in the
development of integrated nanophotonic and biomolecular devices based on hybrid
organic–inorganic semiconductors.

2.1 Material System for UV–Visible Photonic Crystals

Among the variety of optical materials, only those with a refractive index roughly
greater than 2.0 are capable of supporting a photonic band gap. For fully functional
optoelectronics, the III–V semiconductors, such as GaAs, or GaN, will ultimately be
preferred because they combine both optical and electronic function. Although there
has been considerable progress with other substances, such as TiO2 and silicon, the
III–V semiconductors remain the preeminent materials of choice.



82 J. Li et al.

2.2 GaN-Based Photonic Crystals

Among III–V semiconductors available for the fabrication of UV–visible photonic
band gap structures, nitride-based semiconductors are essential compounds due to
their transparency in the visible wavelength regime. Gallium nitride (GaN) is often
referred to as the “final frontier of semiconductors” for its physical attributes, its
primary performance capabilities, as well as the placement of gallium and nitro-
gen at the extremes of the periodic table. GaN, with a very wide band gap and
a correspondingly high band gap energy of 3.4 eV, has physical properties which
translate to fundamental performance advances in the area of high-power, high-
frequency power transistors for RF transmission applications, and visible and UV
light-emitting diodes. Despite the large inbuilt strain in the nitride system and a
high dislocation density, due to the lack of a native or lattice-matched substrate,
nitride semiconductors have remarkable optical properties. Due to the anisotropy
in its wurtzite crystal structure, GaN semiconductor-based PCs will be attractive
for fabricating nonlinear optical devices for optical wavelength conversion from
ultraviolet to infrared [27].

A graphite lattice of dielectric rods in an air background has provided one of the
most promising two-dimensional (2D) photonic PCs, and recent studies have shown
that PBGs are obtained in the near-infrared range for high air filling factors using
GaAs (ε = 13.6) [28]. Control of light in the visible wavelength using GaN PCs
was proposed using graphite lattices with relatively larger dimensions compared to
triangular lattices [29]. Although the optical nonlinearity (such as the second-order
coefficient of GaN) [30] is smaller than that of materials such as LiNbO3 or GaAs
[31], GaN possesses several advantages:

(i) a wide useful spectral transmission range, from the electronic band gap at
365 nm [32] to the single phonon Reststrahlen absorption band at 13.5 μm
[33];

(ii) a mechanical ruggedness;
(iii) a high optical damage threshold; and
(iv) a high internal efficiency leading to a low recombination velocity despite high

dislocation density.

A 20-fold enhancement of light extraction by PCs using optical pumping in the
nitride material was achieved at 475 nm [34]. Recently, a triangular PC lattice struc-
ture was fabricated in GaN using e-beam lithography and ICP dry etching to achieve
power enhancement in the ultraviolet regime at 333 nm [35]. However, there are no
reports on the fabrication of GaN using graphite lattice structures, which has been
predicted [29] to be more efficient compared to the triangular structure fabricated
by the Kansas group [34, 35]. The recent success in the nanofabrication of GaN-
based PCs has opened up the possibilities of developing new material system for
bioconjugation using hybrid organic molecules that can be coupled to GaN material
system for the development of biomolecular or biophotonic sensors.



5 Self-Assembled Guanosine-Based Nanoscale Molecular Photonic Devices 83

One of the main drawbacks of the nitride system is its relatively low dielectric
constant (ε = 8) in the ultraviolet regime, which is further reduced in the infrared
regime and results in relatively smaller spatial dimensions. As a result, efforts have
been directed toward optimizing the design of the GaN-based structure with larger
periodic dimensions, which can be achieved by conventional etching or semicon-
ductor processing techniques. Using organic semiconductors with lower dielectric
constant is an effective way to design photonic crystals for the UV–visible regime.

2.3 Diamond-Based Photonic Crystals

Diamond is the hardest known material, has the lowest coefficient of thermal expan-
sion, is chemically inert and wear resistant, offers low friction, has high thermal
conductivity, and is electrically insulating and optically transparent from the ultra-
violet (UV) to the far infrared (IR). Given these many notable properties, diamond
already finds use in many diverse applications including, of course, its use as a pre-
cious gem, but also as a heat sink, as an abrasive, and as inserts and/or wear-resistant
coatings for cutting tools. Obviously, given its many unique properties, it is possi-
ble to envisage many other potential applications for diamond as an engineering
material, but progress in implementing many such ideas has been hampered by the
comparative scarcity of natural diamond. The so-called industrial diamond has been
synthesized commercially for over 30 years using “high-pressure high-temperature
(HPHT) techniques,” in which diamond is crystallized from metal-solvated carbon
at P ∼ 50–100 kbar and T ∼ 1,800–2,300 K.

The ideal structure for photonic band gaps must recreate, at the optical wave-
length scale, the beautiful valence bond structure of diamond crystals at the atomic
scale. Diamond-like connectivity or geometry in photonic crystals has provided the
widest photonic band gaps observed to date even for relatively low refractive index
contrast. Diamonds with a band gap of 5.45 eV are transparent at wavelengths below
the GaN band gap energy with a higher refractive index coefficient. This facilitates
the fabrication of UV wavelength photonic crystals. Diamonds also have better ther-
mal, optical, and electrical (mobility) properties compared to GaN. The difficulty in
processing diamond however restricts the wider application of this system for opto-
electronic devices. The availability of focus-ion beam nano-machining opens up the
option for realizing photonic crystal using diamond films.

3 Self-assembled Guanine-Based Oligonucleotide Molecules

One of the fundamental goals in the interdisciplinary field of biophotonics or bio-
electronics is to realize a material system for nanoscale devices in which a few or
a single biomolecule can be used to transfer and process an electronic or optical
signal. Among biomolecules, DNA or oligonucleotides has a fundamental role in
biological processes. The combination of molecular biology (for engineering DNA
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with the desired functional and/or self-assembling properties) and nanotechnology
(for device fabrication) thus becomes the tool to realize a new class of nanophotonic
elements.

DNA has been one of the most investigated class of biomolecules, leading to
a somewhat controversial description of its electrical properties, and, hence, of its
potential for electronic applications. Depending on the interconnection mechanism
(chemical bonding of the DNA on a metal by a selected sequence of oligonu-
cleotides [36], mechanical contact with a gold interdigitated patterns [37], or single
DNA molecule immobilized in a metal contact [38]), the DNA molecules have been
found to be conductive, nonconductive, or rectifying. Recently, self-assembled DNA
bases on graphite for adenine [39] and for guanine [40] have been achieved. In
particular, the self-organization of organic molecules on flat surfaces gives struc-
tures with a high degree of order, thereby opening a wide range of applications in
electronic [41] and optical devices [42]. The spontaneous self-assembly of small
molecules from solution directly onto solid surfaces has been used to design two-
dimensional organized structures [40, 43, 44]. The hydrogen-bonded networks that
can be formed between DNA bases provide the potential for the fabrication of a
hybrid molecular electronic material system. While considerable work has been
done on unsubstituted bases [36, 37], the self-assembly of ribose-functionalized
bases has been recently utilized for the development of molecular electronic devices
[45, 46].

Among the conjugated bases forming DNA, the guanine (Fig. 5.3a) represents
a versatile molecule that, depending on the environment, can undergo different
self-assembly pathways. In the presence of cations, it is notorious for its propen-
sity to associate into planar tetrameric nanostructures, namely G-quartets (G4 in
Fig. 5.3b), which are a thermodynamically stable architecture consisting of a cyclic
array of four guanines joined by hydrogen bondings [47, 48]. In these structures,
each base behaves equally both as donor and as acceptor in four H bonds with its
neighbors. By varying the ratio of the concentration of cation vs. molecule, one
can build up supramolecular structures composed of stacks of guanine quartets;
this approach allows the development of octamers, quadruplexes, or even poly-
meric species (Fig. 5.3b) [49, 50]. In this regard, by simply casting a guanine
solution containing ∼10−2 M cations like K+ or Na+, Henderson and coworkers
have grown dry tubular nanostructures, known as G wires, lying flat at a surface
[51]. By tuning the chemical composition of a guanosine derivative, it is possible
to form G4 also in the absence of a templating metal cation [52]. Alternatively,
in the absence of cations, guanine derivatives have usually been found to self-
assemble into hydrogen-bonded networks [37, 40]. It has been demonstrated that the
physisorption of a lipophilic deoxyguanosine derivative on differently treated mica
surfaces can be driven toward distinct supramolecular species consisting either of
layers of G4 or hydrogen-bonded nanoribbons.

Our group has recently investigated the effect of self-assembly on a highly polar
semiconductor surface such as GaN [53, 54]. GaN is a highly polar semiconductor
with a large strain-induced polarization field developed due to the noncentrosym-
metric nature of the crystalline symmetry and the absence of a naturally available
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Fig. 5.3 (a) Chemical formulae of 1 and 2 (b) Scheme of architecture consisting of G4. quartet:
the four guanines are joined by hydrogen bonding with a central cavity that can be filled by a cation
such as K+. Stacked species such as octamers or more complex polymers can also be formed

substrate for the epitaxial growth of these materials [55]. The surface of GaN lay-
ers can be tailored to have positive or negative polarity via Ga or N termination
of the cap layer. The existence of polarization charges at the surface and interface
results in domain formation of electronic charges as observed by electron-force
microscopy [56]. The formation of domains with a specific polarity has been uti-
lized for the enhancement of the self-assembly behavior of guanosine molecules by
suitable modification of the side chains.

The primary choice of a deoxyguanosine–GaN interface is due to the similar-
ity in their optical properties. By analogy to solid-state physics, these biomolecular
systems have been termed as self-assembled guanosine crystals (SAGCs) [44, 46,
57]. The mobility of charge carriers for electronic transport in the deoxyguanosine
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film depends on the ordering of the molecules. The self-assembly process resulting
in the formation of a biological semiconductor occurs only at a specific concentra-
tion of the solution and great care has to be taken in order to control the solid-state
assembly of the molecules. The self-assembled deoxyguanosine films behave like
wide-gap semiconductors, with energy gap in the range of 3–3.5 eV and electron
effective mass me > 2m0 (similar to GaN).

The energy gap onset (3.4 eV) demonstrated by current–voltage measurement
[53, 58, 59] demonstrates the band-like description of this particular biomolecular
material at the optimum concentration, and its similarities to other wide-band-gap
materials, such as GaN, ZnO, and CdSe, with near UV absorption onset (Fig. 5.4a).
This band gap energy range of the SAGC molecule is resonant to the exciton
energy or the free carrier absorption band edge of GaN substrate, which facili-
tates energy transfer of the radiative component of the electron–hole recombination
energy from the GaN semiconducting layer to the biomolecular layer via resonant

Fig. 5.4 (a) Photocurrent
spectrum and AFM image of
ribbon-like SAGC showing
semiconductor band-edge
characteristics
(b) Enhancement of
photoluminescence in
self-assembled guanosine
molecules conjugated to GaN
quantum dots due to radiative
energy transfer [54]
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surface plasmon interaction. We have recently synthesized SAGCs confined to
<100 nm spatial pits and measured the refractive index of SAGC thin film by vari-
able angle spectroscopic ellipsometry [53]. The dielectric constant was estimated to
be very low (∼1.19) compared to 2.4 for GaN, thereby offering a large refractive
index contrast exceeding 2.

SAGCs thus offer a unique combination of properties, which can be used for con-
jugation with GaN-based nanostructures. These molecules will avoid aggregation,
in addition to providing a means for bioconjugation. Most importantly, they will
provide stability to the biophotonic system, by means of covalent attachment of the
bioanalytes to the surface functionality present on the SAGC. Our group has synthe-
sized SAGC, which has the lowest oxidation potential among DNA bases and has a
strong dipole moment of the order of 7 Debye. The strong dipole moment provides
polarity to each self-assembled guanosine conjugated supramolecular structures.
We have recently demonstrated resonant energy transfer from GaN quantum dots
to enhance the photoluminescence emission from the conjugated self-assembled
guanosine when confined within 50–100 nm spaces as shown in Fig. 5.4b [54].
This result opens up the opportunity for the development of guanine-based novel
biophotonic devices. We use this promising material system for the development
of UV–visible photonic band gap structures by employing the self-assembly prop-
erties of SAGCs on GaN nanostructures which has been achieved in our group
[54, 60].

The lattice constants of photonic crystal based on GaN are in the order of 100
or 200 nm in UV to blue region. The modified deoxyguanosine molecules can self-
assemble into crystal structure inside holes of GaN-based photonic crystals if the
deoxyguanosine solution is infiltrated into the holes. By tuning lattice constant, hole
radius, and slab thickness, the density of states of light can be tuned in the pho-
tonic crystals. So the coupling efficiency of deoxyguanosine to light source can be
improved when the deoxyguanosine molecules are detected or work as functional
linker to sense or label other biomolecules. Similar method was used in polymer
hydrogel photonic crystals to sense glucose and lead [61–63]. The hybrid photonic
crystal of GaN and SAGC with slab structure and no defects are simulated in this
chapter.

4 Refractive Index Measurement of SAGC by Ellipsometer

We used variable angle spectroscopic ellipsometry (VASE) to measure it. VASE is a
very accurate method to measure refractive index of materials. As light is reflected
from a surface, s- and p-polarizations change differently from Fresnel formulas
which Fresnel derived in 1823 [64].

rs =
(

Er

Ei

)
s
= ni cos (θi)− nt cos (θt)

ni cos (θi)+ nt cos (θt)

rp =
(

Er

Ei

)
p

= nt cos (θi)− ni cos (θt)

nt cos (θi)+ ni cos (θt)

(5.1)
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where rs and rp are the reflection coefficients of s- and p-polarizations, respectively;
Er and Ei are electric fields of the reflected and incident light, respectively; ni and
nt are the refractive indexes of medium that incident and refracted lights travel in;
and θ i and θ t are the incident and refracted angles relative to the normal of the two
medium interface. From Snell’s law

ni sin (θi) = nt sin (θt) (5.2)

If

θi + θt = 90◦

Then,

ni cos (θt) = nt cos (θi) (5.3)

Substituting the above equation into Eq. (5.1) for p-polarization, we can see that
rp = 0. Under the condition of Eq. (5.3), the incident angle θB = θi is

θB = tan−1
(

nt

nt

)

So, the reflection of p-polarization light just vanishes at the incident angle θB.
This angle is called Brewster’s angle. Define

ρ = rp

rs
= tan (�) ei� (5.4)

where rp is the complex reflection coefficient of p-polarization light, rs is the com-
plex reflection coefficient of s-polarization, tan (ψ) is the amplitude ratio of p- to
s-polarization of reflection coefficient, and � is the phase change. Ellipsometry
results can be very accurate because it measures the relative change of p- and
s-polarization light rather than the absolute value. This theory is used for reflec-
tion mode of ellipsometer and there are ellipsometers that depend on transmission
model. For thin films, ellipsometer can obtain the refractive index and the thick-
ness simultaneously by changing the incident angle. When the incident angle is
close to Brewster’s angle, the reflection is weak for p-polarization and strong
for s-polarization. The change of amplitude and phase is large. So the variable
angle spectroscopic ellipsometry takes the measurement at several different inci-
dent angles, which are around Brewster’s angle. Then the measured data of ψ and
� are fitted with models depending on the samples structure to obtain refractive
index and probably thin film thickness. To measure the refractive index of SAGC,
we deposit deoxyguanosine solution on GaN substrate and a thin film is formed.
Then the samples were measured with VASE at incident angles of 60◦, 65◦, and 70◦
(as shown in Fig. 5.5). The ψ and � were fitted with Cauchy relation for refrac-
tive index. The refractive index of SAGC was found to be about 1.19 at around
400 nm.
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Fig. 5.5 (a) and (b) Curves measured by VASE for SAGC thin films on GaN substrate at the
incident angles of 60◦, 65◦, and 70◦

5 Modeling of Photonic Crystal

5.1 Design of Photonic Crystal with Software MPB

The substrate of photonic crystal is a freestanding GaN slab and the air is above and
beneath the slab. There are hole arrays in the slab to form photonic crystals. The PC
slab can also be considered as periodic in the direction perpendicular to the slab if
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the slab is sandwiched between two air layers and the air layers are thick enough
[65]. So the guided modes in neighboring slab do not interfere. The guided modes
can be separated to TE- and TM-like modes because the slab is mirror symmetric
about the center plane [65]. We only design the triangular structure because triangu-
lar has larger band gap in TE-like mode. The refractive index of GaN is about 2.53
around 400 nm [66]. The band gap is small because the refractive index contrast is
small between SAGC/air and GaN.

Because the calculation of band structure is much slower in three dimension
than that in two dimension, first we find the hole radius in two dimension so that
the band gap is large. From Fig. 5.6, we can see that the maximum gap size is
reached when the hole radius is about 0.4a, where a is the lattice constant. Here, we
use unit based on lattice constant because Maxwell’s equations are scale-invariant.
After the infiltrating deoxyguanosine inside holes, the band gap reduces because
of the refractive index change. Because the band gap of PC slab depends on the
thickness of the slab [65], we are trying to find the trend of band gap changing with
slab thickness, h, at certain hole radius, r, and concentrate around the regime with
hole radius r = 0.4a.

Fig. 5.6 The gap size of 2D triangular lattice vs. hole radius for air/SAGC and GaN photonic
crystal

5.2 Photonic Crystal Slab with r = 0.4a

From Fig. 5.7, we can see that the lowest two bands of SAGC/GaN have lower
energy than that of air/GaN with the same lattice parameters. The difference
between the conduction bands under two conditions is even larger compared with
the difference of valence bands. The band gap size of SAGC/GaN is smaller because
of the lower refractive index contrast. The band gap size under two situations has
maximum values, but at different slab thickness. The maximum band gap is at
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Fig. 5.7 (a) Band edges and (b) band gap size change with slab thickness for the lowest two bands
of photonic crystal slab at hole radius r = 0.4a

h = 0.8a and h = 0.7a for air/GaN and SAGC/GaN, respectively. The band gap size
increases slowly with the increasing of slab thickness, then reduces rapidly after the
maximum. Finally, the band gap disappears. The trend of band gap changing with
slab thickness just likes what was discussed by Johnson et al. [65]. If the slab thick-
ness is too large, the energy difference between two neighboring bands is too small
and probably cannot be differentiated. New modal plane will be formed in vertical
direction with very little energy. On the other hand, the mode inside the slab can be
weakly guided if the slab thickness is too thin. The slab is only a weak perturbation
to the background. So, there exists a optimum thickness with maximum band gap.



92 J. Li et al.

5.3 Photonic Crystal Slab with r = 0.44a

Figure 5.8 shows the band edge of the lowest two bands and the band gap informa-
tion changing with slab thickness for the hole radius r = 0.44a. The curves show
similar characteristics to that of the structure with r = 0.4a. But the differences
of conduction and valence bands between air/GaN and SAGC/GaN are larger than
that of the structure with r = 0.4a. The band edges are higher and the band gap is

Fig. 5.8 (a) Band edges and (b) band gap size change with slab thickness for the lowest two bands
of photonic crystal slab at hole radius r = 0.44a
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smaller when r = 0.44a. The band gaps reach the maximum values at h = 0.9a and
h = 0.8a for air/GaN and SAGC/GaN systems, respectively.

5.4 Photonic Crystal Slab with r = 0.35a

Figure 5.9 shows the band edge of the two lowest bands and the band gap change
with slab thickness for the hole radius r = 0.35a. The band edges have a
similar trend to the other two hole radii and the differences of the conduction and
the valence bands between air/GaN and SAGC/GaN PC slab are smaller than that
of the structure for r = 0.4a and r = 0.44a. But the band edges are at lower energy.
The band gaps are small and reach the maximum value at h = 0.7a and h = 0.6a
for air/GaN and SAGC/GaN PC slab, respectively.

Fig. 5.9 (a) Band edges and
(b) band gap size change with
slab thickness for the lowest
two bands of photonic crystal
slab at hole radius r = 0.35a
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5.5 Verification of the Photonic Crystal Designs by EMPLabTM

According to the above analysis, the structures in Table 5.1 are simulated by the
software EMPLabTM. The center of the band gap is at 3.1 eV (400 nm), in the blue–
UV region. Because electromagnetic modes in band gap cannot exist in photonic
crystal, transmission simulation is used to get the band gap. In the simulation, light
source is a modulated Gaussian pulse that does not have direct current component.
The frequency spectrum is a Gaussian peak with center shifted from zero frequency.
The perfect-matched-layer absorbing boundary has eight layers.

Table 5.1 Lattice parameters of the photonic crystal slab

r/a h/a a (nm) r (nm) h (nm) AG VB (eV) AG CB (eV) SG VB (eV) SG CB (eV)

0.40 0.7 175 70 122 2.73 3.47 2.68 3.28
0.44 0.9 191 84 172 2.69 3.51 2.60 3.14

Figures 5.10 and 5.11show the simulation results. The left part of each figure is
the band diagram that is solved by the software MPB. The black curve is the edge of
the light cone. In the light cone, electromagnetic mode can exist in both air and PC
slab. So, the light that travels inside PC slab can leak into the air and the transmis-
sion gets lower. The right part of the figures is the transmission spectrum which is
obtained from the simulation results by the software EMPLabTM. The transmission
figures are rotated so that it can align with the band diagrams for easy comparing.
We simulated two light propagation directions, �M and �K, as shown in the figures.
The light gray strip in the figures shows the band gap of the structure. The valence
band edge in band diagram matches with the drop of transmission. At the conduc-
tion band edge, the transmission changes relatively slow and has a small discrepancy
probably due to the leakage of light from PC slab to the air. The transmission spec-
trum shows that the band gap shrinks as deoxyguanosine molecules self-assemble
inside holes. And the energy of the valence band edge is also decreased, just as
shown by MPB.

6 Discussion

The periodic structure based on GaN and SAGC can have photonic band gaps. The
band gap size and the band edges can be tuned by tuning lattice parameters. Light
propagation and emission can be tuned by photonic crystals. So, the hybrid photonic
crystal can be potentially used to detect deoxyguanosine molecules. If deoxyguano-
sine molecules are used as functional linker to other biomolecules which usually
absorb or emit light in the blue to UV region, the hybrid photonic crystal can also
be used to tune the coupling of light source to deoxyguanosine molecules, and then
to other biomolecules.
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Fig. 5.10 Simulation results of (a) air/GaN PC with r = 0.40a and h = 0.7a and (b) SAGC/GaN
PC with r = 0.40a and h = 0.7a. In each figure, the left part is the band diagram and the right part
is the transmission result obtained by EMPLabTM in �K and �M direction. The light gray strip is
the forbidden band of the structure
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Fig. 5.11 Simulation results of (a) air/GaN PC with r = 0.44a and h = 0.9a and (b) SAGC/GaN
PC with r = 0.44a and h = 0.9a. In each figure, the left part is the band diagram and the right part
is the transmission result obtained by EMPLabTM in �K and �M direction. The light gray strip is
the forbidden band of the structure
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Chapter 6
Carbon Nanotubes for Optical
Power Limiting Applications

Shamim Mirza, Salma Rahman, Abhijit Sarkar, and George Rayfield

Abstract Optical limiters are nonlinear materials that exhibit a drop in transmit-
tance as the energy of incident laser pulses increases, usually above a certain
threshold. They have the potential for protecting optical sensors, and possibly even
human eyes, from laser pulse damage. The problem of optical power limiting has
been a subject of increasing interest for more than two decades now. The inter-
est is due to the increasingly large number of applications based on lasers that
are currently available. Several research groups have been attempting to develop
novel OPL materials based on nonlinear optical (NLO) chromophores. As a result,
there are a large number of publications and patents on this subject. Some of the
best-performing optical limiters are materials containing carbon nanotubes (CNTs);
however, such materials are difficult to prepare and have problems with stability. In
this chapter, the origin of OPL as well as the mechanism of OPL has been discussed.
Ways to modify CNTs and to make them suitable for OPL applications have also
been discussed.

Keywords Carbon nanotubes · Optical power limiting (OPL) · OPL chro-
mophores · OPL mechanisms · Nonlinear optics · Photonics · OPL chro-
mophores · Hyperbranched polymers

1 Introduction

Laser light is a high-intensity monochromatic radiation having extremely high
coherence. An increasingly large number of applications based on lasers are cur-
rently available. Most applications in the consumer sector incorporate low-intensity
lasers such as compact discs, DVDs, and other optical devices while high-intensity
lasers largely remain in the research, medical, defense, industrial, nuclear, and
astronomy sectors. Low-energy lasers are commonly used in law enforcement and
warfare for target illumination. The affordable cost of producing lasers and easy
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availability have led to their being used as weapons causing harmful radiation dam-
age to human eyes and to the multitude of light-sensitive receptors that are employed
by the military and in civilian applications. Lasers directed at aircraft pilots, optical
sensors, or through the sights of tank gunners can do serious damage to the operator
and/or the equipment. Keeping transmitted light below a certain maximum inten-
sity is useful in protecting such light-sensitive receptors [1]. The main requirement,
especially in the case of high-sensitivity devices, is high transparency under low
intensity and ambient conditions combined with opacity under high-intensity radi-
ation. Typically, there are two ways to protect optically sensitive materials against
damage caused by overexposure to high-intensity light: active and passive [2]. The
active approach is based on “smart structures” comprising electronic circuitry that
reacts when a harmful intensity of light is detected and activates mechanical bar-
riers between the light source and the optically sensitive material. The passive
approach relies on the inherent property of the “smart material” to form a light bar-
rier and prevent transmission of light when its intensity surpasses a threshold value.
Optical power limiters (OPLs) are “smart materials” that follow passive approaches
to provide laser protection.

Optical power limiters (OPLs) are materials and devices designed to allow nor-
mal transmission of light at low intensities and limited transmission of light of
higher intensities (Fig. 6.1) [3]. A barrier is formed as a direct response of such
a material to excessive intensity of light. There are various important considerations
that go into the design of an OPL device. The speed at which light travels dictates
that an OPL device must be able to react almost instantaneously to changing light
intensity. Fast response time favors a material-based device over a mechanical one.
The material must be able to bear the brunt of prolonged exposure to high-intensity
light, as well as allow for continuous transparency in regions outside the path of the
high-intensity light. All these factors favor a device incorporating a liquid or solid
film of molecules, which acts as a stand-alone optical power limiter.

For over two decades, several research groups have been attempting to develop
novel OPL materials based on nonlinear optical (NLO) chromophores [3–8]. As a
result, there are a large number of publications and patents on this subject. In order
to be used for practical applications, an OPL material must fulfill the following
requirements:

1. It must have a fast response time.
2. It should operate over a broad wavelength range.
3. The on–off cycle must be extremely fast and ideally it should follow the speed

of the cycle of the laser pulse it is responding to.

OPL devices rely on one or more nonlinear optical mechanisms that include:

• Reverse saturable absorption (RSA)
• Multiphoton absorption (MPA)
• Induced scattering
• Photo-refraction



6 Carbon Nanotubes for Optical Power Limiting Applications 103

(b)

Linear Optical (LO) material 

Clamping Energy 

Nonlinear Optical (NLO) Material 

Ein

Eout

Activation Energy 

(a) 

Sensor

High Intensity Incident Beam

Protective Device (OPL material)

((
(

Attenuated Beam

r

((((
((

Normal Intensity Incident Beam

Fig. 6.1 (a) Concept of optical power limiters (OPLs). (b) Output energy (Eout) vs. input energy
(Ein) for an ideal optical limiter

The above-mentioned nonlinear optical processes for various materials have been
extensively studied for OPL applications [9–14]. To date, however, there is not a sin-
gle OPL material available which, taken individually, can provide ideal and smooth
attenuation of an output beam. Therefore, the design and development of radically
novel types of materials for OPL is urgently required. In this regard, some attempts
were made with combinations of nonlinear optical materials in cascading geome-
tries, such as multiplate or tandem cells [15] and use of two intermediate focal
planes of a sighting system [16]. These efforts have shown promising results but
much more effort is still needed.

The human eye is a very sensitive optical sensor with a very low damage thresh-
old for the retina (∼1 μJ). This imposes stringent demands on materials for laser
protection. Existing nonlinear optical materials can respond to such low energies
only when the light is tightly focused – this is achieved most easily in an optical sys-
tem which provides focal planes at which the nonlinear material can be positioned.
Protection applications demand materials with the following characteristics:

• high linear transmission across the response band of the sensor,
• sensitive nonlinear response to pulses of duration 1 ns and below,
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• resistance to permanent optical damage, and
• stability in the working environment.

The ideal OPL material is expected to have (1) a fast response time, (2) high
transparency at normal illumination conditions, and (3) an increased broadband
spectral response for protection of eyes and sensors from laser beams.

2 Mechanisms of Optical Power Limiting

For eye protection against laser threat, mainly three classes of nonlinear optical
(NLO) materials are promising: multiphoton absorbers (MPA), reverse saturable
absorbers (RSA), and nonlinear scattering (NLS) materials. Multiphoton absorbers
generally exhibit high linear transmittance with a more favorable colorimetry (from
yellowish to colorless) in solution, in a solid matrix, or in organic crystals [17].
Reverse saturable absorbing molecules exhibit very efficient optical limiting prop-
erties both in solution [18, 19] and in a solid matrix [20, 21]. Nonlinear scattering
materials occur principally in suspensions of absorbing nanoparticles in organic sol-
vents. When a laser beam impinges on such medium, heating of the particles causes
evaporation of the surrounding solvent and sublimation of the particles themselves,
leading to fast growth of strongly scattering gaseous cavities.

2.1 Nonlinear Absorption

2.1.1 Reverse Saturable Absorption (RSA)

A more effective method by which a molecule could function as an OPL centers on
the idea of sequential two-photon absorption (STPA) [22]. It is sometimes referred
as excited-state absorption (ESA) or reverse saturable absorption (RSA). In general,
reverse saturable absorption (RSA) may occur whenever the excited-state absorption
cross section of a molecule is larger than its ground-state absorption cross section
at the input wavelength. To understand the process, we can consider the electronic
energy levels represented in Fig. 6.2, where σ (S0−1) and σ (T0−1) symbols designate
absorption cross section of the singlet, S0 → S1, and the triplet, T0 → T1, optical
transitions, respectively. Following an initial S0 → S1 absorption event, the excited
S1 state can either relax to the ground state (via S1 → S0 emission) or undergo a
phonon-mediated S1 to intersystem conversion (isc). If the latter process is faster
than the former one, a significant buildup of the T0 state population would occur,
given that the T0 → S0 transition is spin forbidden. S1 → Sn transitions are equally
important as they too contribute in populating the triplet states. Once the T0 state is
populated, the new absorption path (T0 → T1) opens up for the incoming radiation.
Finally, if ·(S0−1) < σ(S\T0−1), all necessary requirements for RSA are met and the
molecule behaves as an optical limiter. Under appropriate conditions, the population
accumulates in the lowest triplet state during the exposure to a strong light source
and it provides an increasing concentration to the total absorption of the system. The
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diagram of reverse saturable
absorption (RSA)

significant parameters for the effectiveness of this mechanism are the excited state
lifetimes, the ISC time, and the values of the excited-state absorption cross sections.

2.1.2 Multiphoton Absorption (MPA)

Multiphoton absorption, which also includes two-photon absorption, is a particu-
larly efficient technique for optically limiting short (sub-nanosecond to picosecond)
pulses of high-intensity radiation. Unlike other OPL phenomena requiring a fluid
state to enable free molecular motion, MPA chromophores have the advantage of
being able to perform even in the solid state.

Two-photon absorption (TPA) which has been known for a long time [23] has
experienced a renewed surge of interest in recent years. This can be largely attributed
to the availability of materials with enhanced two-photon absorption cross section
[24] that are particularly well suited for effective optical limiting. In the case of
TPA, the electron is promoted from the ground state to an excited state through
a virtual intermediate state, by simultaneously absorbing two photons. A possible
band gap energy model for the relevant molecular photonic absorption processes is
depicted in Fig. 6.3. The electronic transition to a high-energy state may take place
either by (1) absorption of two photons from the same optical field of frequency ω
such that the transition takes place to an excited state resonance at 2ω or by (2) a
two-beam two-photon absorption process involving simultaneous absorption of two
photons of different frequencies. One of the beams is called the pump and the other
represents the probe beam. Usually the intensities of the two beams are different,
i.e., Iprobe << Ipump. TPA offers the advantage of high transmission at low incident
intensity for light with a frequency well below the band gap frequency. It is a fast
third-order nonlinear process and the mechanism is efficient for short pulses.
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Fig. 6.3 Band gap energy model for the relevant molecular photonic absorption processes includ-
ing two-photon absorption (TPA). S0 is ground electronic states, S1 is manifold of ground
electronic states (virtual state), and S2 is excited electronic states

A three-photon absorption (or multiphoton absorption) mechanism works on the
same principle as TPA, differing only in the number of photons involved in the exci-
tation [24]. For example, in three-photon absorption, three photons are absorbed by
a three-beam three-photon absorption process. This mechanism is suited for achiev-
ing OPL effects in the 400–800 nm wavelength region. Three-photon absorption
can be enhanced if delocalization of π-electrons occurs in a conjugated molecule.
Fluorophores for MPA should be subjected to the same scrutiny as those intended
for single-photon investigations. The probes should have large absorption cross sec-
tions at convenient wavelengths, high quantum yields, a low photobleaching rate,
and the lowest possible degree of chemical and photochemical toxicity. The fluo-
rophores should also be able to withstand high-intensity illumination from the laser
source without significant degradation. Thus, a suitable conjugated molecule can be
selected or designed which will show significant higher-order optical nonlinearity.

2.2 Nonlinear Refraction

When a nonlinear optical (NLO) material is subjected to light of high intensity
it may demonstrate a change in refractive index. This change can be seen as
either positive or negative and causes the material to either defocus or focus the
light [25].

Self-focusing and defocusing are optical nonlinear effects which can be used in
optical limiting applications. This nonlinear refraction effect in a material can mani-
fest itself as beam broadening or narrowing in the far field, i.e., causing the focusing
or defocusing which is dependent on the irradiance input. Figure 6.4 illustrates these
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Fig. 6.4 (a) Effect of a self-focusing device and (b) effect of a self-defocusing device

concepts. Assuming that both bound and free carriers cause the change in the index
of refraction, we get the relation [26]:

�n = γ I + σrN (6.1)

where γ (m2/W) is the nonlinear index that is due to bound electrons and σ r is the
change in the index of refraction per unit photo-excited charge-carrier density N. γ is
related to the real part of the third-order susceptibility, χ (3), the speed of light, c, the
refractive index in the absence of free carriers, n0, and the free-space permittivity,
ε0, in such a way that [27]

γ = 3

4n2
0cε0

Re(χ (3)) (6.2)

The term in Eq. (6.1) related to the nonlinear refraction due to bound electrons
(γ I) will be dominant at relatively low irradiance levels, whereas the free-carrier
refraction (σrN) will dominate at high irradiance levels. Since the carrier non-
linearity (σrN in Eq. (6.1)) is proportional to a temporal integral of I2 [27], this
will be an effective fifth-order nonlinearity. In the case of two-photon absorption,
this fifth-order nonlinearity is a sequential Imχ

(3) process (i.e., two-photon absorp-
tion) followed by an Reχ

(1) process (i.e., a linear index change from the carriers).
Since the electronic Kerr effect is a third-order effect, the nonlinearity due to car-
riers generated by two-photon absorption will dominate above a certain irradiance
level.

Experiment and calculations have shown that the maximum of γ will occur close
to the resonance for two-photon absorption and that it will change sign from positive
to negative when the photon energy is greater than about 70% of band gap energy
(Eg). Since γ has been shown to have a E−4

g dependence [28], a strong nonlinear
refraction is expected for semiconductors with a small band gap.

A problem with self-focusing is, however, that it may cause damage to the nonlin-
ear material due to the high energy density in the focal spot. Self-defocusing should
for this reason be preferable.

Another nonlinear refraction related mechanism is molecular reorientation. A
strong electric field applied to a system which contains anisotropic molecules tends
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to align the induced dipole moments of the molecules along the direction of the
field, changing the refractive index. Therefore, an intense incident optical field will
orient the molecules along the direction of polarization and will thus encounter a
different index of refraction than will a weak field.

2.3 Induced Scattering

Two types of nonlinear optical scattering (NOS) may occur due to the refractive
index of the materials. The first possible NOS is a fundamental manifestation of
the interaction between matter and radiation, resulting from inhomogeneities in the
refractive index, which decrease transmission. Photoinduced resonant scattering or
nonresonant scattering is especially attractive for sensor protection from laser light
by optical limiting. One of the best known and perhaps most effective example of a
resonant device is the carbon black suspension limiter [29], in which the diffusion
centers are created following absorption of light and subsequent heating of carbon
particles. This implies an appropriate choice of the frequency range. An example of
the second type of NOS is the Kerr effect that need not involve any resonances. In
this case, the index of refraction n is intensity dependent and follows a nonlinear
relation

n = n0 + n2I (6.3)

where n0 is the linear index of refraction, n2 is the nonlinear (or Kerr) index of
refraction, and I is the light intensity. A two-component medium, having good index
matching, acts as a transparent filter at low intensity. At high intensity of light,
the refractive index of the components gets perturbed, making the medium highly
scattering [30].

2.4 Photo-refraction

The photo-refractive effect is another mechanism related to the intensity-dependent
refractive index. The photo-refractive material acts as a volume grating. It describes
a modulation in the refractive index due to spatial variation of the intensity [27, 31]
formed by the interference of two coherent incident beams. So the photo-refractive
effect can be used for sensor protection utilizing materials acting as nonlinear optical
limiters. Due to high-intensity laser irradiation, free charges are liberated in photo-
refractive materials. The change in the space-charged field because of the radiation
causes alterations in the index of refraction. Laser damage thresholds and the time
response of the photo-refractive effect are important issues related to the use of
photo-refractive materials in optical limiting applications.

One effect of the photo-refractive mechanism that is used for optical limiting is
beam fanning [27, 32] which is a phenomenon that has been discussed in relation
to optical power limiting. The beam fanning effect is described as a beam entering
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Fig. 6.5 Principle of photo-refractive optical limiting using the beam-fanning method

a photo-refractive material and causing a set of asymmetrical beams to be formed
after passing through the photo-refractive crystal.

The method of beam fanning can be improved by splitting the incident radiation
into weak- and high-intensity beams before entering the photo-refractive crystal.
The two beams are coupled in the crystal and the high-intensity radiation is trans-
ferred to the weak beam path and thereafter dumped (Fig. 6.5). The process is
dependent on highly coherent radiation, i.e., broadband irradiation is not coupled
to the beam dump. The optical limiter is activated by high-intensity coherent radi-
ation. A disadvantage of optical limiters using the photo-refractive effect is the
rather slow response time of the material since diffusion processes are the governing
mechanism.

3 Optical Power Limiting (OPL) Chromophores

3.1 Organics and Organometallics

Over the years a large variety of organic structures, such as porphyrins, fullerene,
and carbocyanines, have been investigated for NLO properties and optical power
limiting. Some other classes of chromophores exhibit dramatically changed OPL
performance when incorporating a heavy metal atom (e.g., Pb, Pt, Pd, Au, Ag).
Porphyrins (Pf) have been much studied with respect to electron and energy transfer
processes. Metal ion complexation often increases the third-order nonlinear optical
susceptibility. Metallo-Pf typically have a Soret band (π–π∗ transition to second
excited state) in the region of 400–450 nm and a less intense Q band (to first excited
state) in the region of 500–600 nm. Additional charge transfer bands are sometimes
present and arise from Pf–metal interactions. The Q band is also affected by the
presence of a metal. The photophysics of this class of compounds is well known
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and the Pfs generally show good thermal stability [33]. Several Pf systems have
been studied with respect to optical limiting and have shown good characteristics.

3.2 Multiphoton Absorbers

An appropriate choice of MPA chromophores is important for the efficiency of
the OPL material. Two MPA chromophores have promising attributes for organic
photonics applications, namely, stilbene-3 and POPOP (Fig. 6.6). These organic
chromophores have large excitation cross sections and are transparent in the vis-
ible region. Additionally, these chromophores can be blended with the polymer
matrix via solubilization in common organic solvents. Silver nanoparticles can be
used in conjunction with the MPA chromophores. Silver nanoparticles have been
reported to enhance multiphoton absorption of organic molecules by five orders of
magnitude [34].

O

N

O

N

SO2ONa NaOO2S

(b)(a)

POPOP dyeStilbene-3 dye

Fig. 6.6 Chemical structure of MPA chromophores: (a) stilbene-3 and (b) POPOP

3.3 Reverse Saturable Absorbers

Two RSA chromophores are among the better ones for organic photonics materials,
namely carbocyanine chromophore, 1,1′,3,3,3′,3′-hexamethylindotricarbocyanine
iodide (HITCI), and fullerene (C60) (Fig. 6.7).

The C60 is a good organic chromophore because of its excellent visible broad-
band transmission under normal illumination and equally fast OPL response. HITCI,

N+ N

I−

Hexamethylindotricarbocyanine iodide
(HITCI) Fullerene (C60)

(a) (b)

Fig. 6.7 Chemical structure of RSA chromophores: (a) hexamethylindotricarbocyanine iodide
(HITCI) and (b) fullerene (C60)
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on the other hand, is a good organic chromophore because of its high efficiency.
The RSA properties of this chromophore have been well studied [35]. The combi-
nation of an RSA dye (HITCI) and CNT in an ethanol solvent has been reported to
have the best OPL response so far reported [36]. It has fast (ps) response, broad-
band transmission, low threshold response (10 mJ/cm2), and high fluence clamping.
These chromophores can be blended with the polymer matrix using a sonicator and a
solid-state polymer film with uniform nano-sized chromophore particle distribution
can be achieved [37, 38].

3.4 Azo Dyes

The origin of OPL properties of azobenzene films is in their photoinduced
anisotropy, which includes photoinduced birefringence as well as photoinduced
dichroism, and varies with the intensity of incident light [39]. The transition moment
of the azobenzene molecule lies along the molecular axis and only those molecules
with their axis oriented parallel to the electric field vector absorb light and isomer-
ize from the trans to cis form. The cis form is thermodynamically unstable and
eventually reverts to the trans form where it may again be isomerized to the cis
form if its transition moment is not perpendicular to the electric field direction of
light. Figure 6.8 shows the cis–trans isomerization process in 4-nitroazobenzene.
Repeated trans–cis–trans isomerization results in the alignment of azobenzene
molecules in a direction that is perpendicular to the polarization of the excitation
beam. This then causes photoinduced birefringence that makes the output polar-
ization elliptical, and photoinduced dichroism that makes the semimajor axis of the
ellipse shift through a rotation angle from the origin. Both mechanisms contribute to
the OPL property, although, in the case of azobenzene, photoinduced birefringence
is expected to be the major contributor.

N N

NO2

NO2

N N

hν2 hν1

trans form

cis form

Fig. 6.8 Isomerization
process in 4-nitroazobenzene
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azo dyes: (a) DMNPAA and
(b) disperse red 1 acrylate

For example, a NIR azo dye, namely 2,5-dimethyl-(4-p-nitrophenylazo)anisole
(DMNPAA), is a promising molecule (Fig. 6.9). This dye should work particularly
well for OPL in the 800–1,400 nm region.

Another azo chromophore that is of interest for use in solid OPL material is
disperse red 1 acrylate (Fig. 6.9). This dye can interact with the polymer matrix due
to the acrylate functionality, thereby keeping it uniformly distributed in the OPL
filter. One of the goals of OPL material development is to decrease optical limiting
threshold energy. Azo dyes are known to undergo cis–trans transition at low input
energy.

4 Carbon-Based Materials for Optical Power Limiting

4.1 Fullerene and Carbon Black Suspension (CBS)

Carbon exists in four different stable allotropes: graphite, diamond, fullerene, and
carbon nanotubes. After the discovery of fullerene in 1985 by Kroto et al., numer-
ous articles on the synthesis, physics, chemistry, and functionalization of fullerene
(especially C60) have been published [40–46]. Fullerene and its derivatives in
solution, similar to porphyrin and phthalocyanine systems, show nonlinear OPL
behavior via an RSA mechanism and subsequent nonlinear refraction and scattering
[41, 42, 47, 48]. These materials exhibit a positive nonlinear absorption coefficient.

Carbon black suspensions (CBS) act as nonlinear optical limiters, especially in
the case of high-intensity laser pulses. CBS undergo dramatic changes in transmit-
tance due to laser irradiation as well as thermally induced nonlinear scattering which
can be attributed to the formation and rapid expansion (within the pulse width)
of microplasmas initiated by rapid heating and thermo-ionization of the carbon
particles [29, 49–51].

4.2 Carbon Nanotubes (CNTs)

Carbon nanotubes (CNTs), first discovered by Iijima in 1991, are a family of new
materials with unique structure and excellent mechanical, electrical, thermal, and
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Fig. 6.10 Different types of carbon nanotubes: (a) armchair, (b) zigzag, (c) chiral nanotubes
[57], and (d) multiwalled carbon nanotube (reprinted with permission from Alain Rochefort,
Assistant Professor, Engineering Physics Department, Nanostructure Group, Center for Research
on Computation and its Applications (CERCA))

optical properties [52, 53–56]. CNTs have fullerene-related structures and consist
of graphene cylinders closed at both end with caps containing pentagonal rings.
There are three categories of CNT structures: “armchair,” “zigzag,” and “chiral”
based on the arrangement of hexagons around the circumference (Fig. 6.10) [57].
An electronic structure study showed that the CNTs have a lower work function,
steeper Fermi edge, lower electron-binding energy, and stronger plasma excitation
in comparison with graphite [58].

CNTs are generally classified as single-walled carbon nanotubes (SWNTs) and
multiwalled carbon nanotubes (MWNTs). Typical images of these two types of
CNTs are shown in Fig. 6.11. Single-walled carbon nanotubes (SWNTs) can be
considered to be formed by rolling of a single layer of graphite into a seamless

(a) (b)

0.2 

Fig. 6.11 (a) FESEM image of SWNT (95% purity, visible particles might be catalysts and
amorphous carbon) and (b) TEM image of short-MWNT in polymer matrix
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cylinder (diameter of SWNTs on the order of a nanometer) whereas multiwalled
carbon nanotubes (MWNTs) contain more than one concentric cylindrical shell of
graphene sheets coaxially arranged around a hollow core (diameter of MWNTs on
the order of tens of nanometers). Highly symmetric structure and extremely small
size allow CNTs for remarkable quantum effects, magnetic, electronic, and lattice
properties [59].

A lot of work has been performed to exploit the properties of CNTs. High tensile
strength and elasticity of CNTs make them suitable for aerospace and fiber indus-
tries [60]. On the other hand, electronic conductance and unique semiconducting
characteristics are ideal for nanoelectronics and semiconductor applications [60–
62]. Hydrogen adsorption (storage) capacity of CNTs can be utilized for application
in hydrogen-based fuel cells [63, 64], as well as electronic sensitivity in different
chemical environments, allowing CNTs to be useful for novel environmental sen-
sors [65–68]. The broadband absorption property of CNTs has also been utilized for
various optical applications, e.g., optical power attenuation, optical filter. As a result
of these versatile properties of CNTs, a wide range of potential applications, such as
field emission devices [54, 69, 70], electrochemical devices [71–73], and nanotube-
based composites or thin films, for protection against laser damage are now within
reach [74–76].

CNTs possess one of the most extensive delocalized π-electron systems and it
has been observed to be a broadband optical limiting material which is outside the
range of many optical limiting materials [47, 49, 77]. The general onset of optical
power limiting was observed at ∼0.1–0.5 J cm-2 at 532 nm [78]. The optical limit-
ing performance of CNT depends on several factors such as the laser pulse duration,
aspect ratio of CNT, surrounding host liquids [36]. It was observed that longer
laser pulse durations (nanosecond or longer) improved the OPL efficiency which
is attributed to more effective solvent bubble growth and sublimation of CNT. This
phenomenon is discussed in the next section. CNTs with higher aspect ratio (longer
tubes) possess better OPL efficiency [79]. The effect of solvents is also discussed in
detail in the next section.

Applications of carbon nanotubes have been impeded by difficulties associated
with CNT processing and manipulation. Extremely poor solubility of CNTs in most
of solvents due to substantial van der Waals attractions between CNTs along the
length axis has made this task a difficult one [80, 81]. For the same reason the
nanotubes aggregate easily. Considerable effort has been devoted toward the sol-
ubilization of carbon nanotubes both in aqueous media and in organic solvent.
Earlier reports have shown that aggregation of CNTs can be prevented by apply-
ing a noncovalent surface coating onto them by amphiphilic molecules such as low
molecular weight surfactants and polymeric amphiphiles [82–86]. The other strat-
egy that has been followed to prevent undesirable intertube aggregation in solvents
is covalent functionalization of CNT surfaces with solvophilic molecules [87–
89]. Incorporation of CNTs in various polymer matrices such as polystyrene [90],
poly(methyl methacrylate) (PMMA) [91], and epoxy has also been reported [92,
93]. However, most of these methods involve aqueous media or organic solvents.
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4.2.1 Solubilized and Suspended Carbon Nanotubes

Both SWNTs and MWNTs in suspended and solubilized form exhibit stronger
broadband optical limiting responses. Nonlinear scattering and refraction are
probably the dominant mechanisms for optical power limiting. However, the
suspended and solubilized carbon nanotubes act differently in optical power lim-
iting. In suspension form, the OPL property is mainly due to nonlinear scatter-
ing that originates from microbubbles formed due to absorption-induced heating
(Fig. 6.12).
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Fig. 6.12 Concept of liquid
cell consisting of carbon
nanotubes suspended in a
solution. Optical limiting
induced by light scattering
from the microbubbles and
carbon vapor bubbles formed
in the suspension

Thus, the nonlinear scattering process can be divided into two steps: nucleation
of scattering centers followed by their growth. In this process, heating due to laser
pulses leads to vaporization and ionization of CNTs which ultimately forms rapidly
expanding microplasmas [58]. The microplasma strongly scatters light from the
transmitted laser beam direction which leads to a nonlinear decrease in the energy
of transmitted light. In solubilized form, the OPL property is observed due to a non-
linear absorption mechanism. The CNTs exhibit a strong optical limiting property,
superior to both C60 and carbon black (Fig. 6.13) [58]. In case of CNTs, due to
their high aspect ratio, coupling to the radiation field is significantly more efficient
[36]. Optical limiting properties of carbon nanotube suspensions and solution are
presented in Table 6.1. The CNTs show weaker and concentration-dependent OPL
responses in solutions than in suspensions.

The electronic structure and optical limiting behavior of carbon nanotubes of dif-
ferent diameters have been investigated in various solvents such as ethanol, water
[58, 94]. A lower optical limiting threshold was observed in solution than in a solid
host which is not unexpected because expansion of a microplasma is easier in solu-
tion. Improvement of OPL property of suspended CNTs can be achieved by an
appropriate choice of solvent to obtain better dispersion and selection of the diame-
ter and symmetry of the nanotubes. Better optical limiting efficiency can be achieved
from CNT suspension in a solvent with lower boiling point, surface tension, and
viscosity [59].
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Fig. 6.13 Nonlinear transmission of the carbon nanotubes in ethanol (◦); C60 in toluene (+); and
carbon black in distilled water (�). The nonlinear transmission was measured with 7 ns laser pulses
at (a) 532 nm and (b) 1,064 nm wavelength. The linear transmittance of the three systems has all
been normalized to unity. The inset of (a) shows the optical transmission spectra recorded in the
wavelengths between 200 and 1,200 nm for the carbon nanotubes suspended in ethanol (top curve)
and C60 dissolved in toluene (bottom curve). The transmission spectrum of the nanotubes has been
shifted vertically for clear presentation. The spectrum of the carbon black suspension is identical
to that (top curve) of the carbon nanotubes (reprinted with permission from Ref. [58])

Table 6.1 Optical limiting properties of the nanotube suspensions and solutions of 70% linear
transmittance at 532 nm (reproduced with permission from Ref. [87])

Compounds Medium
Saturated
Iout(J cm-2)a

Limiting threshold
(J cm-2)b

C60 Toluene 0.10 0.21
Carbon black suspension Water 0.12 0.31
SWNT suspension Waterc 0.11 0.31
S-SWNT suspension Waterc 0.16 0.39
S-SWNT-PPEI-EI Chloroform 0.35 0.98
S-MWNT suspension Waterc 0.14 0.38
S-MWNT-PPEI-EI Chloroform 0.26 0.64
S-MWNT-octadecylamine Chloroform 0.29 0.71

afor the value of Iout at Iin = 1 J cm-2 when there is no optical limiting plateau.
bDefined as the value of Iin when Iout is 50% of what is expected on the basis of the linear
transmittance (0.35 Iin).
cAlso contains 5% Triton X-100.
dPPEI-EI = poly(propionylethylenimine-co-ethylenimine)

Single-Walled Carbon Nanotubes

Nonlinear scattering is the primary optical limiting phenomenon for SWNT sus-
pensions due to thermally induced solvent bubble formation at low fluences and
long pulses, and due to bubbles from nanotube sublimation at high fluences and
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Fig. 6.14 Measured variation
of output fluence with input
fluence in SWNT suspensions
in different solvents. Crosses,
circles, and triangles show
output from SWNT
suspensions in ethanol, water,
and ethylene glycol,
respectively (reprinted with
permission from Ref. [47])

short pulses [95–97]. The time evolution of the radius and concentration of the
scattering centers were determined by Vivien et al. using a model based on Mie
theory [78]. SWNT is considered as a broadband optical limiter (visible and near-
infrared region) due to the large optical densities and small nonlinear threshold. The
effects of pulse duration and wavelength on the OPL property of SWNT in solvents
over a broadband wavelength region were investigated [97]. The OPL behavior of a
suspension of SWNT in different solvents such as water, ethanol, chloroform, and
ethylene glycol has been reported (Fig. 6.14) [36, 47, 97]. According to this report,
optical limiting behavior is strongly solvent-dependent which rules out plasma for-
mation as being an important mechanism. The optical limiting response of SWNT
in ethanol suspension was found to be the strongest. The OPL behavior in glycol
suspension was observed to be weaker than that in water. This phenomenon sug-
gests that absorption-induced refractive index inhomogeneities did not have much
contribution to nonlinear scattering [59].

Multiwalled Carbon Nanotubes

OPL behavior of MWNT in different solvents such as water, chloroform,
dichlorobenzene, methanol and a host matrix such as polymethyl methacrylate
(PMMA) was also studied at 532 nm as well as in the broadband (visible–NIR)
region with nanosecond laser pulses [49, 98–100]. Liu et al. found better optical lim-
iting performance of MWNT in chloroform than in dichlorobenzene. On the other
hand, Pratap et al. observed better optical limiting behavior at 532 nm (limiting
threshold measured = 2 J cm-2) than in the near-infrared region at 1,064 nm (limit-
ing threshold measured = 20 J cm-2). In the study of size-dependent optical limiting
performance, the MWNTs with large aspect ratio were observed more stable to
nanosecond pulsed laser and also showed stronger limiting properties which are
more prominent at low input fluence [79]. OPL efficiency of MWNT suspensions in
various solvents was studied in the temperature range from room temperature to the
boiling point of the solvents. As the temperature was increased, the OPL efficiencies
decreased [101].
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4.2.2 Combination of CNTs and Other OPL Components

The CNT system alone is not enough to fulfill all the specifications of broadband
optical power limiting. A major limitation of CNTs is their inability to show optical
limiting behavior in the picosecond time regime; the CNT suspensions are only
effective for nanosecond laser pulses [98]. The other disadvantage of CNT is the
high limiting threshold.

Various systems need to be coupled to extend the spectral and temporal ranges
of effective limiting. These include modifying CNT by polymer coating/wrapping,
substitutional doping, blending with various optically active/absorbing dyes, and
covalent or noncovalent sidewall functionalization of CNTs. Considerable effort has
also been made by using two intermediate focal planes [102, 103]. It is expected
that CNT along with OPL-active components in a host matrix will exhibit OPL
properties with faster response time. At the same time, a processible material will
provide enough flexibility (as thin films or coatings) so as to allow OPL material
incorporation into optical systems at intermediate focal planes and also applicable
to wide field-of-view (FOV) and fast f-number optical systems.

Polymer/Carbon Nanotube Composites

Carbon nanotube composites have been extensively studied for their thermal,
mechanical, electronic, and optical properties [104]. SWNTs were used to augment
the thermal properties of epoxy [105]. As for the use of CNTs in practical OPL and
other potential applications, efforts have been made in the research and development
of films and coatings from the suspension of polymer/carbon nanotube composite
materials [106]. One of the approaches to make the composites involves mixing dis-
persed CNTs in an appropriate solvent with polymer solutions and then evaporating
the solvents [59]. Another approach is to incorporate CNTs in thermoplastic poly-
mers at temperature above the polymer’s melting point [107, 108]. CNTs can also
be introduced to suitable monomers, such as aniline, styrene, via in situ polymer-
ization [109]. Incorporation of CNTs into various other matrices, e.g., metals [110]
and ceramics [111] to form composite materials, has also been reported.

MWNTs were sometimes covalently bound to polymers to increase OPL
efficiency. Optical limiting efficiency of two soluble polymer-bound MWNTs
(poly(N-vinylcarbazole)-MWNTs (PVK-MWNTs) and polybutadiene-MWNTs
(PB-MWNTs)) and fullerene (C60) was reported by Li et al. [112]. PVK-
MWNTs exhibit better OPL response (limiting threshold is 0.24 J cm-2) than
that of PB-MWNTs (limiting threshold is 0.40 J cm-2) and C60 (limiting thresh-
old is 0.70 J cm-2) which is due to the stronger electron-donating competence
of PVK than PB and C60. Poly[3-octyl-thiophene-2,5-diyl]-[p-aminobenzylidene-
quinomethane]-bonded MWNTs (POTABQ-MWNTs) showed large third-order
nonlinear optical responses mainly due to the formation of intermolecular pho-
toinduced charge transfer system of polymers and carbon nanotubes [113]. Strong
ground-state interaction between MWNTs and POTABQ was observed.

The polymer/CNT forms a stable solution in many organic solvents which
improves the solubility of suspended CNTs in liquids. A simple and novel technique
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(a) (b)

Fig. 6.15 (a) Neat hyperbranched polymer and (b) carbon nanotubes loaded hyperbranched
polymer (>2 years)

to obtain extremely stable and solventless suspensions of CNTs in hyperbranched
polymers, e.g., hyperbranched polycarbosiloxane (HB-PCS), is reported (Fig. 6.15)
[37]. These suspensions were easily processed and fabricated into freestanding thin
films or fabricated onto various substrates (e.g., glass and quartz). Thus, solid-state
CNT optical power limiting materials can be prepared.

A special polymer (poly(p-phenylenevinylene-co-2,5-dioctyloxy-m-phenyl-
enevinylene)) (PmPV) can “trap” the CNTs to form a temporally stable
polymer–CNT dispersion [114]. MWNT–PmPV composites exhibit OPL prop-
erty (corresponds to reduction in normalized transmission) at high incident
pulse energy densities (∼17–18 J cm−2). Improvement in OPL performance
was observed with the increase of MWNT content [59]. OPL behavior of
SWNT/MWNT-containing polymers, such as polyimide (SWNT-polyimide) [115],
poly(ethylene)glycol (MWNT-PEG), poly(2-vinylpyridine) (MWNT-PVP) [116],
poly(phenylacetylenes) (MWNT-PPAs) [117], and double-fullerence-end-capped
poly(ethyleneoxide) (MWNT-FPEOF) [118], has been reported. Enhanced optical
limiting behavior was observed in the case of composites than with CNT itself in
some of the cases; the reason for this is not clear yet. A uniform dispersion of CNT
can be achieved by tethering the nanotubes to polymeric chains. For example, it has
been shown that carbon nanotubes can be combined with polyurethane–urea poly-
mers (via chemical grafting) to provide composite films which are suitable as an
optical limiting material [119].

Coated Carbon Nanotubes

Thin film coatings on CNT using various coating materials, such as polycrystalline
gold (Au), polycrystalline silver (Ag), silicon carbide (SiC), and silicon nitride
(SixNy), have also been demonstrated [120, 121]. Plasma-enhanced chemical vapor
deposition (PECVD) and electron beam evaporation technique have been utilized
for coatings. It was observed that Au and Ag coatings enhanced the overall OPL
effect at 532 nm while not much enhancement was observed at 1,064 nm [112]. The
enhancement was mainly attributed to a surface plasmon absorption process in the



120 S. Mirza et al.

metal films as surface plasmon resonant peaks at 520 and 420 nm were observed for
the metal-coated CNTs. Au and Ag also exhibit OPL performances for picosecond
lasers [122].

Carbon Nanotubes Doped with Small Molecules for Optical Power Limiting

Doped CNTs exhibit extraordinary electronic and mechanical properties compared
to undoped CNTs [123, 124]. Doping of SWNTs with an electron acceptor such as
halogens (e.g., B, I) and an electron donor such as alkali metals (e.g., Li, K, Cs) did
change the absorption spectra [125]. Slight enhancement of OPL performance has
also been observed in the case of boron-doped MWNTs (Fig. 6.16) [126]. The mod-
ification resulted in high metallic electronic character in comparison to undoped
CNTs. Xu et al. concluded that the primary OPL property originates due to dis-
sipative absorption which results in “microbubble” or “microplasma” generation
through heat transfer to the solvent and ultimately leading to enhanced scattering.
However, study of photonic devices based on doped CNTs remains a field with
many unclear issues. A deeper understanding of the physical mechanism and optical
properties due to chemical doping is needed [125].

Fig. 6.16 Comparison of the optical limiting behavior of pure and boron-doped MWNT
(B-MWNT) suspension at (a) 532 nm and (b) 1,064 nm (reprinted with permission from
Ref. [126])

Blending of Optically Active Dyes with Carbon Nanotubes

As mentioned earlier, several optical limiting mechanisms as well as OPL materials
need to be combined synergistically into one system to obtain an ideal OPL limiter
or to extend the performance of optical limiters due to the cumulative effects. These
materials include: (a) nonlinear scattering materials (e.g., CNTs), (b) two- or mul-
tiphoton absorption dyes (e.g., stilbene-3, POPOP, and platinum acetylide), and (c)
reverse saturable absorption dyes (e.g., HITCI, Zn-TPP, and lead phthalocyanine).
Izard et al. reported blending of MPA dye (stilbene-3) with nonlinear scattering
CNTs [119]. The blend gives slightly better OPL efficiency than that of pure CNTs
in the case of nanosecond laser pulses. MPA dye is also effective for sub-nanosecond
pulses as strong multiphoton absorption cross sections are responsible for OPL.
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Fig. 6.17 Nonlinear transmission spectra at 532 nm wavelength of HITCI, PDDA+CNx
–-

MWNTs, and blended HITCHI and PDDA+CNx
–-MWNTs at molar concentration of HITCI of

74.5μM (reprinted with permission from Ref. [35])

Webster et al. reported fabrication of a new CNT-based OPL material by combining
CNTs (specifically, nitrogen-doped MWNTs) with RSA dye HITCI (Fig. 6.17) [35].

The nitrogen-doped MWNTs were functionalized for compatibilization in sol-
vent. The blended suspension exhibited superior OPL performance to the individual
constituent materials.

Carbon-rich molecules are known to liberate more carbon as a decomposi-
tion product when irradiated with intense laser beams. Therefore, incorporation of
carbon-rich organic molecules (such as anthracene) in addition to CNTs will provide
an additional barrier for protection of optical materials against high-intensity lasers.
The mechanism in this case is via instant blackening due to high energy-mediated
decomposition of the carbon-rich molecule into carbon.

Although OPL has been observed in the past using carbon nanotubes in a suitable
solvent, it occurs in these solvents due to solvent bubble formation which scatters
light at high fluence. The carbon nanotubes absorb incident light and transfer energy
to the solvent to form bubbles.

Siloxane-based polymers can be processed into thin films and coatings that
are mechanically robust and optically clear. Siloxane-based polymers can also
be formed into three-dimensional networks via a sol–gel process resulting in a
homogeneous material [127–129].

Hyperbranched (HB) polycarbosiloxane (PCS)–CNT hybrid networks can also
be synthesized by sol–gel processing and lead to stable and durable materials.
The novelty of using a dye covalently linked to the HB-PCS matrix leads to the



122 S. Mirza et al.

reduction of CNT aggregation. The homogeneous and transparent character of the
HB-PCS/CNT composite films makes them appropriate for use as an OPL material.
HB-PCS-based films have the added advantage of immunity to temperature fluctu-
ations. A series of other RSA dyes, MPA dyes, and azo dyes can also be used, in
combination, to fine-tune the laser-blocking material.

A proprietary HBP family, namely, HB-PCS that forms excellent optical quality
films and coatings has been used as the host materials for this invention. The salient
feature of this system is the combination of three different OPL mechanisms in an
additive way to provide efficient protection from laser beam damage. For a polymer
composite coating to work as a laser-blocking material, an appropriate choice and
formulation of the active components is necessary. Toward this end, a model system
has been formulated using HB-PCS as the polymer matrix, fullerene as the RSA
dye, stilbene-3 as the MPA dye, disperse red 1 (DR1) as the azo dye, and sMWNT.

The experimental results show that when sMWNT are dispersed in a HB-PCS
host, they absorb incident light and convert the polymer into a state that scatters
light. OPL onset occurs at about 10 μJ of input energy, very similar to that observed
in the liquid systems. With azo dyes containing samples, the OPL onset occurs at
much lower threshold energy (∼5 μJ) while the output energy level where clamping
occurs is significantly reduced ∼10 μJ. However, the most promising results were
obtained for the multilayer film configuration (Fig. 6.18). For this, the OPL onset
occurs at a much lower input threshold energy (∼1 μJ) while the output energy
level where clamping occurs is even further reduced to ∼3 μJ. Although it is still
not understood what happens to the HB-PCS when energy is transferred from the
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Fig. 6.18 OPL property of multicomponent including azo dye. The laser wavelength was
532 nm
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carbon nanotubes to the polymer matrix, it is expected that either a chemical or
structural change occurs.

The present work provides a similar system in a solid polymer host. Additionally,
the matrix needs to contain RSA and MPA dyes that function in a synergistic fashion
to provide better protection against laser irradiation. This provides a much more
useful laser-blocking material suitable for incorporation into eye protection devices
than presently used dye filters or a similar system.

Thus, the results have provided both positive and promising evidence that this
approach will lead to a suitable OPL material that can be coated on a variety of
surfaces of different curvatures.

5 Summary and Future Outlook

Carbon nanotubes, if appropriately combined with other organic and inorganic
chromophores, possess a huge potential for optical power limiting materials for pro-
tection of sensors, including human eyes. The combination of the OPL components
makes the simultaneous but synergistic application of the various OPL mechanisms
possible. As a result, the OPL materials can have effectively extended application
ranges, covering a broad spectral and temporal range. Multifunctional OPLs are
expected to have a broader application range for various laser sources. The plastic-
ity and flexibility of various host materials should allow one to design and fabricate
a range of optimized structures to meet different requirements.
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Chapter 7
Field Emission Properties of ZnO, ZnS,
and GaN Nanostructures

Y. Mo, J.J. Schwartz, M.H. Lynch, P.A. Ecton, Arup Neogi, J.M. Perez,
Y. Fujita, H.W. Seo, Q.Y. Chen, L.W. Tu, and N.J. Ho

Abstract We review the growth and field emission (FE) properties of ZnO, ZnS,
and GaN nanostructures. For ZnO nanostructures, we discuss in detail solution-
based growth techniques and the effects of residual gas exposure on the FE
properties. We present new results showing that O2 and CO2 exposures do not have
a significant effect on the FE properties of ZnO nanorods, but N2 exposure sig-
nificantly degrades them. We also present new results showing that Cs deposition
significantly improves the FE properties of GaN nanorods.

Keywords Field emission · ZnO · ZnS · GaN · Nanostructures

1 Introduction

ZnO, ZnS, and GaN nanostructures have been recently investigated as field emission
(FE) electron sources for potential applications in flat panel displays and other vac-
uum microelectronic applications. In particular, ZnO nanostructures have received
considerable interest [1–15]. The motivation is to discover new FE materials with
improved properties over carbon nanotubes and Spindt-type metal microtips such as
Mo microtips. Carbon nanotubes and metal microtips have been extensively stud-
ied for FE applications due to their low turn-on voltages of 1–10 V/μm [16–26].
However, the FE properties of carbon nanotubes and metal microtips degrade signif-
icantly with exposure to O2 and oxygen-containing gases typically found in vacuum
containers of flat panel displays [17, 18, 23–26]. This leads to operating lifetimes
that are too short for commercial applications. The degradation is thought to be due
to oxidation of carbon and metals under the high-electric-field conditions present
during FE. It is thought that oxide-based materials such as ZnO may be less suscep-
tible to oxidation since it is difficult to further oxidize ZnO [27]. In addition, wide
bandgap semiconductors such as ZnO (3.4 eV), ZnS (3.6 eV), and GaN (3.5 eV)
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may exhibit band bending at the surface such as negative electron affinity (NEA)
that may reduce the barrier for FE [28].

In this review, we discuss the growth and FE properties of ZnO, ZnS, and GaN
nanostructures, with an emphasis on ZnO nanorods. We discuss in detail solution-
based techniques for the growth of ZnO nanorods that are well suited for commercial
applications such as flat panel displays. The effects of residual gases such as O2,
CO2, N2, H2, Ar, and other gases on the FE properties of ZnO and GaN nanostruc-
tures are discussed in detail. We present new results showing that the FE properties
of ZnO nanorods grown using the DC arc discharge technique are not significantly
degraded by exposure to O2 and CO2, but are significantly degraded by exposure
to N2. This is thought to be due to the higher reactivity of nitrogen with ZnO. In
addition, we present new results on the effects of Cs deposition on the FE properties
of GaN nanorods. Cs deposition is observed to significantly reduce the turn-on volt-
age by approximately 50%. We propose that this is due to a reduced barrier or NEA
surface induced by the Cs. It would be interesting to investigate if Cs deposition
reduces the turn-on voltage of ZnO, ZnS, and other wide bandgap nanostructures.

2 ZnO Nanostructures

A wide range of techniques have been successfully employed in the produc-
tion of ZnO nanostructures. Such techniques can generally be categorized as
vapor or solution-based techniques. The ZnO nanostructures produced using these
methods may exist as one of a variety of different possible morphologies such
as ZnO nanorods, nanoneedles, nanoribbons, nanodisks, and nanorings. Vapor-
based techniques were the first used to grow ZnO nanostructures and include
vapor–liquid–solid (VLS) [29–32], chemical vapor deposition (CVD) [33], plasma-
enhanced CVD [34], metal–organic CVD (MOCVD) [35–39], metal–organic vapor
phase epitaxy (MOVPE) [40, 41], molecular beam epitaxy [42, 43], and template-
assisted growth processes [44]. Vapor-based techniques can be used to grow a
variety of ZnO nanorods including vertically aligned arrays of ZnO nanorods,
nanorod heterostructures [45], and alloyed and doped nanorods [46–48]. The FE
properties of vapor-grown ZnO nanostructures have been extensively studied and
found to be comparable to those of carbon nanotubes [1–15]. Recently, solution-
based or hydrothermal techniques using zinc salts in an aqueous solution were
developed in which ZnO nanostructures could be grown at low temperatures of
about 100◦C [49–59]. Nanorods could be grown as suspended particles in solution
or attached to a substrate in a random or vertically aligned configuration. Solution-
based growth techniques can be more easily scaled to large deposition areas since
they are less expensive and use significantly lower temperatures than vapor-based
techniques. The FE properties of vapor and solution-grown ZnO nanostructures
have been reported to be the same [28, 60–62]. Thus, solution-based techniques
are well suited for mass production of flat panel displays and other large-area FE
applications.
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In VLS techniques, catalyst nanoparticles such as Au, Ni, Co, Cu, or Sn are
used and remain embedded in the tips of the ZnO nanostructures as they grow [29–
32]. The growth mechanism involves the dissolution of Zn vapor into the catalyst
nanoparticles at high temperatures of about 900◦C. The Zn precipitates out upon
saturation and oxidizes to form ZnO. This technique can be used to grow nanorod
heterostructures having different compositions along the axial direction. However,
the interfaces in the heterostructures are usually not sufficiently abrupt to produce
quantum confinement effects due to alloying caused by the embedded nanoparticles
[63]. The embedded nanoparticles also produce defect sites that may lead to oxida-
tion and degradation of FE properties. Another disadvantage of VLS techniques is
that they involve the use of vacuum that makes the process costly.

Recently, MOCVD and MOVPE growth techniques have been developed that
do not require the use of catalyst nanoparticles [35–41]. These techniques can be
used to grow nanorods in a random, vertically aligned, or mosaic pattern depend-
ing on the substrate, growth temperature, and Zn/O precursor ratio [39]. Using
MOVPE, it is possible to grow high-quality nanorod heterostructures having abrupt
interfaces exhibiting quantum effects [45]. Other vapor-based techniques include
physical vapor deposition such as thermal evaporation of powders of Zn [64, 65],
ZnO [66, 67], ZnO, and SnO2 or In2O3 [68, 69], or ZnO and graphite [70].

In addition, there are pulsed laser deposition (PLD) [71] and DC arc discharge
[72] techniques. PLD has, until recently, received only limited attention as a means
to prepare ZnO nanorods compared to the previous methods discussed, despite its
widespread use in the manufacture of thin films of ZnO and other materials. ZnO
nanorods only form within a certain range of temperatures and pressures by PLD,
outside of which a thin film is deposited instead. This restriction on growth con-
ditions, as well as the expense of the equipment necessary for the process, may
contribute to PLD’s lower popularity in ZnO nanostructure preparation compared
to other methods. The PLD method does, however, possess the advantages of one’s
ability to dynamically and easily alter the partial pressures of the gases present dur-
ing deposition, as well as the close correspondence of the chemical makeup of the
deposited ZnO to that of the source material, allowing one to easily control the
level of doping. The DC arc discharge technique involves a DC arc discharge in air.
Figure 7.1 shows a scanning electron microscopy (SEM) image of ZnO nanorods
grown using the DC arc discharge technique with a Zn target, air at a pressure of
610 Torr, and arc current of 30 A [72]. The nanorods measure approximately 100–
200 nm in width and 300–600 nm in length. They are n-type due to donor formation
by oxygen vacancies and impurities.

Solution-based or hydrothermal techniques for the growth of ZnO nanostruc-
tures use an aqueous solution of a zinc salt that is thermally decomposed at low
temperatures of about 100◦C to produce ZnO [49–59]. The growth solution is typ-
ically made of an equimolar mixture of a zinc salt, such as Zn(NO3)2·6H2O, and
hexamethylenetetramine, also known more simply as hexamine or methenamine,
with concentrations on the order of 10 mM [49]. Additionally, an amine complex-
ing agent, such as ammonia, is regularly added to the growth solution in order to
promote heterogeneous epitaxial growth of the ZnO during nanorod formation. A
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Fig. 7.1 Scanning electron microscope image of ZnO nanorods grown using the arc discharge
technique. Scale denotes 600 nm

variety of substrates can be used such as glass, single crystal sapphire, Si/SiO2
wafers, ZnO thin films, Zn foils, and other metals. The solution is heated to a
temperature ranging between 70 and 100◦C for several hours producing random or
vertically aligned ZnO nanorods depending on the substrate material, temperature,
Zn2+ concentration, and pH of the solution [49].

Figures 7.2, 7.3, 7.4, and 7.5 show SEM images of various ZnO nanostructures
grown using solution-based techniques. Uniformly distributed and well-aligned
ZnO nanorods were grown perpendicular to the substrate surface as single crystals
with an easily distinguishable hexagonal-rod structure. The growth solution for the
nanostructures in Figs. 7.2, 7.3, 7.4, and 7.5 was prepared using equimolar mixtures
of a zinc salt and hexamine. The pH was adjusted with a dilute solution of ammo-
nium hydroxide or an acid containing the corresponding anion of the zinc salt used.
The substrate was mounted vertically inside an autoclavable glass vial containing
the prepared growth solution. The sealed vial was immersed in a water bath at the
desired temperature maintained by a programmable hot plate. The zinc salts used
to prepare the growth solution include zinc nitrate (NO−

3 ), sulfate (SO2−
4 ), chloride

(Cl−), and acetate (CH3COO−), and ranged in concentration from 0.1 to 5.0 mM.
The ZnO nanostructures were allowed to grow for 2–5 h at temperatures between 60
and 80◦C. A variety of substrates were used including silver, copper, nickel, silicon,
and glass.

3 Field Emission Properties

FE is the tunneling of electrons from the conduction band to the vacuum level under
a high electric field. Its explanation by Fowler and Nordheim in 1928 was one of the
first successful applications of quantum mechanics [73]. In a typical experiment, the
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Fig. 7.2 High-resolution scanning electron microscope images of ZnO nanorods prepared on a
silver-coated Si wafer. Equimolar mixtures of 0.05 M Zn(NO3)2 and hexamine were used as the
growth solution. The nanorods were grown at 60◦C for 3 h. (a) Tilted view (58◦) of the edge of the
sample showing a highly aligned structure of nanorods with uniform height. Also visible is a ZnO
nanorod cluster that is embedded into the layer grown on the surface. (b), (c), (d) Increasingly
magnified images of a disordered section on the surface that allows an excellent assessment of
the individual nanorod morphology and size. Nanorods are shown to grow with uniform size
distribution with clearly defined crystal facets and hexagonal cross sections

sample is placed in a vacuum chamber and an anode is positioned a distance from
the sample. A voltage is applied between the anode and sample, and the resulting
current measured. The FE current, I, versus anode-sample voltage, V, is described
by the Fowler–Nordheim (FN) equation:

I = AV2exp

(−bϕ3/2

βV

)
(7.1)

where I is the current, A and b are positive constants, φ is the work function, and
β the geometric field enhancement factor [73]. ZnO nanorods can have β as high
as 2 × 106 [3] due to their nanometer-scale features, although values of β for ZnO
nanorods and carbon nanotubes are typically on the order of 1,000. The large value
of β results in significant FE at low applied fields on the order of volts per micron.
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Fig. 7.3 Scanning electron microscope images of ZnO nanorods grown on (a), (b) silver-coated
Si wafer and (c), (d) brass-coated Cu surface. Equimolar solutions of (a), (b) 0.05 M and (c), (d)
5.0 mM Zn(NO3)2 and hexamine were used as the growth solution. Nanorods grown at (a), (b)
60◦C for 3 h and (c), (d) 70◦C for 2 h. (a) Top view of sample surface showing large clusters
of ZnO nanorods on top of a well-aligned ZnO nanorod layer. (b) Tilted view of the edge of the
sample surface showing a densely packed layer made up of tall, thin, highly aligned ZnO nanorods.
(c), (d) Randomly oriented ZnO nanorods grown on a rough brass substrate. Two different sizes
are seen: large ZnO nanorods appearing to lie on top with shorter, thinner, nanorods that may have
grown directly on the substrate

The turn-on voltage and turn-on field for FE are defined as those values that produce
a certain threshold current or current density. In addition to φ and β, the turn-on
voltage and turn-on field depend on anode geometry, anode–sample distance, and
location on the sample [74]. I versus V(I − V) data are typically plotted ln(I/V2)
versus 1/V to allow comparison with the straight-line behavior predicted for FE by
the FN equation. We refer to such plots as FN curves. The slope of an FN curve
is proportional to ϕ3/2/β. Thus, changes in slope of an FN curve after prolonged
operation or exposure to gases are due to changes in φ, β, or both.

FE from ZnO nanostructures was first reported by Lee et al. [1] who used
vertically well-aligned ZnO nanorods grown using the VLS technique with Co
nanoparticles at 550◦C. The FE measurements were carried out in a vacuum cham-
ber at 2 × 10−7 Torr using a flat anode having an area of approximately 30 mm2
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Fig. 7.4 Scanning electron microscope images of ZnO nanorods grown on (a), (b) Si wafer
and (c), (d) nickel-coated Si wafer. Equimolar solutions of (a), (b) 0.5 mM and (c), (d) 0.05 M
Zn(NO3)2 and hexamine were used as the growth solution with (a), (b) 80 mM NH4OH and (c),
(d) ammonia. Nanorods grown at (a), (b) 75◦C for 5 h and (c), (d) 60◦C for 3 h. (a) Nanoneedles
grown in clusters on a Si wafer. (b) Magnified view of (a) showing a “nanoflower” of ZnO nanonee-
dles. (c), (d) ZnO nanorods on (c) Ni and (d) Si substrate showing a lower density coverage than
on other samples

and placed approximately 250 μm from the sample. A stable FE current with a
turn-on field of about 6 V/μm at a current density of 0.1 μA/cm2 was measured.
Increasing the field to 11 V/μm increased the current density to 1 mA/cm2. These
values were not as good as those of carbon nanotubes that had turn-on fields of
around 1 V/μm at a current density of 90 μA/cm2. However, subsequent investiga-
tions on ZnO nanorods reported that by reducing the rod diameter and tip radius,
improving the vertical alignment, and selecting the optimum areal density, the FE
properties of ZnO nanorods could be improved to equal those of carbon nanotubes
[2–11]. These reports investigated ZnO nanowires several tens of micrometers in
length grown on W tips [2], ZnO nanoneedles having diameters of only several
nanometers [3–5], ZnO nanopins [6], ZnO nanowires having different areal den-
sities on planar substrates [7, 8], tetrapod-like ZnO nanostructures [9], and ZnO
nanorod arrays with different morphologies [10, 11].
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Fig. 7.5 Scanning electron microscope images of ZnO nanorods grown on a silver-coated Si
wafer. Equimolar solutions of 0.05 M Zn2+ and hexamine were used as the growth solution.
Nanorods were grown at 60◦C for 3 h. (a) Thick (~1.7 μm), densely packed ZnO nanorods grown
using Zn(CH3COO)2. (b) Thin (~50 nm) ZnO nanowires grown using ZnCl2. (c) Thin nanosheets
grown using ZnSO4. (d) Large uniform area of well-aligned ZnO nanorods grown using Zn(NO3)2

The effects of residual gases on the FE properties of ZnO nanostructures have
not been extensively studied. Kim et al. [13] reported the effects of O2, N2, Ar, air,
and H2 exposure on the FE properties of ZnO nanorods grown using thermal evap-
oration of ZnO and graphite powders, and Co nanoparticles on a Si substrate. The
vacuum chamber was at a base pressure of 2 × 10−5 Torr and gases were introduced
to a pressure of 2 × 10−4 Torr. The anode–sample distance was 200 μm, and the
anode consisted of a W plate having an unspecified area. They reported that O2, N2,
Ar, and air exposure degraded the FE properties, but there was full recovery of the
FE properties after about 20 min of having evacuated the chamber to base pressure.
They also found that H2 exposure improved the FE properties and the improvement
continued after evacuating to base pressure. In Ref. [13], the data included the FE
current as a function of time for the period covering the gas exposure and evacuation.
However, FN curves before and after each exposure were not presented. Jang et al.
[14] also reported enhanced FE from ZnO nanowires by hydrogen gas exposure.
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Yeong et al. [15] reported the effects of O2 and H2 exposure and UV illumina-
tion on the FE properties of individual ZnO nanowires grown on electrochemically
sharpened Pt tips using evaporation and oxidation of Zn. The nanowires had lengths
of a few microns. The chamber was at a base pressure of ~10−9 Torr and gases were
introduced to a pressure of 7.5 × 10−7 Torr for 5 min. They found that initially O2
exposure caused an increase in turn-on voltage of about 20%; however, the turn-
on voltage returned to its original value after continued operation at base pressure.
Upon additional exposure to O2, the turn-on voltage permanently increased by 10%
and did not return to its original value after operation at base pressure. They found
that H2 exposure caused a permanent reduction in the turn-on voltage of about 15%.
They attributed their observations to the ionosorption of oxygen and hydrogen that
created a doubly charged layer on the surface whose field extended throughout the
nanowire. This changed the carrier concentration and induced band bending. They
also found that UV illumination increased the FE current by up to two orders of
magnitude.

We have investigated the effects of O2, CO2, N2, H2, and Ar on the FE prop-
erties of ZnO nanorods shown in Fig. 7.1 grown using the arc discharge method
[75]. A mixture consisting of 1 mg of ZnO nanorods in 20 ml of ethanol was dis-
persed using ultrasonication for 1 h. The mixture was deposited onto a silver-coated
Si substrate and allowed to dry. The thickness of the resulting ZnO nanorod layer
was approximately 1 μm. The experiments were carried out using the system shown
schematically in Fig. 7.6 in a chamber at a base pressure <10−9 Torr. The FE cur-
rent was collected from a localized region of the sample using a spherical platinum
anode having a diameter of approximately 1.0 mm. A spherical anode was used
instead of a planar anode to avoid experimental errors caused by orientation varia-
tions between the anode and sample surfaces, and anode edge effects [74]. However,

Fig. 7.6 Schematic of the system used to measure the Fowler–Nordheim curves consisting of a
spherical platinum anode approximately 1 mm in diameter positioned 25 μm from the sample
using an inchworm motor
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since it is difficult to calculate the effective emission area using a spherical anode
[74], only the total current was reported. The anode was positioned 25 ± 0.25 μm
from the sample using a scanning tunneling microscopy system with a piezoelectric
inchworm motor made by EXFO Burleigh [76]. The positioning was accomplished
by slowly bringing the anode into contact with the substrate and then retracting the
anode. A distance of 25 μm was used to simulate typical distances between emitter
and anode in triode structures [77]. Low FE currents of approximately 20–2,000 pA
were used to avoid sample heating.

Figures 7.7, 7.8, and 7.9 show FN curves obtained before and after exposure in
our experiments [75]. In Figs. 7.7, 7.8, and 7.9, the positive slope of the FN curves
at low voltages is due to a small leakage current on the order of 0.1 pA across the
connectors. At high voltages, the FN curves have a negative slope, in agreement with
the FN equation. The turn-on voltage for FE was defined as the smallest voltage at

Fig. 7.7 Fowler–Nordheim
curves for the ZnO nanorods
after exposures of 0, 65, 650,
and 6,500 L at 3 × 10−7 Torr
of (a) O2 and (b) CO2
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Fig. 7.8 Fowler–Nordheim
curves for the ZnO nanorods
after exposures of 0, 65, 650,
and 6,500 L at 3 × 10−7 Torr
of (a) N2 and (b) H2

which the FE current was observed above the leakage current. The insets in Figs. 7.7,
7.8, and 7.9 are the corresponding I–V curves plotted using a log-linear scale after
subtraction of the leakage current.

Before exposure, the I–V curves were measured in a vacuum <10−9 Torr, as
shown by the solid squares in Figs. 7.7, 7.8, and 7.9. To achieve 65 L of exposure (1
L = 10−6 Torr s), gas was introduced to a pressure of 3 × 10−7 Torr for 216 s while
the sample was biased to produce approximately 20 pA of FE current. The bias
was then turned off, the vacuum chamber evacuated to <10−9 Torr, and the FE I–V
curves measured, as shown by the open circles in Figs. 7.7, 7.8, and 7.9. Using this
procedure, the ZnO nanorods were not exposed to gases during the I–V curve mea-
surement. To achieve 650 and 6,500 L of exposure, the procedure described above
was repeated for 2,160 and 21,600 s, respectively. For each set of gas exposures, the
anode was positioned over a different area of the sample.
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Fig. 7.9 Fowler–Nordheim curves for the ZnO nanorods after exposures of 0, 65, 650, and 6,500
L at 3 × 10−7 Torr of Ar

As shown in Fig. 7.7a, O2 exposure did not have a significant effect on the FE
properties of the ZnO nanorods. After 65 and 650 L of O2 exposure, the turn-on
voltage decreased slightly from approximately 640 to 610 V, while the FE current
at higher voltages remained approximately the same. After 6,500 L of O2 exposure,
the turn-on voltage returned approximately to its value before exposure of 640 V,
and the FE current decreased slightly from 60 to 20 pA at 760 V. Straight-line fits
to the FN curves in Fig. 7.7a showed that all the slopes were within 10% of one
another, indicating that φ or β did not significantly change with exposure.

As shown in Fig. 7.7b, CO2 exposure also did not have a significant effect on the
FE properties. After 65 and 650 L of CO2 exposure, the turn-on voltage remained
approximately the same, and the FE current decreased slightly from approximately
70 to 50 pA at 690 V. After 6,500 L of exposure, the turn-on voltage increased
slightly from approximately 500 to 530 V, and the FE current decreased from
approximately 70 to 10 pA at 690 V. Straight-line fits to the FN curves showed
that the slopes were the same to within 10%.

In contrast, as shown in Fig. 7.8a, N2 exposure resulted in a significant degra-
dation of the FE properties. Initially, after 65 L of N2 exposure, the FE properties
improved slightly. The turn-on voltage decreased from approximately 580 to 520 V,
and the FE current increased slightly from approximately 7 to 15 pA at 680 V. A
slight improvement in FE properties was also observed after 65 and 650 L of O2
exposure, as shown previously. The initial improvement in FE properties may be
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due to removal of adsorbates on the ZnO surface by chemical reaction or ion bom-
bardment. Adsorbates have been reported to degrade the FE properties of carbon
nanotubes and Mo microtips by increasing the work function, and initial exposure to
gases has been shown to improve the FE properties by surface cleaning [17, 18, 23–
26]. However, after 650 L of N2 exposure, the turn-on voltage increased to 590 V,
and the FE current decreased from 20 to 4 pA at 700 V. After 6,500 L of N2 expo-
sure, the turn-on voltage increased significantly to 740 V, and the FE current at
700 V decreased from 20 pA to a value less than the leakage current. In contrast, the
FE properties of carbon nanotubes and Mo microtips are not significantly degraded
by N2 exposure, but are significantly degraded by O2 and CO2 exposures [17, 18,
23–26].

As shown in Fig. 7.8b, 65 and 650 L of H2 exposure did not have a significant
effect on the turn-on voltage or FE current of ZnO nanorods. However, after 6,500
L of H2 exposure, the FE current at higher voltages increased significantly from
approximately 20 to 200 pA at 830 V. This improvement is consistent with previous
reports [13–15]. We note that it has been reported that H2 exposure significantly
improves the FE properties of Mo microtips [17, 18] and diamond-coated microtips
[78, 79] due to surface cleaning and formation of a hydrogen layer that reduces the
barrier for FE. As shown in Fig. 7.9, Ar exposure did not have a significant effect on
the FE properties of ZnO nanorods. After 650 L of Ar exposure, the turn-on voltage
decreased slightly from approximately 750 to 705 V, and the FE current increased
from 44 to 80 pA at 885 V. After 6,500 L of Ar exposure, the turn-on voltage and
FE current were approximately the same as before exposure.

We propose that O2 and CO2 exposures do not have a significant effect on the
FE properties of ZnO nanorods because O2 and oxygen-containing species present
under high-field conditions do not significantly react with ZnO due to the difficulty
of further oxidizing ZnO. It has been reported that the conductivity and electronic
properties of ZnO films improve after exposure to an oxygen plasma, due to the sup-
pression of oxygen vacancies [80]. In contrast, it has been reported that a nitrogen
plasma significantly reacts with ZnO films resulting in the incorporation of nitro-
gen into the ZnO lattice and an increase in resistivity, and the formation of Zn and
NO [81, 82]. In our experiments, we propose that nitrogen species present under
high-field conditions may increase the resistivity of ZnO nanorods and structurally
damage the ZnO lattice, which may decrease β and increase the turn-on voltage.
These results indicate that it is important to reduce the amount of residual N2 in
vacuum chambers containing ZnO field emitters.

4 ZnS Nanostructures

Like ZnO, ZnS is a wide bandgap semiconductor that has attracted considerable
interest for its luminescent and electrical properties with applications in light-
emitting diodes [83], flat panel displays [84, 85], transparent conductive coatings
[86], and buffer layers in solar cells [87]. Numerous methods have been used in the
preparation of ZnS thin films [87, 88] and nanostructures [89–93], including thermal
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evaporation [89, 90], RF sputtering [87], and solution-based growth processes [88,
91, 92]. ZnS nanostructures such as nanorods, nanowires, and nanobelts can be
grown as single crystals with high aspect ratios and in good electrical contact with
conducting metallic substrates making them ideal candidates for FE experiments
[89, 91].

Vapor phase deposition processes, such as thermal evaporation, rely on heating
ZnS at high temperatures inside a deposition chamber under an inert atmosphere
(Ar or N2) containing small amounts of reducing gasses (H2 or CO) [89, 90]. The
ZnS nanostructures form from the vaporized precursor material through the VLS
and VS growth modes with a uniform distribution across the substrate surface.
Electron microscopy, however, reveals a randomly oriented arrangement, unlike the
well-aligned structure of ZnO nanorods produced through a similar growth process,
which is less desirable for FE due to lower geometric field enhancement factors [84,
89]. Although vapor deposition techniques are commonly used to produce high-
quality ZnS nanostructures, these methods possess several distinct disadvantages
making them undesirable for large-scale adoption. Such deposition methods can
involve corrosive and highly toxic hydrogen sulfide gas [84, 87] as well as require
vacuum systems and often employ high growth temperatures in excess of 1,000◦C
[89, 90], which limit the choice of substrates suitable for deposition. Additionally,
high-temperature deposition of ZnS requires a thorough exclusion of O2 gas from
the growth environment due to the ease with which ZnS is converted to ZnO with
even minor traces of O2 present [90].

As an alternative to vapor deposition, high-quality ZnS thin films and nanos-
tructures may instead be grown through aqueous solution-based processes [88,
91–93]. Aqueous solution growth of ZnS nanostructures is a straightforward, low-
temperature process that uses relatively safe and inexpensive precursor materials
and does not require specialized equipment, unlike thermal vapor deposition. Using
a water-soluble zinc salt, such as ZnCl2, ZnSO4, or Zn(CH3COO)2, and a sulfide ion
source, such as thiourea (CS(NH2)2) or Na2S, ZnS nanostructures may be grown in a
variety of forms. Under alkaline conditions, thiourea decomposes in solution to give
off bisulfide ions, SH−, which in turn react to form sulfide ions via the following
reactions [88]:

CS(NH2)2 + OH− → SH− + CH2N2 + H2O
SH− + OH− ↔ S2− + H2O

(7.2)

The Zn2+ and S2− ions present in the solution precipitate out as ZnS. Complexing
agents may also be used, particularly in thin-film deposition, in order to increase
the amount of ZnS formed and promote a more heterogeneous deposition on the
substrate surface, which results in the formation of smoother and more optically
transparent film [88]. Ammonia is a common complexing agent for Zn2+ that can
be used in combination with sodium citrate, which has been shown to increase the
amount of ZnS deposited [88]. These complexing agents also have the added benefit
of acting to raise the pH of the growth solution, which is necessary for sulfide ion
formation.
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Lu et al. report the large-scale growth from aqueous solution of well-aligned ZnS
nanobelts and their field-emitting properties [91, 94]. The nanobelts were synthe-
sized from an aqueous growth solution prepared using a mixture of Zn(CH3COO)2,
thiourea, and ethylenediamine (EDA), using NaOH to adjust the pH. A zinc foil
substrate was immersed in the growth solution and sealed inside an autoclavable
vial which was heated to 160◦C for 10 h. During this initial growth phase a layer
of ZnS(EDA)0.5 is reported to be deposited on the zinc foil substrate. Following
the growth of the ZnS(EDA)0.5 layer, the substrate was washed in DI water and
ethanol then dried under vacuum at 70◦C for 5 h. The substrate was then heat-
treated at 250◦C under vacuum for 30 min in order to decompose the ZnS(EDA)0.5
into ZnS. Scanning electron microscopy reveals that ZnS prepared in this manner
forms well-aligned, vertically oriented nanobelts which can attain dimensions of
approximately 30 nm thick, 300–500 nm wide, and several micrometers in length.
The ZnS nanobelts exhibit a highly crystalline structure and grow uniformly over
large areas. The zinc metal substrate was found to play a crucial role in the for-
mation of nanobelts, acting as a secondary source of Zn2+ ions and providing a
structurally compatible surface for ZnS growth. When using a silicon substrate
instead of zinc, ZnS nanobelts have been shown to form as smaller and more disor-
ganized nanoparticles which are formed in solution and deposited on the substrate
surface. Additional factors which play an important role in growing ZnS nanobelts
include the concentration of the zinc salt as well as the pH of the solution, with
high aspect ratio, vertically aligned nanobelts formed using a Zn2+ concentration of
about 12.5 mM and a pH of 10. The ZnS nanobelts were found to have a low turn-on
field of around 3.8 V/μm which is thought to be due to their geometric character-
istics, such as their high aspect ratio and sharp corners, resulting in calculated field
enhancement factors of over 1,800. The relative ease with which highly aligned ZnS
nanobelts may be grown along with their excellent field-emitting properties makes
them a promising candidate for use in field-emitting device applications.

5 GaN Nanorods

Various nanostructures based on GaN can be produced using a number of methods
depending on the form of the structure intended to be produced [95]. Such structures
can take the form of nanorods, nonowires, nanofilms, hexagonal pyramids, and pos-
sibly other forms. Production could involve the use of PLD, CVD, epitaxial growth,
and DC sputtering. Characterization of a given structure can involve methods such
as X-ray diffraction, electron microscopy, and other methods. GaN, having an elec-
tron affinity of 2.7–3.3 eV [96] and an electron effective mass of 0.2 times the mass
of a free electron [97], is considered useful in the potential development of FE-based
devices. It also has very high physical and chemical stability, which, while making
it a very durable medium, also makes the manipulation of the substance all the more
difficult [96]. GaN is of technological interest due to its role in the operation of UV,
blue, and green light-emitting diodes, and blue lasers [98] as well as the potential
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development of thin screen monitors with brightness and efficiency attributes that
are superior to liquid crystal display technology [99].

Of particular interest are GaN nanorods which have interesting crystal structures
and FE properties. PLD has proven to be an effective method of producing GaN
nanorods [100]. GaN nanorods produced using this method have a single crystalline
hexagonal Wurzite structure, and have a diameter of 5–20 nm, and a length on the
order of microns. Experiments have shown such GaN to have a turn-on voltage
of 8.4 V/μm and a current density of 0.96 mA/cm2 under an applied voltage of
10.8 V/μm measured under a pressure of 2 × 10−6 Torr.

Doped nanorods can also be produced using a simple VLS thermal evaporation
process involving the use of GaN-based powders (Ga2O3:GaN,Ga2O3:GaN) [101].
The powders are mixed with a doping element such as phosphor, and applied to a
Si (111) substrate with a 5 nm thick gold film. The combination is then placed in a
quartz oven and heated to temperatures over 1,000◦K. The resulting p-doped GaN
nanorods, which can be characterized using X-ray diffraction and scanning electron
microscopy, have a single crystal Wurzite structure with a diameter of 10–40 nm and
a length on the order of tens of microns. Unlike nondoped GaN nanorods, they tend
to have a rough, curved surface structure that is responsible for the enhanced FE
properties (reduced turn-on voltage) of the nanorods. The turn-on voltage for such
nanorods depends on the amount of doping applied to the rods. Undoped nanorods
have a turn-on voltage, under a pressure of 2 × 10−6 Torr, of 6.1–12.0 V/μm giving
a current density of 0.01 mA/cm2, while doped nanorods have a turn-on voltage of
5.1 V/μm with the same current density. In comparison, an alternative GaN struc-
tural format, namely, thin film amorphous GaN, has been shown to have a turn-on
voltage of 5 V/μm and a maximum current density of 500 mA/cm2 [102].

Another nanorod format developed by a Japanese research group includes
needle-like bicrystalline GaN which can serve as low cost, large area emitters [103].
These structures are manufactured on a 20 nm gold substrate, and have a sharp tip
and bicrystalline structural defects, which is hypothesized to be the cause of its FE
properties. The diameter of the nanorods is 200 nm up to a certain length at which
point the diameter gradually decreases until it cuts off with a diameter of 10 nm giv-
ing the rods a pencil-like structure. The FE of the rods is performed using a rod-like
tip with a 1 mm2 cross section as an anode. The tip is separated from the sample at
a distance of 125 μm, and the applied voltage has a range of 0–1,000 V set at incre-
ments of 20 V at a pressure of 6 × 10−6 Torr. The turn-on voltage for the sample is
7.5 V/μm at a current density of 0.01 mA/cm2.

In the previously described methods for the growth of GaN nanostructures, the
mechanism of nanostructure formation is VLS [104]. For nanostructures to form,
very thin metallic layers, which usually exist as tiny grains, were used as a catalyst to
promote nucleation and growth of the nanostructure. Metal catalysts reduce melting
point due to alloying effect and seed nucleation and as the nanostructure growth
commences, the nano-droplets continue to stay atop, acting as the source for the
continuing growth of the nanostructures.

Despite its effectiveness in fostering nanostructure formation, in VLS growth,
traces of catalysts inevitably contaminate the growing material, hence altering its
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electronic band structure. Therefore, if one can replace such extrinsic seeding pro-
cedures with an intrinsic means, say by use of the same atomic constituents as
a seed or through substrate surface morphology engineering, the impurity prob-
lems may be solved. Seo et al. [105, 106] introduced a concept of nano-capillary
condensation suggesting that nanorods would nucleate on specific sites, and as
islands on the substrate begin to impinge one another, Ga atoms would condense
in the nano-valleys [105, 106]. Such nano-capillaries thus exclude extrinsic catal-
ysis in the traditional VLS mechanism based on foreign metallic elements. The
nano-capillaries enable the nanorods to form in single directions, resulting in more
manageable nanostructures for device applications.

Fig. 7.10 Evolution of
nanorod: (a) Initial stage of
GaN island growth. (b)
Impinging hexagonal islands
and the formation of a
triangular void region. (c)
Corner filling of the triangular
void and its evolution into
hexagonal shape, precursor to
the nanoflower. (d) Evolution
of the nanoflower and start of
the nanotrench formation and
capillary condensation of Ga
atoms in the trench. (e) VLS
growth mechanism prevails
and the nanorod grows faster,
leading to protrusion above
the nanoflower. As the
protrusion occurs, the
condition for capillary
condensation diminishes and
VS growth mechanism takes
over. (f) The ultimate
structure

Figure 7.10 illustrates the procedure of the nano-capillary condensation and the
ensuing nanorod growth. The nucleation and growth process starts with three ran-
domly chosen precursor nuclei on the vertices of an irregular triangle, as shown in
Fig. 7.10a. Consequently, a voided region of equilateral triangle would develop as
illustrated in Fig. 7.10b when the islands encounter each other. The voided triangu-
lar areas are thermodynamically unstable so that a transformation would take place
to reduce the surface energy by corner filling via some self-regulated surface diffu-
sion along the edges. This eventually results in a hexagonal nanotrench, as sketched
in Fig. 7.10c.

With the hexagonal empty region in place, the islands would continue to grow
in the vertical dimension and the six facets surrounding the region would then be
elevated, eventually becoming what one observes as a six-leaf nanoflower. The nan-
otrenches underneath the nanoflower are essentially like an attached capillary tube,
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as shown in Fig. 7.10d. When the capillary tube is long enough, capillary condensa-
tion of Ga atoms occurs as a consequence of the decreases in the equilibrium vapor
pressure due to the reduced radius of curvature, r, of a concave surface, as seen from
the Thomson (Lord Kelvin) equation: kBT log[PGa(r)/PGa(∞)] ∼ −2γ LVVGa/r.

GaN nanorods grow faster along <0001> via the canonical VLS mechanism
[104] by reaction of the nitrogen plasma with Ga liquid clusters while its sur-
rounding GaN islands also grow alongside to form the base material, though at a
slower rate. Figures 7.10c–f illustrate this sequence of evolution. Here, as a nanorod
outgrows the nanotrench and starts to stick out of the base film surface, the equi-
librium vapor pressure would gradually increase, which favors the evaporation of
the droplets on top of the nanorods, as shown in Fig. 7.10e. The process eventually
reaches a steady state after which the rods grow at the same rate as the surrounding
film via the VS growth mechanism.

In addition to the above naturally occurring process, Seo et al. [107] and Chu
et al. [108] have also envisaged a method to foster the capillary effects by sur-
face engineering via ion-beam surface modifications. With self-implantation of Si
into Si substrates, they were able to control the growth of nanorod arrays. Periodic
patterns were realized first by traditional UV lithography followed by Si ion self-
implantations. The defects generated as a result, especially the vacancies, coupled
with the heating process provide the necessary driving force for nucleation and
growth in the implanted area. The density of nanorods in the patterned arrays can
be controlled by the energy and dosage of the self-implantation that determines the
vacancy concentration near the free surface. Linear arrays of 10 μm in width were
patterned on Si (111) substrates by conventional UV lithography such that masked
and unmasked regions alternated themselves. The samples were then implanted with
40 kV Si ions to various dosages at room temperature with the Si beam current
kept below 100 nA to avoid excessive target heating. Due to the nature of forward
momentum transfer by ion implantation, an interstitial-rich region takes shape in
the region close to the end of projectile range deep in the substrate, leaving behind a
vacancy-rich region close to the free surface. Upon heating prior to the GaN growth,
the vacancies would coalesce to give a corrugated surface that forms the basis of
nano-capillaries. While this method may produce the nanorods more easily, growth
conditions can be set, especially the flow rate ratio of Ga:N to achieve the nanorod
structure.

In any case, the nanorods grow faster than the surrounding matrix area via VLS
growth mechanism at the early stage, while intrinsic polarity might have also con-
tributed to the protrusion of the nanorods [109]. The sample preparation followed
typical cleaning by HF etching as a precaution for further ultrahigh vacuum (UHV)
processing, in which the Si substrates were transferred into an MBE growth chamber
with a base pressure of ~10−10 Torr. The samples went through an 810◦C preheating
for 50 min before deposition in order to get rid of any HF residue. A buffer layer
of GaN (0001) was first grown under an equivalent N/Ga pressure ratio ~100 at
550◦C. The ensuing growth of nanorods and the accompanying matrix thin film on
the GaN buffer was carried out at a N/Ga equivalent pressure ratio ~30. The N2
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plasma power was ~500 W and the substrate temperature was ~720◦C during the
film deposition [110].

The FE properties of the obtained nanostructured samples were studied as a func-
tion of various exposures of O2, CO2, H2O, and N2 gases from 65 to 6,500 L.
The experimental setup and procedure were as described in the previous section
in this chapter on the effects of gases on ZnO nanorods grown using the arc dis-
charge method, except that the anode–sample distance was approximately 3.7 μm.
As shown in Fig. 7.11a, after 6,500 L of O2 exposure, the turn-on voltage increased
significantly by approximately 100% from 170 to 340 V. The slope of the FN curve
also increased indicating an increase in work function of 60%, assuming β remained
the same. As shown in Figs. 7.11b and 7.12a, after 6,500 L of CO2 and H2O expo-
sure, the turn-on voltage increased by approximately 35 and 38%, respectively; from
200 to 270 V and 240 to 330 V, respectively. The work function increased signifi-
cantly by 50% after CO2 exposure, but remained approximately the same after H2O

Fig. 7.11 Fowler–Nordheim
curves for the GaN nanorods
after exposures of 0, 65, 650,
and 6,500 L at 3 × 10−7 Torr
of (a) O2 and (b) CO2
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Fig. 7.12 Fowler–Nordheim
curves for the GaN nanorods
after exposures of 0, 65, 650,
and 6,500 L at 3 × 10−7 Torr
of (a) H2O and (b) N2

exposure. After 6,500 L of N2 exposure, the turn-on voltage increased by approxi-
mately 35%, from 340 to 460 V, and the work function remained approximately the
same, as shown in Fig. 7.12b.

We also investigated the effects of Cs deposition on the FE properties of the GaN
nanorods. The sample was placed in a UHV chamber at a base pressure <10−10 Torr.
A Cs-metal dispenser from SAES Getters [111] was used to deposit approximately
one monolayer of Cs on the sample. As shown in Fig. 7.13, Cs deposition resulted
in a decrease in turn-on voltage of approximately 30%, from 370 to 260 V. The
work function decreased by approximately 60%, assuming β remained the same. We
propose that the improvement in FE properties is due to a Cs-induced space-charge
layer at the surface that reduces the barrier for FE such as by producing an NEA
surface [112–115]. It has been reported that Cs deposition on GaN films produces
an NEA surface [116–118]. It would be interesting to investigate if Cs deposition
improves the FE properties of ZnO, ZnS, and other wide bandgap nanostructures.
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Fig. 7.13 Fowler–Nordheim
curves for the GaN nanorods
before and after one
monolayer of Cs exposure

We note that in the same family of the III-nitrides, InN has recently been reported
to show record-low turn-on voltages; however, its long-term performance stabil-
ity as compared to GaN, which may last as long as 8 h at 1 mA FE current, is
still unclear [119]. It remains for future studies to understand what dictates the
turn-on characteristics and to what extent one can work to reduce it for practical
device applications when the fundamental surface physics or chemistry is better
known.
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Abstract A comprehensive study, including growth, optical characterization and
anisotropic transport in quantum well (QW), quantum wire (QWr), and quantum dot
(QD) systems, is carried out for the InAs/InP nanostructures grown by gas-source
molecular beam epitaxy on InP (001) substrates. Role of substrate misorientation in
the self-organized formation, shape, and alignment of InAs nanostructures is investi-
gated. The emission and absorption properties related to interband transitions of the
InAs/InP nanostructures are studied by means of polarization-dependent photolumi-
nescence (PL) and transmission spectroscopy. It is demonstrated that the emission
wavelength of grown nanostructures extends up to 2 μm, including the technologi-
cally important 1.3 μm and 1.55 μm, at room temperature. Polarization-dependent
PL and transmission measurements for all QWrs and QDs reveal much similarity
in temperature behavior in spite of a qualitatively different character of the one
(1D)- and zero (0D)-dimensional density-of-states functions. The in-plane transport
of electrons and holes in QWrs, QDs, and QWs is investigated and interpreted in
terms of anisotropic two-dimensional carrier systems, and in terms of coupled 1D
or 0D systems. Peculiar band structure and carrier relaxation in the InAs/InP nanos-
tructures suggest currently the large application potential for the optical devices –
mainly for the telecommunication wavelength of 1.55 μm.
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1 Introduction

There are numerous experimental and theoretical studies of the self-assembling pro-
cess [1–7] in strained heterostructures, which result in the appearance of quantum
dots (QDs) or quantum wires (QWrs). The electrons (holes) in these structures are
confined in the nanoscale volumes, which leads to the quantization of electronic
energy spectra and to the peaked density of states (DOS). Due their characteristic
energy spectrum and DOS, such heterostructures develop unique physical properties
widely used in low-threshold lasers and optical amplifiers [8], single-photon
emitters for quantum information processing [9], and quantum cryptography [10].

For fiber optics the development of nanoscale laser structures operating at the
1.55 μm (0.8 eV) wavelength for minimum losses is crucially needed [11–14].
Using InAs or (In, Ga)As QDs grown on GaAs substrates, such operation is diffi-
cult to achieve because of the large lattice mismatch (∼7%) which generally results
in a large strain accumulation in the vicinity of QDs and an increase of the InAs
band gap energy [15, 16] beyond the required spectral region (∼1.55 μm). In order
to reduce the strain in the (In, Ga)As/GaAs system, the metamorphic buffers like
InGaAs instead of GaAs [17] or InP substrate can be used as a completely different
host material [18], leading in both cases to a reduced lattice mismatch.

Indeed, the growth of self-assembled InAs nanostructures on InP(001) substrates
leads to the formation of InAs QDs or QWrs [19] with emission in the spectral
range of ∼1.55 μm since the lattice mismatch in the InAs/InP system is only of
∼3.2%, much smaller than the one in the InAs/GaAs system. Several groups [19–
23] have demonstrated the growth of the InAs/InP QDs. In this case, the smaller
lattice mismatch as compared to the InAs/GaAs system leads to the formation of
large QDs with a small QD density and complicates the reproducible formation of
the nanometer-sized islands. Recent study of the self-organized InAs nanostructures
grown by gas-source molecular-beam epitaxy in an InP matrix on both nominally
oriented and vicinal InP(001) surfaces has shown that the off-cut direction of the
vicinal substrates determines the morphology of nanostructures, that is, quantum
dot, quantum wire, or two-dimensional growth, whereas, on nominally oriented
substrates, the morphology is primarily only dependent on the growth conditions
[19]. Various island shapes and morphologies are observed, ranging from elongated
QDs (quantum dashes) to almost isotropic QDs. Moreover, the islands with and
without a capping layer have different dimensions because the As/P exchange reac-
tion takes place [24, 25]. Postgrowth modifications in the InAs QDs are caused by
simultaneous action of Group V overpressure and stress field, produced by the InAs
nanostructures, resulting in a strong material transport. The direction of this mate-
rial net current depends on the type of Group V element used for the overpressure
flux [24]. Thus the QDs capped with InP might have a smaller height due to As/P
exchange-induced decomposition [25].

It was also demonstrated that under controlled epitaxy InAs/InP QWrs can be
grown on the substrate surface [26–28]. During the last few years, the growth
mechanism and structural and photoluminescence (PL) properties depending on the
growth conditions have been explored for this type of wires [29–31]. It has been
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shown that the control of the growth conditions allows one to produce nanostruc-
tures emitting in the range of 1.2–1.9 μm [30]. In order to increase the wire density
and improve the size homogeneity, a vertical stacking can be used [31]. In this case
the size of the stacked wires is greatly influenced by the thickness of the InP spacing
layer between adjacent InAs layers stacks.

While both wavelength and linewidth of the luminescence emission in the
InAs/InP nanostructures are determined by their size, composition, and homo-
geneity, the growth conditions have to be precisely tuned to obtain dense and
homogeneous QDs or QWrs. Besides, more accurate geometrical description of the
islands requires high-resolution transmission electron microscopy (TEM) measure-
ments rather than atomic force microscopy (AFM). Optical study of the electronic
and hole subsystems is also quite necessary to accomplish the characterization of
the InAs/InP nanostructures. This provides information about confinement, strain,
and piezoelectric fields that alter the symmetry properties of the confinement poten-
tial and induce mixing of the valence band wavefunctions [6, 32]. Ultimately, there
is an optical anisotropy, which depends on the InAs/InP nanostructure geometry and
substrate orientation. This anisotropy can be effectively changed if the inter-nano-
block coupling is taken into account. The coupling will change the energy spectra,
the DOS structure, and relaxation in the coupled nano-blocks as compared with the
isolated one. For example, a further complication of QWr DOS structure is expected
in the system of coupled QWRs, both laterally and vertically [33–39]. The strength
of coupling can be varied by changing the interwire spacing or the thickness of the
spacer layer separating adjacent QWr layers. The change of the coupling strength
is immediately reflected in the experimental photoluminescence (PL) decay time
shortening due to the exciton wavefunction becoming delocalized along the growth
direction. This common property of coupled nanostructures has also been demon-
strated for the vertically coupled InAs/GaAs QDs [40]. Lateral coupling of QWrs
is also of importance because the system may be seen as lying between 1D and
2D as has been shown by means of magneto-transport for the InAs/InP QWr sys-
tem [35]. The change of reduced dimensionality appears not only in the details of
the physics of the usual scattering mechanisms but also in the quantum mechanical
corrections to the conductivity such as weak localization and electron–electron scat-
tering as was revealed at liquid helium temperatures. In this review, we present the
data demonstrating the change of dimensionality in dense arrays of InAs/InP nanos-
tructures and compare to the InAs/InP quantum well (QW) system. The change is
detected by optical and magneto-transport methods. While at low temperature the
carriers can be strongly localized by potential fluctuations in the QWrs and QDs,
which can influence the interblock coupling, the temperature is varied from 5 K up
to room temperature. In this way the trapped carriers become partly released and
facilitate the observation of the expected change of the dimensionality in the cou-
pled nanostructure system. To date, the transport due to lateral coupling between
self-assembled nanostructures is not well investigated in general, and in particular
no such data exists for InAs nanostructures in InP. The main focus of this review is
the detailed investigation of growth conditions, optical properties, and carrier trans-
port, which turns out to be anisotropic, in laterally coupled, self-assembled InAs
nanostructures in an InP matrix.
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This chapter is organized as follows: the preparation of InAs/InP nanostruc-
tures and their structural properties are discussed in Section 2, in particular with
respect to the effect of substrate misorientation on the nanostructure shape; opti-
cal properties of the coupled InAs/InP nanostructures, particularly the interband
emission and absorption, are discussed in Section 3 in terms of thermally induced
change of dimensionality; investigation of the anisotropic carrier transport in cou-
pled InAs/InP nanostructures, interpreting the transport of electrons and holes from
the point of view of coupled 1D (one-dimensional) or 0D (zero-dimensional) nanos-
tructures is presented in Section 4; a peculiar electronic switching, that is based on
the anisotropic transport properties of coupled InAs QWrs, is discussed in Section
5; finally, the results are summarized in Section 6.

2 Growth of InAs/InP Nanostructures

2.1 P–As Exchange Process

Here we present details of molecular beam epitaxy (MBE) of InAs onto InP sub-
strate. In contrast to most of the other III–V heterointerfaces, a characteristic feature
of the InAs/InP interface is the P–As exchange (PAsX) during the growth. It has
been shown that annealing of InP surfaces under an As flux in a solid-source MBE
system produces a thin pseudomorphic InAs layer of maximum 2 monolayer (ML)
thickness due to the replacement of desorbing P by impinging As [41]. At an As
flux of 1.5 × 10−5 torr the thickness of the InAs layer formed due to the PAsX
process increases with increasing substrate temperature from 1.25 ML at 450◦C
to 2.6 ML at 575◦C [42]. It is also shown [43] that the exchange starts at 350◦C,
and that an InAs film is of 7.3 Å thickness. A cross-sectional STM study of InAs
QDs grown on InP(311)B determines 2 ML of additional InAs due to PAsX [25]. In
Ref. [44], the amount of excess InAs formed by PAsX is determined to be 4–5 ML.
The same study shows that significantly less excess InAs forms on In0.53Ga0.47As
and In0.52Al0.48As buffers as these contain no P to be replaced by As. The formation
of InAs QWr exclusively by PAsX has been demonstrated with solid-source MBE
in Ref. [45]. A subsequent reduction of the As flux resulted in the decomposition of
the QWrs into QDs. The amount of excess InAs due to PAsX was determined to be
2.1 ML based on the volume of QWrs measured with STM [46].

The limitation to the thickness of the InAs formed by PAsX is understood in
terms of protecting the InP from further P desorption by the formed InAs layer.
However, if strain-driven transport of In ad-atoms on the surface plays a role, the
amount of excess InAs due to PAsX is not limited. Desorbing P atoms are replaced
by the impinging As. The InAs formed in this way is laterally strained to match
the underlying InP layer. If the strain in the surface is nonhomogeneous, it is ener-
getically favorable for the InAs to form in regions with a lateral lattice constant
close to that of relaxed InAs. Since In atoms from the surface are mobile, they can
migrate to the energetically favorable regions and form InAs with the impinging
As. The energetically unfavorable regions continue supplying In from the InP layer
because no protective InAs layer forms there to limit the PAsX. As a result of this
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described mechanism, the excess InAs due to PAsX during the growth of InAs QDs
by MOCVD at high growth temperatures and AsH3 flux has been shown to be 17
ML [47]. The formation of QDs with heights in the range of 100 nm, in this case, has
been explained by the migration of In ad-atoms to the dot apex. Lower growth tem-
peratures and AsH3 flux have been shown to result in less excess InAs. The insertion
of an In0.53Ga0.47As layer underneath the InAs effectively suppresses the formation
of excess InAs. Similarly, the insertion of a 1-ML-thick GaAs layer prior to InAs
deposition has been used to suppress PAsX and optimize the optical properties of
InAs QDs [48]. On the other hand, the formation of QDs and QWrs only by PAsX
on InP buffers with a built-in strain field induced by buried InAs nanostructures has
been observed and explained by strain-driven In migration in MBE growth [31].

During capping, the reverse process of As–P exchange (AsPX) reduces the total
amount of InAs by transforming it into InP. It has been shown [49] that at an AsPX
time of 10 s the amount of excess InAs is 2 ML for 15 s PAsX and 3 ML for 120 s
PAsX. The results for the comparably long time of 120 s suggest a saturation of the
PAsX at 3 ML due to the protective effect of the InAs layer, whereas the results from
the sample with thickness of 2 ML at relatively short 15 s suggest a quick PAsX of
the first 2 ML. This value is in agreement with most of the aforementioned results
from other groups. The PAsX times of 15 s and AsPX times of 10 s as standard
parameters have been used for sample growth. Therefore, an excess of 2 ML InAs
is assumed for all InAs/InP samples in our studies. The morphology of InP surfaces
with nominally oriented (N) (001) substrate, vicinal (A) substrate, off-cut toward
[110], and vicinal (B) substrate, off-cut toward [−110] after a long anneal in As has
been measured with AFM. During the annealing, reflection high-energy electron
diffraction (RHEED) observations show a 2D–3D transformation only on the B-type
substrate after 7 min, whereas the RHEED pattern on the other substrates indicate
planar layers. The morphologies shown in Fig. 8.1 reveal very different results for
different substrate orientations. The layer formed on N substrate (Fig. 8.1a) shows
a smooth surface with large monolayer terraces. The fact that no nanostructures
have formed shows that the thickness of the InAs is below the critical thickness
for Stranski–Krastanow (SK) growth suggesting a limited PAsX. On the A-type
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Fig. 8.1 AFM images of nominally oriented (001)InP (a), A-type vicinal InP (b), and B-type
vicinal InP (c) after an annealing under As flux for 15 min [49]. The lateral size is 1 μm × 1 μm
for all images. The height scales are 1.2 nm (a,b), and 80 nm (c) [49]
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substrate, a surface modulation with a wire-like morphology (along the direction of
the surface steps) is visible. In comparison to InAs nanostructures grown by InAs
deposition on this type of substrate, the surface modulation formed by PAsX is low,
suggesting a limited PAsX. In marked contrast, the InAs on the B-type substrate
forms giant InAs dots of typically 100 nm base length and 50 nm height. These dots
look similar to those of Ref. [47] that formed at the highest temperature and AsH3
flux used in that study. The volume of our giant InAs dots clearly demonstrates
unlimited PAsX due to surface diffusion.

Thus, the PAsX process typically forms a 2 ML thick InAs layer on the expense
of the underlying InP through the replacement of desorbing P by impinging As.
This process can be suppressed by growth temperatures below the P desorption tem-
perature (360◦C). Nonhomogeneous strain distribution can drive a lateral material
transport resulting in unlimited P–As exchange in regions with unfavorable strain
for InAs and accumulation of this formed InAs in regions with favorable strain.
On B surfaces, the PAsX process is unlimited due to spontaneous formation of 3D
islands and the strain-driven transport.

2.2 Role of Vicinal Substrates

The most commonly used growth technique for InAs/InP nanostructures is a solid-
source MBE, for which the shape of self-organized nanostructures can depend on
buffer [26] or even surface reconstruction [45]. The miscut of vicinal substrates
plays an important role influencing the type and arrangement of self-organized
InAs nanostructures. Off-cuts from InP(001) can be made toward [110] (A surface),
toward [−110] (B surface), and toward [100] (C surface), usually with a magnitude
of 2◦. This off-cut angle results in monolayer steps every 8.4 nm. QWr formation
was reported on A surfaces grown by gas-source MBE (GSMBE) [50]. Using MBE,
QWrs were found on N surfaces and on A surfaces, while QDs were observed on
C surfaces [51]. Our systematic studies [19, 49] demonstrate that self-organized
nanostructures grown by GSMBE on vicinal InP(001) substrates occur as either
QWrs or QDs depending on the off-cut direction and generally independently of
other growth conditions. This result is in contrast to the growth of nanostructures
on nominally oriented substrates for which the details of the growth conditions play
a determining role on the resulting morphology. It is shown by varying InAs depo-
sition rate and deposition temperature that for nominally oriented substrates, the
growth conditions determine the type of nanostructure, whereas for vicinal sub-
strates, it is only the off-cut which is important. Thus, the use of vicinal substrates
represents a robust way to determine the nanostructure type in the InAs/InP sys-
tem. Figure 8.2 shows AFM images of the samples with 2 ML, 4 ML, and 6 ML
of deposited InAs, all using a substrate temperature of T = 450◦C. One can see
that the deposition of 2 ML InAs onto the N surface results in a 2D layer with large
monolayer terraces; on the A surface, short, flat, closely packed quantum wires par-
allel to the surface steps formed; the 2 ML onto the B surface results in quantum
dots with low areal density, roughly aligned parallel to the surface steps. The height
of the QWrs is about 0.6–1.2 nm (measured at the edge between QWrs and flat
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Fig. 8.2 AFM images of
0.5 μm × 0.5 μm InAs/InP
with different deposited InAs
thicknesses. The height scales
are given in parentheses. 2
ML deposited: (a) “N”
(12 Å), (b) “A” (12 Å), (c)
“B” (70 Å). 4 ML deposited:
(d) “N” (10 Å), (e) “A”
(20 Å), (f) “B” (70 Å). 6 ML
deposited: (g) “N” (70 Å), (h)
“A” (40 Å), (i) “B” (160 Å)
[19]

areas between the QWrs) and the QDs are 3–7 nm high. These results demonstrate
that misoriented substrates lead to an earlier onset of islanding (3D growth) than
nominal surfaces. When the deposited InAs is increased to 4 ML, 3D growth also
begins on N surfaces. The onset of 3D growth with a critical thickness (between
2 and 4 ML of deposited InAs in our case) indicates a nanostructure formation in
the SK growth mode. The AFM images show long, flat, and closely packed quan-
tum wires on both the N surface (0.6–0.9 nm high) and the A surface (0.9–1.5 nm
high), but dots (typically 3–5 nm high) of higher areal density and with random
alignment on the B surface. The QD areal density of 5 × 1010 cm−2 on the B sur-
face is as high as that obtained in Ref. [52] on (311)B InP substrates which have
been intentionally used to obtain a high density of QDs. Similar morphologies for
the N and A surfaces were obtained using solid-source MBE [51]. Cross-sectional
transmission electron microscopy (TEM) images (see Fig. 8.3) of a stack of 15 InAs
(4 ML)/InP(20 nm) layers grown under the same growth conditions confirm that the
capped InAs nanostructures are wire-like on A surfaces and dot-like on B surfaces.
(The InP spacer between the InAs layers is thick enough to suppress any influence
due to the strain fields of the previous InAs layer.) The height of the wires (2.4 nm)
is bigger than the height determined with AFM, due to tip-sample convolution. The
precise cross-sectional shape of the QWrs cannot be resolved with these images.
The height of the dots (3 nm), on the other hand, is smaller than that determined by
AFM (4 nm), suggesting a shrinking of the InAs nanostructures due to AsPX when
exposed to a P flux before capping. Owing to AsPX and/or tip-sample convolution of
AFM, the width of the capped QDs at their base is approximately 15 nm (see TEM
image in Fig. 8.3c) as opposed to the apparent width of uncapped QDs of 50 nm
(see AFM image in Fig. 8.2f). When the InAs deposition is further increased to 6
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Fig. 8.3 Cross-sectional TEM 002 dark-field images of (a, b) quantum wires on A surface and
(c) quantum dots on B surface. The black areas indicate InAs and the gray areas indicate InP [49]

ML, the QDs on the N surfaces elongate in the [−110] direction (quantum sticks,
quantum dashes), typically 3–5 nm high; the A surface results in longer quantum
sticks and QWrs (typically 2.5 nm high); and the B surface results in the growth of
dots (typically 5–10 nm high).

The influence of surface steps on the shape of the nanostructures is an interesting
issue not yet fully explained. It is of importance that the InAs A steps (forming the
long edge of these islands) are energetically more favorable than steps along [110]
(B steps), resulting in straight A steps and rough B steps [45, 53]. The energetically
favorable A steps determine the direction of the QWrs. Furthermore, it is known that
ad-atoms tend to attach themselves to existing steps during growth. The formation of
QWrs along the [−110] direction on N and A surfaces can then be understood based
on these points: On A surfaces, InAs preferably nucleates at the A steps resulting
in a higher local InAs coverage along the steps than on the terraces between steps.
This higher local coverage leads to an earlier 2D–3D transition in comparison to
N surfaces with a uniform nucleation of InAs. The same argument holds for steps
on B and C surface. The steps on B (and C) surfaces, on the other hand, impede
the formation of wires in the [−110] direction. Therefore it is observed experimen-
tally that instead of forming QWrs in the [110] direction, the InAs forms high QDs,
even for low InAs deposition. Kinetically, the roughness (kinks) along the B steps
provides preferred nucleation sites for the ad-atoms leading to a nonuniform nucle-
ation along the B steps. This nonuniformity results in the formation of local InAs
clusters that later undergo a 2D–3D transition. Thermodynamically, dots incorpo-
rate lower strain energy than do wires. This argument may explain that it is now
energetically favorable for InAs to nucleate on top of existing InAs islands form-
ing dots (less strain) than to form uniformly along B steps. In addition, the more
dot-like shape on N surface at a deposition of 6 ML compared to 4 ML suggests
an energetic trade-off by lowering the strain energy (dot shape) and increasing the
surface and step energy (incorporating more B steps). To theoretically confirm this
explanation, more sophisticated kinetic Monte Carlo simulations that include the
local strain distribution would be necessary.
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Thus, vicinal substrates result in an onset of 3D growth at lower deposited InAs
thickness than nominally oriented (001) substrates. Vicinal surface misoriented by
2◦ toward [110] (A surfaces) support the formation of the type of QWrs that also
grow on exactly oriented (001) surfaces (N surfaces). Vicinal (001) surface misori-
ented by 2◦ toward [−110] (B surfaces) lead to the formation QDs. Similar QDs
form on C surfaces (misoriented by 2◦ toward [100]). In addition, the QDs on C
surfaces are roughly aligned along the surface steps ([010] direction) demonstrating
the potential of in-plane alignment of QDs through vicinal substrates.

2.3 Influence of Growth Parameters on InAs Nanostructures

In order to get more information about growth kinetics and dynamics, we have var-
ied parameters that influence the ad-atom surface diffusion: growth temperature,
growth rate, and As flux. The effect of growth temperature on the morphology of
self-organized nanostructures was investigated by depositing 4 ML of InAs at dif-
ferent temperatures (including 450◦C discussed above) whereas all other growth
conditions were maintained (PAsX for 15 s, InAs growth rate 0.4 ML/s, AsH3 flux
0.6 sccm, postdeposition annealing for 10 s). At a low substrate temperature of
380◦C (to reduce ad-atom diffusivity), high growth rate, and without annealing (to
reduce ad-atom diffusion time), the 2D–3D transition is mainly suppressed. On the
nominally oriented substrate, the InAs surface is found to be quite smooth without
InAs nanostructures. Monolayer terraces similar to those on the 2 ML sample are
observed. This sample serves as reference QW sample with the same nominal InAs
coverage (4 ML) as the nanostructure-containing samples compared to it. On the
B surface, a rougher layer formed without discernable nanostructures, indicating
preferred nucleation at B step kinks but insufficient surface transport for a 2D–3D
transition. Increasing the substrate temperature to 400◦C, we find a relaxation of the
kinetic restrictions. On the A surface, shallow wires are discernable, whereas the
nominal surface contains no wires. The B surface shows QDashes oriented along
[−110]. These morphologies suggest a surface diffusion sufficient to reach the steps
of the vicinal substrate. At 450◦C, QWrs form on N and A surfaces, and QDs with
an average height of 4.5 nm form on the B surface. The effect of the higher tempera-
ture like 485◦C on the N surface is that low areal density quantum dots form instead
of the wires seen at T ∼ 450◦C; these QDs are roughly 10 nm in height.

The As flux was varied for fixed growth conditions (PAsX for 15 s, 4 ML of
InAs deposited, growth temperature 450◦C, InAs growth rate 0.4 ML/s, postdepo-
sition annealing for 10 s). The actual As content of the surface, that determines the
kinetics, is a function of the As flux/In flux ratio during the InAs deposition. For
each AsH3 flux, the morphologies on N and A surfaces are very similar, but differ
markedly from the morphology on B surfaces (QDs at all AsH3). At AsH3 fluxes of
0.3 and 0.6 sccm, narrow, closely spaced QWrs form on N and A surfaces. These
QWrs are shorter at the lower AsH3 flux. Similarly, at a higher surface As content
(AsH3 flux of 1.5 sccm or growth rate 0.13 ML/s at 0.6 sccm), thicker, higher, less
ordered QWrs form similar to those formed at higher substrate temperature on the A
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surface. Hence, with increasing diffusivity due to increasing surface As content, the
morphology on N and A surfaces develops from short narrow wires, over long nar-
row wires, to thick, high, and less ordered wires. This development suggests thick
QWrs to be energetically preferred to thin QWrs on N and A surfaces. The narrow
or thick QWrs may be seen as large or small 2D islands (depending on As flux) that
underwent the 2D–3D transition. On the B surface, QD height drastically increases
with increasing AsH3 flux, whereas the areal density of QDs decreases only slightly.

Thus, growth temperature and AsH3 flux influence the nanostructure shape
through their impact on growth kinetics. Low growth temperatures can be used to
suppress the 2D–3D growth transition and grow a QW sample with the same nomi-
nal InAs thickness as the QWr and QD samples. At high growth temperatures, QDs
form also on N surfaces, and the height of QDs on B surfaces is increased. A high
AsH3 flux creates thicker, less ordered QWrs on N and A surfaces and higher QDs
on B surfaces.

2.4 Postdeposition Modifications of InAs Nanostructures

The final shape of InAs nanostructures on InP can be significantly modified by sur-
face transport of In after the deposition of the InAs layer: The QWrs discussed in
Ref. [54] have been formed during the 2D–3D transition by in situ annealing an
MBE-deposited 2D InAs layer at elevated temperature. The influence of group V
overpressure on the final shape of CBE-grown InAs nanostructures has been inves-
tigated in Ref. [24]. The authors point out that a cooldown of samples under either
As or P overpressure modifies the nanostructure shape due to the combination of
PAsX or AsPX and strain-induced surface transport. A cooldown in vacuum result-
ing in an In-rich surface is shown to preserve the nanostructure shape. Optimized
sample cooling under As overpressure has been shown to trigger the ripening of
MBE-grown QDashes into QDs of low areal density [55]. Our data [49] show
that the morphologies on N surfaces with and without 10 s annealing at growth
temperature after the InAs deposition are different: the 2D–3D transition happens
during the annealing. On the unannealed surface, shallow islands with the shape and
arrangement of the QWrs are visible. The capping of InAs nanostructures by InP
at lower temperatures may be necessary to reduce their decomposition by AsPX.
The (fast) cooldown in vacuum instead of As overpressure results in better-defined
nanostructures. The shape, areal density, and arrangement, however, do not change
significantly. A slow cooldown under As overpressure (temperature drop of 30◦C
during 260 s) transforms the small nanostructures into larger, higher ones of smaller
areal density and regular shape. This process can be seen as a step of the ripening
described in Ref. [55]. This ripening takes place only at lower temperatures. It sug-
gests the As content of the surface and/or the reconstruction to be the decisive factor,
and not the temperature. Indeed, Ref. [55] describes the disappearance of the (2 × 4)
reconstruction during the cooling. This reconstruction has been suggested to favor
more anisotropic nanostructures [56], which is in agreement with the argument of
a lower energy for A steps (steps along the [−110] direction) of Ref. [53]. It thus
follows that the ripening is not simply kinetically enhanced by high temperature and
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consequently surface diffusivity but it is rather due to the thermodynamics of what
nanostructure shape is energetically favorable at different surface reconstructions.
Finally, this argument would also explain the elongated dots on the B surface after
a longer annealing at growth temperature with a (2 × 4) reconstruction.

Thus, the annealing at growth temperature (450◦C) for 10 s is necessary for the
2D–3D transition that forms the InAs nanostructures through surface In diffusion.
A slow cooling under As overpressure leads to a coalescence of the nanostructures
(ripening) whereas a longer annealing at growth temperature under As overpres-
sure does not change the nanostructures significantly. The ripening is tentatively
attributed to changed surface reconstruction at lower temperatures under As over-
pressure which makes the narrow long wires energetically less favorable. Rapid
cooling in vacuum preserves the shape of surface InAs nanostructures.

2.5 Growth of InAs/InP Quantum Dots

Let us consider the height and areal density (Da) of QDs grown on B surfaces for a
fixed amount of deposited InAs (4 ML) under different growth conditions. It is of
interest to establish whether ripening or PAsX process determines the final QD Da
and height. It has been demonstrated [49] that a low AsH3 flux results in a larger
Da value for lower QDs in comparison to the QDs grown at conventional condi-
tions. Higher AsH3 flux or growth temperature Tg or a slow cooling with a AsH3
flux, on the other hand, leads to the formation of higher QDs with a smaller Da.
The increased height, however, is not compensated by a lower areal density which
results in a larger total InAs volume in the QDs. Assuming the same wetting layer
(WL) thickness for all samples, this larger volume strongly suggests the incorpora-
tion of excess InAs formed by P–As exchange. Also, excess InAs is incorporated
into the tall QDs with a large Da value formed at a lower growth rate and a longer
annealing time. The increased dot height observed at varied growth conditions is pri-
marily an effect of excess InAs formed by PAsX accompanied by the strain-driven
surface transport of In to the QDs. Thus, on B surfaces, a deviation from the con-
ventional growth conditions to higher growth temperature, higher AsH3 flux, a slow
cooling under As overpressure, or low growth rate increases the QD height. Excess
InAs formed due to P–As exchange supplies the material for the height increase of
the QDs.

2.6 As–P Exchange Process During Capping

Capping of the grown InAs nanostructures is a necessary step for most of the
applications that involve their optical and transport properties. However, during
the capping of InAs nanostructures with InP, the exchange of As by impinging
P (AsPX) transforms parts of the InAs into InP. A net surface indium transport
actively disassembles the nanostructures and forms InP between the nanostructures
at areas with a lattice constant close to that of relaxed InP as described in Ref. [24].
This strain-driven net In transport makes the AsPX faster on nanostructures than
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on smooth InAs quantum wells. In our experiments [49], we observed the As–P
exchange in situ with RHEED through disappearance of wedges in the RHEED
image upon annealing of 3D InAs nanostructures under a P flux at growth temper-
ature. Furthermore, InAs nanostructures were capped with InP at different growth
temperatures in order to control the AsPX. In the reference sample, the growth tem-
perature was not changed for the capping. The temperature reduction, performed in
the other samples, by approximately 60◦C after the formation of the nanostructures
(at typically 450◦C) is, however, prone to change the nanostructure morphology due
to the In surface migration. In order to suppress this reorganization of the surface,
a rapid temperature reduction was performed before capping. A 5 nm InP cap was
grown immediately after the temperature reduction at 390◦C to protect the InAs
nanostructures, followed by a substrate heating to the original growth temperature
and growth of the remaining cap at 450◦C. Comparing the results of AFM, TEM,
and PL studies for various capping regime, we conclude that much faster AsPX pro-
cess takes place with QDs on B surfaces than with QWrs on N or A surfaces. This
leads to a height of QDs capped at the InAs growth temperature close to the height
of the QWrs. Overgrown QWrs and QDs at nominal growth conditions are 2.4 and
3.0 nm high. The faster As–P exchange on B surfaces coincides with the faster P–As
exchange.

Typically, the QDs have an areal density of 5 × 1010 cm−2 and a height of 5 nm.
After capping, their height is reduced to 3 nm, and their base length is approximately
15 nm. The QDs are likely to have an anisotropic base with the longer axis in the
[−110] direction. This height reduction is a result of the As–P exchange process
during capping of the InAs with InP.

2.7 Double-Cap Technique of Growth of InAs/InP Quantum Dots

For the InAs/InP QDs grown via the SK growth mode, it is difficult to control the
size, density, and position of the QDs. In order to reduce the QD height dispersion
and, hence, to decrease drastically the PL linewidth, the double-cap procedure can
be used [18, 57–61]. The double-cap procedure includes two steps that are sepa-
rated by growth interruption under a phosphorus flux. During first step, InAs QDs
are obtained in the SK growth mode on the substrate with further capping them with
a thin InP layer. While the elastic relaxation of the tallest InAs QDs makes them
energetically unfavorable for the planar growth of the InP layer, this layer accu-
mulates predominantly between the islands. The thickness of this first InP layer is
chosen to be smaller than the height of the tallest QDs. Thus, the tops of tall dots are
sticking out above the first cap layer. During the growth interruption, As–P exchange
takes place. This exchange plays a vital role in the double-cap technique. Due to the
AsPX process the tops of QDs become truncated prior to the growth of the remain-
ing cap. The second step of the procedure is the growth of the final barrier layer.
As a result the height of the tallest capped islands is determined to a great extent
by the thickness of the first capping layer and consequently the QD height distri-
bution should be substantially reduced. This allows a control of the InAs/InP QDs
emission wavelength and its tuning to 1.55 μm. TEM and PL experiments show that
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the InAs/InP QD structure is still present after growth interruption under phospho-
rus flux and that the PL linewidth at 1.55 μm is reduced from 120 to 50 meV due to
the double-cap procedure [18].

The QD density appears approximately similar under double-cap procedure and
conventional capping without growth interruption [18]. The TEM measurements
indicate that the double-cap procedure primarily results in a QD height reduction
whereas the lateral QD dimensions are obviously only slightly changed. In con-
trast, the island height changes drastically from 40 Å to around 25 Å. To improve
the density and positioning of the QDs, a selective area growth combined with the
double-cap technique can be used [59]. In the metal–organic vapor phase epitaxy
selective area growth, the substrate is covered by SiO2 mask and the growth of the
semiconductor material is performed selectively in the areas free of the SiO2. In
these areas the growth precursors appear which cause lateral vapor diffusion and
surface migration. Due to these diffusion mechanisms, the layer thickness and com-
position will be fitted to the geometry of the SiO2 masks. The supplied material
diffuse to the areas uncovered with mask from the wide mask. The QD size in
each area changes following the amount of material supplied. Thus, using both the
double-cap and the selective area growth techniques, it is possible to obtain uni-
form height QDs in patterned waveguides emitting in wide spectral range. Recently,
it is realized 120 nm emission wavelength range in 16 array, five layer InAs QD
waveguides [59].

Concluding this section, we established that the surface steps on vicinal InP(001)
surfaces play a decisive role in the self-organized formation, shape, and alignment
of InAs nanostructures during MBE growth. The tendency of the QDs to align along
the steps might be exploited for realization of QD chains by optimizing the growth
conditions and varying the off-cut angle. Thus, in contrast to the nominally ori-
ented substrates, vicinal substrates provide a rather growth-condition-independent
template for the robust realization of defined QDs or QWrs. In addition to the
deposited InAs, a 2 ML thick InAs layer forms due to the P–As exchange process.
On substrates off-cut to [−110] this process seems not to be limited to 2 ML due
to strain-induced surface transport of In. As a result, the volume and height of QDs
grown with the same amount of deposited InAs depend strongly on the impact of
growth conditions on the P–As exchange. Thus, areal densities between 1 × 1010

and 8 × 1010 cm−2 and average QD heights from 3 to 11 nm are found. The QWrs
are closely spaced with a lateral period of 20 nm, and a height after overgrowth
of typically 2.4 nm. Their length is varying with typical lengths of 200–600 nm.
(Some QWrs are longer than 1 μm.) These QWrs are grown on nominally oriented
substrates and on substrates off-cut toward [110]. The formation is related to the (2
× 4) surface reconstruction. The QDs are generally higher than QWrs that are grown
on a different substrate orientation under the same growth conditions. Typically, the
QDs have an areal density of 5 × 1010cm−2 and a height of 5 nm. After capping,
their height is reduced to 3 nm, and their base length is approximately 15 nm. The
QDs are likely to have an anisotropic base with the longer axis in the [−110] direc-
tion. The height reduction is a result of the As–P exchange process during capping
of the InAs with InP.
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3 Optical Properties of InAs/InP Nanostructures

3.1 Photoluminescence and Absorbance
of InAs/InP Quantum Dot Samples

Currently, the largest application potential of InAs nanostructures grown on InP
substrates is considered to be optical devices – mainly for the telecommunication
window of 1.55 μm which can easily be reached in this material system. In view
of this, optical properties of InAs/InP nanostructures are of great interest and have
to be thoroughly studied. Emitting systems normally exploit the high-density arrays
of InAs/InP QDs. Therefore, we focus on such arrays in our further analysis [62].
The samples for this study were grown in a Riber 32P GSMBE system on semi-
insulating InP(001) substrates. We used the vicinal InP(001) surface because on this
vicinal surface the formation of QDs always takes place and it provides a rather
growth-condition-independent template for the robust realization of defined QDs.
The total absorption of the nano-size samples was significantly increased by grow-
ing the 30-stack InAs/InP QDs of identical InAs layers separated by 20-nm-thick
InP spacers. The morphology of the grown samples is demonstrated in Fig. 8.4, rep-
resenting an AFM image of the corresponding uncapped nanostructures (Fig. 8.4a),
and the capped QDs seen in Fig. 8.4b by means of cross-sectional TEM. Typically,
the QDs have an areal density of 5 × 1010 cm−2 and a height of 5 nm which after
capping reduces to ∼3 nm. As it was mentioned in Section 2 this height reduc-
tion results from the As–P exchange during capping of the InAs with InP. The QDs
have an anisotropic base with the longer axis in the [−110] direction. From the
AFM images (Fig. 8.4a) we derived the 43 nm [−110] × 35 nm [110] QD lateral
dimensions that are typical for our samples. Similar results showing elongated InAs
dots (though MOVPE grown) have been presented in Ref. [63]. These dots grown
on the N-surfaces of InP possessed typically 45 nm × 35 nm dimensions. Slightly
elongated shape of InAs/InP QDs was observed also for the QDs grown on the N
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Fig. 8.4 (a) AFM image showing 500 × 500 nm2 of the uncapped QDs and (b) TEM
image of the 30-period superlattice samples of InAs/InP QDs used in the transmission and PL
measurements [62]
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substrates [64] and deduced from the PL polarization measurements for the QDs
grown on the C substrate [51].

We used Fourier transform infrared spectroscopy (FTIS) and PL measurements
to detect the transition energies in the InAs/InP QD systems. At low temperature we
observe the excitonic states both in absorption and emission [62]. PL and absorbance
spectra of the 30 period superlattice samples of the InAs/InP QDs on the B-type
substrate measured at (a) T = 5 K and (b) T = 300 K are shown in Fig. 8.5. The
low-temperature PL spectrum (Fig. 8.5a) can be fit with a symmetric Gaussian
distribution by energies centered at 762 meV with a full width at half maximum
(FWHM) ∼ 33 meV. This width suggests a very uniform height distribution of the
nanostructures because a change in height by 1 ML would result in a peak shift of
∼40 meV according to our theoretical estimation. While the low-temperature PL
band is clearly seen even under the lowest excitation densities used in our exper-
iments, it is ascribed to the conduction band (e1)–heavy-hole (hh1) transition in
InAs/InP QDs. Temperature increase leads to a shift of the PL maximum toward
smaller energies and at T = 300 K (Fig. 8.5b) the maximum of emission takes place
at 0.724 eV with an FWHM of ∼59 meV. The short-wavelength asymmetry of PL
band evidences the hot carrier contribution at high temperatures.

Three distinct features at 0.636, 0.822, and 0.991 eV are clearly seen in the low-
temperature absorbance shown in Fig. 8.5a. The absorbance feature at 0.822 eV
definitely correlates with the PL feature at 0.762 eV and can also be ascribed to
the lowest hh1–e1 absorption. The nature of two other transitions must be estab-
lished. Temperature increase from T = 5 K up to T = 300 K results in a predictable
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shift (∼50 meV) of the 0.822 eV feature toward lower energies (Fig. 8.5b) due to
the temperature-induced shrinkage of the InAs band gap. The change of spectral
position of the 0.636 feature within this wide temperature interval is insignificant
(<5 meV) signaling that this feature cannot be related to the InAs (or InP). Similar
absorbance feature in the spectral range from 0.6 to 0.8 eV was also observed in
a 12-stack InAs/InP QD sample with thick 120 nm InP spacers grown on a semi-
insulating InP(311) B substrate by GSMBE using the SK method [34]. This feature
has been ascribed to the Fabry–Perot cavity effects (FPCE), originating from the
refractive index difference between the epitaxial layers [34]. Those might be visible
in the optical transparent region from 0.60 to 0.80 eV. In order to extract the FPCE
contribution from our FTIS data, the propagation matrix technique for multilayer
structures is used [65]. For application of this technique the thicknesses of all layers
and their refractive indexes must be introduced. Following Ref. [34], the energy-
dependent refractive index for InP layer [66] is taken, whereas for the refractive
index of the InAs active layers, consisting of QD and wetting layers (WL), a constant
refractive index of 3.5 is chosen. Variation of the InAs refractive index with energy
does not lead to a noticeable change of the FPCE oscillations within the region from
0.60 to 0.70 eV. While the oscillation period of the FPCE substantially depends on
the spacer thickness dsp,we use the dsp value as a fitting parameter for the FPCE
oscillations in the 0.6–0.7 eV range, and the thickness of InAs active layer is taken
to be 3 nm. The results of fit are shown in Fig. 8.6 by dashed line for dsp = 22 nm
what is in good agreement with the value of 20 nm derived from the cross-sectional
TEM analysis. Using the calculated FPCE structure, the corrected low-temperature
absorbance data are obtained by subtracting it from direct absorbance measure-
ments as shown in Fig. 8.6. It is seen that the band at 0.636 eV practically vanishes
whereas the remaining absorbance features at 0.822 and 0.991 eV become even
more pronounced. While the FPCE picture remains almost unchanged with tem-
perature increase, the same correction of the absorbance data is performed for all
temperatures.
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The corrected absorbance spectra α(E)d shown in Fig. 8.6 allow calculation of
the QD absorption coefficient α(E) if an effective value for the total thickness d of
the absorbing InAs material is known. The samples consist of 30 absorbing layers
with approximate nominal InAs thickness ∼3 nm. Assuming absorption only in
the InAs nanostructures (and not in the InP barriers), the total thickness would be
d = 9 × 10−6 cm. At an energy of ∼0.820 eV (hh1–e1 transitions), the absorption
coefficient of the QD sample is found to be approximately α = 7 × 103 cm−1.
This value is higher than that (α = 4.4 × 103 cm−1) obtained for the InAs QDs
on InP(311)B [34] with similar areal density (5 × 1010 cm−2) of QDs. A possible
reason of difference is a flatter shape of our QDs resulting in a higher areal coverage.

3.2 Simulation of the InAs/InP Quantum Dots Spectra

In order to interpret the spectral features seen both in PL and absorbance spectra,
one has to take into account the rather complicated structure of the InAs/InP QD
system. As a result there are several sources for appearance of spectral features.
Coming back to the absorbance feature at 0.991 eV seen in the low-temperature
transmission measurements, various origins of its appearance might be assumed: (i)
WL transitions [6, 34, 61, 67]; (ii) QD excited states transitions of InAs/InP QDs
[61]; and (iii) QD light-hole states–conduction band transitions [68]. Therefore, in
order to assign the energies of different transitions it is also necessary to treat the WL
underneath InAs nanostructures in InP. This WL can be considered to some extent
as a biaxially strained InAs quantum well (QW). Different components of strain
differently influence to energy band structure. The band-edge energies of unstrained
InAs are altered by hydrostatic strain, mainly affecting the conduction band, and by
biaxial strain, thus lifting the heavy hole (hh) and light hole degeneracy at the �
point in the valence band. The subband edges of WL were calculated based on the
states in a finite QW (envelope function and effective mass approximation) with the
band offsets taken to be 439/281 meV for heavy/light holes, and 514 meV for elec-
trons [69]. The transition energies for InAs/InP QW are calculated for different well
widths at T = 0 K. It is found that the energies in the region of <1 eV correspond
to the thicker than 4 ML QW. Referring this finding to our absorbance data we have
to conclude that the width of WL giving the absorption in the range of 0.991 eV
must be greater than 4 ML that contradicts the available data: the WL thickness in
the InAs/InP QD system is quantified only to ≤1 ML by X-ray diffraction [70], to
2 ML by PL [63], and to ∼3.0 ML by PL and absorption [34, 61]. Therefore, we
rule out the contribution of the WL layer states in the formation of the 0.991 eV
absorption resonance in our experiments.

Before starting further calculations one has to pay attention that the TEM images
(Fig. 8.4b) give the height of the overgrown nanostructures in our samples to be in
the range of ∼3 nm. The lateral dimensions are somewhat one order bigger, i.e., the
aspect ratio (the QD height/width) is ∼0.1. Besides, the capped QDs are assumed to
be truncated with a flattened upper surface [71]. Therefore, we model the deforma-
tion of capped QDs on the (001) substrate surfaces assuming that they are equivalent
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arrows. Numerical results for
the truncated ellipsoid are
presented [62]

to epitaxial layers with a coherent interface [71, 72]. Indeed, the confinement energy
is dominated by the 3 nm dot height, whereas the confinement energy associated
with the long dimensions of the dot is an order of magnitude smaller than that related
to the dot height [69]. A biaxial compression in the InAs/InP system results in the
tetragonal deformation of the InAs lattice. This deformation is assumed to be uni-
form inside the QD that is reasonable for flat and wide QDs. A one-band effective
mass approximation can be used both for the conduction band and for the valence
band. For flat and wide QDs, the hh and lh potentials are well separated. Therefore,
one can consider each of the valence bands separately with renormalization by strain
potential and effective masses. The same assumption is made with respect to the
conduction band. The shape of the QD is taken to be a truncated ellipsoid [71] with
a height of 3 nm and a diameter of 35 nm. To compute the electronic structure of
InAs islands embedded in InP, the calculation technique described in Ref. [71] is
exploited. The material parameters for InP and InAs are taken from Ref. [73]. The
one required material parameter, which is not directly tabulated, is the band align-
ment between the InP and InAs. Since strain affects the band alignment as well,
we are referring here to the contribution to the band offset which is independent of
strain. We have treated the strain-independent offset as a fitting parameter and take
it to be 0.4 for unstrained valence band [69]. After inclusion of strain the valence
band offset increases. Figure 8.7 shows the potential profile along the growth axis in
the InAs/InP QD system used in the calculations. The results of calculations in the
framework of the one-band kp approximation are shown in Fig. 8.8. The energies of
the ground and excited state of the exciton transitions for the hh band together with
the ground-state exciton transition for the lh band are presented as a function of the
QD height varying in the range from 2.5 to 4.5 nm. On the one hand this interval
of the QD height variation covers the actual QD height expected in our capped sys-
tem, and on the other hand in this range of QD heights the results of the one-band
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and eight-band kp calculations, as it has been shown in Ref. [6], do not differ sig-
nificantly. The ground-state transition energy grows by ∼120 meV under reduction
of the QD height from 4.5 nm down to 2.5 nm for the QD shape like a truncated
ellipsoid. It is also seen from Fig. 8.8 that the energy of the excited-state transi-
tion is closer to the energy of the ground-state transition for flatter QD (smaller
QD height) compared to the higher QD. This is explained by the different aspect
ratio of considered QDs [6]. In the case of flat QDs, the weak lateral confinement
due to large lateral dimensions influences predominantly the energy of the p-like
(excited) QD states, whereas the strong vertical confinement (in growth direction)
mainly impacts the energy of the s-like ground QD state. Therefore, the energies of
ground- and excited-state transitions go closer for flatter QDs. What is important is
that the energy distance between ground and excited states does not exceed 70 meV
for the whole range of the QD height values (from 2.5 to 4.5 nm). For the same
range of QD heights, the energy of the lh1–e1 transition varies from 893 meV at the
height of 4.5 nm to 1034 meV at the height of 2.5 nm. The energies of two absorp-
tion resonances found from the transmission measurements are plotted in Fig. 8.8
as well. Comparing these experimental energies with the calculated dependence, we
find a remarkable fit for the QD height of 3 nm in case of hh1–e1 and lh1–e1 tran-
sitions. Concerning other transitions involving excited states in the InAs/InP QD
system, they have been found fairly weak [74] due to the similar symmetry of the
hole and electron wavefunctions for the relevant transitions. Only at an energy of
about 80 meV above the ground-state transition, a significant absorption probability
caused by the different symmetry of the electron and hole wavefunctions involved
in the transitions has been calculated. However, this spectral range is still far below
the vicinity of the 0.991 eV absorption, which is remote by ∼170 meV from the
energy of the ground-state transition in our experiment. Similar calculations for the
InAs quantum dashes grown on the InP(001) substrate also give numerous transi-
tions, but many of them vanish because of a slight overlap of the wavefunctions
[75]. The energies of the four remaining transitions possessing the highest optical
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dipole moments in case of the highly nonsymmetrical dashes cover only the energy
region of about 100 meV above the energy of ground-state transition. Basing on
these estimations and the results of our calculations we rule out the contribution of
the QD excited states in the formation of the 0.991 eV resonance in absorbance.
Thus, the energy scheme and the optical transitions shown in Fig. 8.7 are the most
plausible for the InAs/InP QD system under investigation. The calculated ground-
state energies for the electrons and heavy holes are found to be 1.214 and 0.392 eV,
respectively, where the zero is taken to be the top of the InP valence band, as in
Fig. 8.7. These values correspond to binding energies of 0.210 eV for electrons and
0.392 eV for heavy holes, which will be compared with the experimental values
derived from the temperature dependences of QD absorbance and PL.

3.3 Temperature Effects in Photoluminescence and Transmission
of the InAs/InP Quantum Dot Samples

In order to uncover the nature of the transitions seen either in PL or in the absorp-
tion, thorough temperature measurements have to be carried out in the range from
5 K up to room temperature. Figure 8.5 compares the PL and absorbance mea-
sured at low temperature T = 5 K (Fig. 8.5a) and at high temperature T = 300 K
(Fig. 8.5b). Carefully analyzing each spectral dependence of absorbance at a given
temperature, one can notice that two spectral features at hh and lh absorption edges
possess well-pronounced maximums. These maximums are accompanied by a flat
part of the spectral dependence on the short wavelength side of the features. The
length of the flat part increases with increasing temperature, transforming finally
into the well-pronounced spectral step typical for the density of states of 2D elec-
tron system. Taking the minimum on the right side of the absorbance feature (or the
flat part of the spectrum if this part is already clearly developed) as an origin we can
consider the left-side part of the absorbance towering over the local origin as a man-
ifestation of the excitonic enhancement in the QD absorption spectrum. Subtracting
the contribution of absorption step from the left side of the absorbance we get pure
excitonic features. Figure 8.9 demonstrates the behavior of these excitonic features
seen in the absorbance (Fig. 8.5) at the hh (Fig. 8.9a) and lh (Fig. 8.9b) band edges
versus temperature. The excitonic resonance seen at 0.822 eV (hh exciton) survives
with temperature increasing up to 170 K, whereas the resonance at 0.994 eV (lh
exciton) decays already at ∼120 K. This is reasonable while the hh exciton is more
strongly bound than the lh exciton due to its larger mass. What is important is imme-
diately after the exciton decay the absorbance demonstrates an ideal step-like shape
typical for a 2D electron gas density of states. This finding allows the model of stud-
ied QDs to be the 2D quantum well with excitonic coupling. Temperature behavior
of the PL line shape also corroborates this model. The variation of the integrated
PL (Fig. 8.10a) with the inverse temperature demonstrates two linear parts. One of
them allows determination of activation energy E1

a, ∼12 meV, whereas another one
gives the E2

a value of ∼200 meV. Following the behavior of the hh excitonic fea-
ture shown in Fig. 8.9a, we conclude that E1

a corresponds to the hh exciton binding
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energy. At temperature ∼150 K, the excitonic coupling for the electron–hole pair
in a QD decays and the electron and the hole relax independently. In this case we
observed significant high-energy asymmetry of the PL band (Fig. 8.5b) which is
attributed to the hot carrier thermalization. Assuming a Maxwell–Boltzmann dis-
tribution for the hot carriers the high-energy tail of the free carrier band-to-band
transitions can be fit quite well. Figure 8.10b shows the variation of the energy gap
in the InAs/InP QD system (dots) derived from the temperature dependence of the
absorbance. The temperature dependence of the transition energies is mainly deter-
mined by the decrease of the band gap Eg (dashed line) with increasing temperature
T, which is often described by the empirical Varshni formula [76]:

Eg(T) = Eg(T = 0) − αT2/(T + β), (8.1)

with the Varshni parameters α and β. The Varshni parameters α = 0.276 meV/K
and β = 93 K for InAs [76] correspond to a band-gap reduction of 63 meV for a
temperature increase from 0 to 300 K. Least square fit of Eq. (8.1) to the experi-
mental data gives the same set of Varshni parameters for InAs as cited in Ref. [76].
Comparing the calculated dependence Eg(T) with the experimental data we observe
excellent fit in the high temperature range, and a pronounced deviation in the low
temperature region. The latter can be related to the excitonic effects in QDs and
through the maximal deviation of the experimental and calculated data at T = 5 K
we found the exciton binding energy to be of ∼10 meV, similar to the binding energy
derived from the temperature dependence of the integrated PL intensity.

As to the lh exciton, the corresponding spectral feature in the absorption spectrum
(Fig. 8.6b) is significantly broader (∼38 meV at T = 5 K) than that for the hh
resonance (∼26 meV at T = 5 K) reflecting the fact of smaller localization of the
lh wavefunction in the QD potential well and its spillover into the InP barrier. The
temperature increase up to 120 K leads rather to smearing the absorption peak than
to its red shift contrary to the hh exciton. As a result only small resulting shift
(∼3 meV) with a significant enhancement of the low-energy side of the lh absorption
band is detected whereas for the hh exciton this shift is about 12 meV.

We find a Stokes shift between the hh excitonic resonance in the absorbance at
822 meV and the QD PL at 762 meV about 60 meV. The origin of this shift can
be in the statistical fluctuations of the fundamental band edge due to the alloying,
interdiffusion, and different well widths experienced by the excitons [77–80]. This
results in the excitonic absorption resonance blue shift as compared to the maximum
of the luminescence line. For the case of ultrathin QWs, a well width fluctuation of
1 ML is expected to have a strong influence on the quantized energy levels of the
carriers. Within the envelope function model, the total band edge fluctuation cor-
responds to a maximum Stokes shift of about 55 meV. However, a pseudo-smooth
can also result in a smaller Stokes shift as it has been found in (100) InAs single
ML QWs grown in bulk-like GaAs [80]. Thus, the Stokes shift can be explained in
terms of an ML fluctuation of the well with a lateral extent of the islands less than the
exciton radius. One sees that the Stokes shift decreases as temperature increases as a
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result of ionization of bound excitons and the PL peak approaches the corresponding
transmission edge at high temperatures.

3.4 Photoluminescence and Absorbance in InAs/InP(001)
Quantum Well and Quantum Wire Systems

InAs/InP QWs and QWrs for this study were grown in a Riber 32P GSMBE sys-
tem on semi-insulating nominally (001) oriented InP substrates. Figure 8.11 shows
AFM images of two samples: (a) InAs/InP QW with 4 ML of deposited InAs and
(b) InAs/InP QWrs obtained in the SK growth mode with the same InAs coverage.
In order to get the QW sample (Fig. 8.11a), the low substrate temperature of 380◦C
(to reduce ad-atom diffusivity Ds), high growth rate, and no annealing (to reduce
ad-atom diffusion time τ s) were used, which suppress the SK growth mode. The
AsH3 flux was chosen as low as possible to still have an As-rich (2 × 4) recon-
structed surface. In this case (Fig. 8.11a), the InAs surface is quite smooth without
InAs nanostructures. Monolayer terraces can be seen. QWr formation (Fig. 8.11b)
occurred under the optimal InAs deposition conditions given by a substrate temper-
ature of 450◦C, a deposition rate of 0.4 ML/s, and an AsH3 flux of 0.6 sccm. In
this case the AFM picture shows long, flat, and closely packed QWrs (0.6 to 1.2 nm
high), oriented along the [−110] direction. In order to increase the total optical
absorption coefficient, samples with 30 periods of identical InAs layers separated
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[110]

Fig. 8.11 AFM images
showing 500 nm × 500 nm
area in InAs/InP, uncapped,
30-period superlattice
samples. Each layer of the
superlattices is formed by the
deposition of 4 ML of InAs at
substrate temperatures of (a)
T = 380◦C forming QWs and
(b) T = 450◦C forming QWrs
[81]
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by 20 nm thick InP spacers were grown. The InP spacers between the InAs layers
are thick enough to suppress any influence caused by the strain fields of the previ-
ous InAs layer. There is no vertical coupling between the QWrs of adjacent layers;
thus, only lateral, interwire coupling due to the small interwire distances is expected
in the dense system under investigation. For the optical studies the structures were
capped with 43 nm of InP.

FTIS measurements were performed with a Bruker IFS 113 IR spectrometer sup-
plied with a liquid-nitrogen-cooled InSb photodetector. The incident intensity was
approximately 16 mW cm−2 giving a maximum photogenerated electron–hole pair
density of 1.25 × 108 cm−2, which ensures the linear absorption regime for the
QWrs. The PL measurements were performed in a variable temperature 8–300 K
closed-cycle helium cryostat. The 532 nm line from a doubled Nd:YAG laser was
used for continuous-wave PL excitation. The laser spot diameter was ∼30 μm and
the typical optical excitation power was ∼2 mW. The PL signal from the sample was
dispersed by a monochromator and detected by a liquid-nitrogen-cooled InGaAs
photodiode detector array.

To reveal the optically active states and DOS in InAs/InP(001) QWr system
and parent QW system shown in Fig. 8.11, PL and FTIS measurements were
carried out [81]. We observe a strongly analogous behavior of spectral features
developed both in the PL and absorption spectra of QWr and QW nanostructures.
Figure 8.12 presents low-temperature PL spectra and absorbance spectra derived
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from the IR transmittance and corrected by subtraction of the FPCE oscillations
in the InAs/InP(001) QW structure (Fig. 8.12a) and the similar spectra for the
InAs/InP(001) QWr system (Fig. 8.12b). In the PL spectrum of the QW struc-
ture, strong emission is observed at ∼0.807 eV accompanied by the low-energy
PL band at ∼0.762 eV. The FWHM of ∼9.76 meV for a strong PL feature sug-
gests its excitonic character. The low-energy band is significantly less intensive with
an FWHM of ∼18.5 meV. We ascribe the excitonic emission to the e1–hh1 QW
transition, whereas the low-energy emission can be ascribed to the InAs/InP QD
transition.

Indeed, it is shown in Section 2 that InAs deposition on the nominal surface
of InP(001) can result in the appearance of QWs, QWrs, and QDs depending on
the growth conditions. The InAs/InP QDs studied above emit exactly at this spec-
tral position ∼0.762 eV. Therefore, we consider a coexistence of vast patches of
2D character and residual 3D islands in QW structure as a possible origin for the
appearance of the low-energy PL band in the vicinity of ∼0.762 eV.

The absorbance feature at 0.819 eV (Fig. 8.12a) correlates with the PL feature
at 0.807 eV and can be ascribed to the lowest hh1–e1 absorption. The difference of
12 meV between the PL band maximum position and the corresponding absorbance
peak gives the value of the Stokes shift for the excitonic transition. The shoulder
seen in the absorbance at the 0.778 eV is ascribed to the QD excitation. The value
of Stokes shift for QD transition is ∼16 meV.

The absorbance feature at 0.975 eV is broad and we consider it as a compound
band. The energy difference between the two main absorbance peaks shown in
Fig. 8.12a is ∼156 meV. We ascribe this significantly large energy difference to
the valence band states that form due to the strong vertical confinement and strain
in the QW. The possible nature of the higher energy state visible in the absorbance
spectrum may be attributed to the excited hh2 state or the ground state of the light
hole (lh1). While the hh2–e1 transition is parity forbidden for the QW, we might
expect to see the lh1–e1 transition. The latter transition is not forbidden by parity
but is a factor of 3 weaker than the hh1–e1 transition. At the same time, it should
be noted that the selection rule prohibiting the hh2–e1 transition might be strongly
relaxed in a real system. Therefore, in order to identify the detected hole state we
have calculated the energy splitting for a strained InAs QW embedded in InP in the
envelope function approximation developed by Bastard [82]. For this calculation we
include in the initial Hamiltonian the perturbations due to strain [83] along with the
perturbation due to band coupling. For the calculation of the subband edges in a
finite QW we take the band offsets to be 439/281 meV for heavy/light holes, and
514 meV for electrons [69]. A solution of the Schrödinger equation gives the con-
fined levels in the conduction, light-hole, and heavy-hole bands. For a QW width of
1.2 nm, as in our experiment, we calculate a hh–lh splitting equal to 157 meV which
is in good agreement with the experimentally observed value of 156 meV. Also, for
such a narrow QW only one confined level in the hh potential well exists. Therefore,
the excited hh2 state has to be withdrawn from further consideration. Based on this
analysis, the high-energy feature in the QW absorbance is attributed to the lh1–e1
transition.
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Figure 8.12b represents the low temperature (T = 5 K) PL and absorbance spectra
measured for the InAs/InP(001) QWrs system grown with the same InAs cover-
age (4 ML) as the QW heterostructure but with different growth conditions (see
Fig. 8.11b). The PL band is centered at 0.814 eV with an FWHM of ∼23 meV. The
low energy broadening can be related to a distribution of QWr sizes. Low-intensity
emission is also observed at ∼1.146 eV. The absorbance spectra also develop two
main features at E1 ∼ 0.840 and E2 ∼ 0.994 eV. The E1 feature is ascribed to the
hh1–e1 transition in InAs/InP QWr and the difference between the energy position
of E1 and the position of the PL maximum (∼26 meV) represents a Stokes shift for
the exciton in the QWr. The E2 feature is shifted to the blue from E1 by 154 meV.
Following the analysis given above for the QW system, one may assume that the
E2 resonance can be related to the lh1–e1 transition in QWrs or alternatively to the
WL absorption. In order to find the energy position of both the hh and lh states we
calculate the energy spectrum of 2D rectangular quantum boxes with height h and
width w [84]. We assume that the conduction band minimum and the valence band
maximum occur at the � point of the wire, and that the conduction band and the
valence band are decoupled. However, hh–lh mixing is taken into account. The hh
and lh confinement potentials are obtained from the Pikus–Bir strain Hamiltonian
by its value in the center of the wire [83]. The results of this calculation for the
valence band states are presented in Fig. 8.13. Here, we find that the experimentally
observed spacing between two absorbance features in the case of 1.2 nm high QWrs
(vertical bar) is best fit by the calculated spacing for the same height of the rect-
angular QWrs, 154 meV experimental versus 157 meV theoretical. Therefore, we
ascribed the E2 resonance to the lh1–e1 transition in InAs/InP QWrs. Thus the struc-
ture of the absorbance spectra both of QW and QWr samples is very similar. This
similarity becomes even more pronounced in the temperature-dependent behavior
of the distinguished spectral features.

The change of the PL line shape under temperature variation in the QW and
QWr samples is shown in Fig. 8.14. In general, the PL spectra shift to the red with
increasing temperature. Partly, this can be assigned to the reduction of the InAs band
gap and thermally induced carrier redistribution between nanostructures of different



8 Growth, Optical, and Transport Properties of Self-Assembled 183

0.7 0.8 0.7 0.8

300 K

250 K

200 K

150 K

100 K

50 K
N

o
rm

al
iz

ed
 P

L
 S

ig
n

al

Photon Energy (eV)

10 K

a) b)

300 K

250 K

210 K

150 K

110 K

50 K

5 K

Fig. 8.14 Temperature
dependence of the PL line
shape in InAs/InP (a) QWs
and (b) QWrs. The compound
structure of the excitonic
feature develops in the
temperature interval
120–150 K. The spectra are
normalized to the PL
maximum in each case [81]

sizes. The shift amounts to ∼57 meV for QW sample and ∼42 meV for QWr sample
if the temperature varies from 5 to 300 K. The excitonic bands both in the QW and
QWr PL spectra consist of a set of peaks and at least two contributions separated by
∼10 meV can be easily distinguished beginning in the range of temperatures from
120 to 150 K.

In order to quantify the thermally induced modification of the PL line shape in
the QW sample (Fig. 8.14a) one has to take into account a coexistence of the QD
and QW contributions in this sample: the low-temperature PL band at ∼0.762 eV
ascribed to the residual QDs overlaps with a significantly stronger PL band at
∼0.807 eV ascribed to the excitonic transitions in the QW. These two contributions
were distinguished using a two-Gaussian fit in the QW PL spectrum and Fig. 8.15a
represents the temperature-assisted change of the energy and the FWHM of the QW
excitonic PL. It is seen that the energy of PL maximum Emax(T) jumps onto another
branch of temperature dependence at the temperature ∼150 K. This abrupt blue shift
is caused by the thermal activation of the excitonic ground states of higher energies.
Because the states of higher energies decay with elevated temperature quicker, fur-
ther elevation of the temperature leads to a return of the PL to the lower branch of the
Emax(T) dependence. This low-energy branch follows the Varshni law for bulk InAs
at higher temperatures [76]. As can be seen from Fig. 8.15 the temperature depen-
dence of the FWHM mirrors the peculiar variation of the Emax(T). A plateau in the
FWHM(T) correlates with the range of Emax(T) switching from the low-energy to
the high-energy branches. Similar temperature-dependent processes take place for
the QD PL band in the QW sample.

The Emax(T) and FWHM(T) dependences for the QWr sample are shown in
Fig. 8.15b. The switching of the Emax(T) dependence from the low-energy branch
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onto a higher energy one with the accompanied change in the FWHM(T) is also
evident here. Thus, the temperature dependences of the PL spectral characteristics
reveal similar relaxation processes acting both in the QW and QWr samples. The
temperature dependence of the integrated PL intensity for the QWr sample is shown
in Fig. 8.16. This dependence also reflects the Emax(T) switching and can be fit out-
side this temperature range by a Boltzmann model for excitonic recombination with
two quenching mechanisms [39]: (i) Carrier recombination through impurities in
the QWr or InAs/InP interfaces. This process is characterized with low activation



8 Growth, Optical, and Transport Properties of Self-Assembled 185

energy E1 and determines the low temperature PL quenching. (ii) Intrinsic nonradia-
tive recombination mechanism in self-assembled QWr related to a thermal escape of
carriers into the barrier material. This process is characterized by higher activation
energy E2 and determines the high temperature PL quenching.

In total, both these mechanisms quench the integrated PL intensity IPL(T) by [85]

IPL(T) = I0/{1 + τ0 [�1 exp(−E1/kT)+
�2 exp(−E2/kT]}, (8.2)

where I0 is the integrated PL intensity at T = 0 K, τ 0 is the radiative recombination
time for excitons in the QWr which is taken to be 1 ns, and �1 and �2 are two
scattering rates. The best fit of the whole PL band quenching, shown in Fig. 8.16, is
given by E1 = 15 meV, �1 = 2.5 s−1 and E2 = 150 meV, �2 = 4000 s−1.

Concerning the PL feature in the region of E ∼1.146 eV seen in the PL spec-
trum of InAs/InP QW sample (Fig. 8.12b) we attribute it to the transitions in the
InAs WL. Two factors serve in favor of the WL recombination: (i) absence of such
recombination in the QW sample (see Fig. 8.12a) and (ii) the temperature depen-
dence of this recombination. The maximum of this emission shifts to the blue by
∼7 meV as the temperature increases from 10 up to 180 K. After 180 K, this emis-
sion reduces to the PL background. Temperature-induced change of the line shape
substantiates the presence of two components in the formation of this PL response.
We assume that these components represent the excitonic states localized due to
potential relief of the WL. With increased temperature the excitons can be released
from deeper potential wells and trapped by shallower potential wells, thus shifting
the PL maximum position to the blue.

Thus, we observed the blue PL shift for various nanostructures and in differ-
ent spectral regions. The increase of the energy of excitonic PL can also result
from a combined action of the phase-space filling effects and the screening of the
internal piezoelectric field by free carriers in the QWr system [84]. However, it is
unreasonable to expect a strong thermally enhanced density of free electrons in our
nanostructure system. Therefore, based on the development of the PL band struc-
ture at elevated temperature, we conclude that the thermally induced filling of the
higher energy states realized in the size-distributed nanostructures is a dominat-
ing mechanism for the observed blue shift and switching of PL maximum energy
in InAs/InP(001) samples. This conclusion is also supported by the results of the
temperature studies of the absorbance spectra both for the QW and QWr samples.
Indeed, Fig. 8.17 demonstrates the absorbance spectra for the InAs/InP(001) QWs
(Fig. 8.17a) and QWrs (Fig. 8.17b) measured in the temperature range from 5 to
300 K. The resonance at 0.810 eV in absorbance spectra of QW is of excitonic
nature. By increasing the temperature to 300 K, it shifts toward the red to 0.757 eV.
It is worth noting that the development of excitons at room temperature is very spe-
cific. In this case the absorption of a photon creates an exciton which immediately
scatters by a longitudinal optical phonon thereby producing a free electron–hole
pair. This sequence of events causes unusual dynamics in the ultrafast nonlinear
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response of QW structures [86]. The shift of the excitonic energy with temperature
increase is monotonic in contrast with the jump observed in the Emax(T) dependence
in QW PL spectrum. The resonance at 0.957 is a compound band and we ascribe it
to the lh1–e1 exciton transition. While the exciton binding energy for the lh exci-
ton is smaller than that for the hh exciton, the temperature increase dissolves the
excitonic state and a step-like absorption, typical for 2D system, is clearly observed.

3.5 Thermally Induced Change of Dimensionality in Coupled
InAs/InP Quantum Wire Nanostructures

The QWr behaves like a quasi-1D system in optical and transport phenomena char-
acterized by a 1D band structure, 1D density of states, and reduced phase space for
scattering. The DOS function develops a strong peak near the band edge for QWrs,
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allowing, for example, a very high gain in QWr lasers at very low injection. The nar-
rowing of the DOS leads to a lower excitation threshold for phase-space filling in
QWRs [84, 87], thus enhancing nonlinear optical effects important for applications
in optical communications.

The ideal 1D DOS is given by ρ (E) = [
(E − Ei) /2π2

�
2
]−1/2

with the energy
Ei being the quantization energy due to the 2D confinement in the wire. If the wire
is perfect, the wavefunction along the axis of the wire (x axis) is represented by
Bloch functions �ik (x) = Uik exp(ikx), where Uik is the band edge wavefunction
for the bulk taken at the cell center. The singularity in the joint density of states
at the energy of the QWr band edge is expected to appear above the band edge, in
the interband absorption spectra. Therefore, it is of great importance to study the
linear absorption spectra both below and above the band edge in order to reveal the
characteristic features of the 1D system. In what follows, we examine the absorption
spectra of the InAs/InP(001) QWrs and compare them with the 2D InAs/InP(001)
quantum well system.

The DOS and the wavefunction given above are strictly valid only for a perfect
wire system. However, in a 1D system, any disorder can cause localization and
drastically change the density of states. Indeed, it was demonstrated experimentally
that localization of the 1D exciton is the main channel of radiative processes taking
place in QWRs at low temperatures [88, 89]. In order to describe the fine details
of the experimental data, the surface roughness and composition fluctuations have
to be taken into account [90]. The disorder-induced tail of localized states of the
exciton center of mass (lying below the ground state of the ideal 1D exciton) gives
rise to the observed broadening of the exciton lines. Analysis of the disorder arising
from surface roughness and alloy disorder [91] allows to conclude that the changes
of DOS of the 1DEG in a wire reduce to a tail of localized states far below the
subband edge.

Further complication of QWr DOS structure is expected in the system of coupled
QWRs, both laterally and vertically [33–39]. The strength of coupling can be varied
by changing the interwire spacing or the thickness of the spacer layer separating
adjacent QWr layers. According to Ref. [38] for the system of vertically coupled
InAs/InP QWrs, depending on the InP spacer layer thickness d(InP), three regimes
of coupling can be realized: weak electron coupling and negligible hole coupling for
d(InP) > 10 nm, intermediate electron coupling and weak hole coupling for 5 nm
≤ d(InP) ≤ 10 nm, and strong electron coupling and moderate hole coupling for
d(InP) < 5 nm. The change of the coupling strength is immediately reflected in the
experimental PL decay time shortening due to the exciton wavefunction becoming
delocalized along the growth direction. Lateral coupling of QWrs is of importance
also because the system may be seen as lying between 1D and 2D. This will also
be shown in Section 4 by means of magneto-transport for the InAs/InP QWr sys-
tem. The change of reduced dimensionality in optical processes we investigate in
the dense InAs/InP QWrs system together with InAs/InP QW system by means of
PL and FTIS. At low temperature, the carriers are partly localized by potential fluc-
tuations in the QWrs and their wavefunctions undergo additional local confinement,
which can influence the interwire coupling. Therefore, the temperature is increased
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in our experiment from 5 K up to room temperature in order to release the trapped
carriers and facilitate the observation of the expected change of the dimensionality
in the QWr system caused by the enlarged overlapping of the wavefunctions for
carriers in adjacent QWrs.

The temperature-dependent evolution of the QWr absorption is shown in
Fig. 8.17b. The peculiarities caused by the 1D DOS for QWrs are observed at the
band edges for the hh and lh states. With increasing temperature the excitonic edges
smear and the flat spectral regions typical for the 2D system are developed at the
room temperature. At low temperature, the inhomogeneous broadening of the exci-
ton transitions due to the disorder caused by surface roughness and composition
fluctuations alludes to the 1D nature of the QWrs. This inhomogeneous broadening
can be introduced into the calculation of QWr DOS in case of rectangular QWr as a
fitting parameter.

Figure 8.18 shows the results of this calculation using a 3 meV Gaussian broad-
ening for low temperature. However, at room temperature such a broadening can
be enhanced on the one hand due to the electron–phonon coupling but on the other
hand due to the e–h plasma which is present at room temperature. The results tak-
ing into account both these contributions together with a Gaussian broadening are
shown in Fig. 8.18b. It can be seen that the calculated 1D DOS reproduces the
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absorbance line shape fairly well for low temperatures (T = 10 K) (Fig. 8.16a),
whereas it fails to fit the absorbance data at room temperature even if the e–h corre-
lation effects are taken into account (curve 3 in Fig. 8.18b). This discrepancy has a
certain physical source: at low temperature the carriers are localized in fluctuation
minima. Properties of the QWrs which are more dependent upon the DOS such as
optical transitions will still see an enhancement due to the peak at the band edge in
the density of states. Wavefunctions of carriers are strongly localized in the QWr
area and the overlap with the wavefunctions of neighboring QWrs is of negligi-
ble value, corresponding to an approximation of isolated QWrs. As the temperature
increases the carriers release from the local traps and transfer to extended states
along the wire axis and become more delocalized in the plane perpendicular to the
QWr axis. Such a delocalization results in the spillover of the carrier wavefunction
into neighboring QWrs and in fact is a change in the dimensionality of QWr system
approaching an anisotropic 2D system in both optical [81, 92] and transport [35]
properties.

3.6 Polarization-Dependent Transmittance
and Photoluminescence of InAs/InP Nanostructures

The distinctly visible hh–lh splitting in absorbance spectra of the InAs/InP QD and
QWr systems can result in the anisotropic absorption. The in-plane polarization of
light propagating along the [001] direction arises due to transitions between a mix-
ture of lh and hh valence states, and electrons in the conduction band. The hh–lh
admixture can be caused by anisotropic confinement due to shape anisotropy or due
to the symmetry change caused by the piezoelectric field [84]. Our InAs nanostruc-
tures grown on the B surface appear to be elongated in the [−110] direction, which
would suggest a polarization in that direction. Figure 8.19c shows the polarization-
dependent absorbance in InAs/InP QD system measured at 10 and 300 K. One can
see that the maximal differences in absorbance for the polarizations parallel and
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Fig. 8.19 Polarized absorption of InAs/InP QW (a), InAs/InP QWrs (b), and InAsInP QDs (c)
30-period superlattice samples for two different temperatures, T = 10 and 300 K. Parallel (dashed
lines) and perpendicular (solid lines) polarizations relative to the [−110] direction
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orthogonal to [−110] occur at the excitonic maximums. The qualitative properties
of the polarization-dependent absorption are independent of the model used for the
lateral confinement [93]. The anisotropy increases with decreasing QD base length
due to increased hh–lh mixing. At fixed lateral QD sizes, the transitions that orig-
inate from different valence bands exhibit different magnitudes of the anisotropy.
Let us introduce absorption coefficients αx and αy of the indicated transitions for
the polarization parallel to the x axis (along the [−110] direction) and to the y axis
(perpendicular to the [−110] direction). Positive (αx − αy) anisotropy identifies a
transition that involves a valence band of dominant lh character, whereas negative
(αx−αy) indicates that the contribution of the hh valence band prevails. It is just what
we see in Fig. 8.19c. The change of the anisotropy sign when the energy changes
from the hh states to the lh states unambiguously corroborates the correctness of the
absorption feature assignment.

It has been mentioned above that the hydrostatic strain just causes a constant shift
between the electron energy level and all the hole levels. The shear strain for the
(001)-oriented zinc-blende crystal adds only to the diagonal terms of the Luttinger
Hamiltonian. Therefore, strain does not induce any extra spin mixing but effects
only the relative positions of the hh and lh energy bands. The dominant contribu-
tion to the anisotropy of the strain distribution arises from the anisotropy of the QD
shape. Therefore, the polarization dependence of absorption and/or emission allows
to get the information about the anisotropy of the QD and consequently about the
anisotropy of confinement in the QD system. Using the results of theoretical inves-
tigation of the effect of asymmetry on optical properties and electronic structure
of SK QDs modeled with anisotropic parabolic confinement potential, we estimate
such anisotropy for our InAs/InP quantum dots [94]. If one introduces the in-plane
confinement like anisotropic parabolic potential

Vxy(x, y) = (αx x2 + αx y2)/2, (8.3)

a parameter of anisotropy A = (ωx − ωy)/(ωx + ωy) with

ωhh(lh)
x = √

αx/mhh(lh) and ωhh(lh)
y = √

αy/mhh(lh)

can be defined. It has been shown [94] that the degree of linear polarization is zero
for all the allowed states if A = 0. This means the absence of preference for a
particular orientation of linearly polarized light in case of a symmetric QD. For
the transition from the lowest hole state, the degree of polarization monotonically
increases with increasing anisotropy parameter A. The value of band offsets also
affects the degree of linear polarization, while it influences the mixing between the
different contributing states. It is well known that transitions from pure hh or lh
states lead to circularly polarized emission and/or absorption, whereas linear polar-
ization arises from the states with an admixture of hh and lh states. Thus, if the
coupling between the different hh and lh states weakens, the degree of linear polar-
ization decreases. Defining the polarization ratio to be 0.18 in our QD system, we
determine the anisotropy parameter A to be equal to 0.3 that corresponds to a 45 nm
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elongation in the [−110] direction versus a 35 nm elongation in the perpendicular
direction what is in good agreement with the dimensions derived from the AFM
analysis (43 nm versus 35 nm).

It is of interest to note that there exist spectral points of complete in-plane optical
isotropy. These points arise due to the solution of equation (αx(ω) −αy(ω)) = 0 and
are seen in Fig. 8.19c as crossing points of the absorbance curves for the parallel
and orthogonal polarizations.

Outside of the vicinity of the isotropy points the QD structure can rotate the polar-
ization of the linearly polarized light [95]. Indeed, if Ix (d) = I(0)x exp {−αxd} and
Iy (d) = I(0)y exp

{−αyd
}

are the intensities of the linearly polarized light transmitted
normally to the surface of the QD structure of thickness d with polarization parallel
and perpendicular to the QD axis (the [−110] direction) the change of arbitrary lin-
ear polarization in (xy) plane can be treated as the change of the angle
 between the
E vector and the x axis. Put Ex = √

Ix = √
I cos (
) and Ey = √

Iy = √
I sin (
) for

normal incidence of light. Then, tan (
) = tan (
0) exp
{(
αxd − αyd

)
/2

}
connects

the 
 value for transmitted light and the 
0 value for the incident light. Taking
into account the absorbance difference (αxd − αyd) in our experiment does not
exceed (see Fig. 8.19c) 0.02, the change of the polarization angle (
 − 
0) is
expected to be ∼0.6◦ that is beyond our recent experimental accuracy. It is also
seen from Fig. 8.19c that the lh states are affected by the barrier states at low
temperature thus changing the anisotropy value in the range of the lh excitonic
transitions.

Figure 8.19a,b shows the linearly polarized absorbance spectra measured with
the light polarization parallel and perpendicular to [−110] direction for InAs/InP
QW system and InAs/InP QWrs system, respectively. Figure 8.19a shows that the
QW system is isotropic in the region of hh1–1h1 transition but demonstrates signif-
icant polarization dependence in the region of the lh1–e1 transition. The absorbance
peak at 0.975 eV splits into two components: 0.975 and 0.965 eV. One of these
components at 0.975 is polarization independent whereas the other one at 0.965 is
polarization dependent. The nature of this feature at 0.965 eV is not yet clear and
we can assume the existence of regions of uniaxial strain in the QW structure. Upon
increasing the temperature to 300 K the lh1–e1 branch of the absorbance demon-
strates a perfect 2D step. Polarization-dependent absorbance in the QWr sample
is shown in Fig. 8.19b. At low temperature, maximal change of the absorbance
is observed in the regions of the hh1–e1 and lh1–e1 resonances. Again, positive
(αx − αy) anisotropy identifies a transition that involves a valence band of dom-
inant lh character, whereas negative (αx − αy) indicates that the contribution of
the hh valence band prevails. The change of the anisotropy sign when the energy
changes from the hh states to the lh states unambiguously corroborates the accuracy
of the absorption feature assignment. With an increase in temperature, the polariza-
tion dependence disappears for the region of lh transition, and significantly reduces
for the hh transition. This agrees with the idea of temperature-induced dimension-
ality change in the QWr system outlined above. Strong polarization dependence
typical for 1D wires fades and the 1D DOS resembles more the 2D DOS at high
temperature.
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Fig. 8.20 Polarization-dependent PL of QW, QWr, and QD samples measured at room temper-
ature. Left: PL spectra taken at room temperature for linear polarization of the PL signal along
[−110] “par” and [110] “ort” (dips in the QW spectrum are due to parasitic absorption). Right:
Dependence of PL maximum on polarization direction. The direction of maximum intensity is
[−110] for all samples [49]

Finally, PL and FTIS measurements were carried out for InAs/InP(001) nanos-
tructures that included QW, QD, and QWR samples. All samples have been grown
by MBE depositing four monolayers of InAs on different vicinal surfaces of InP sub-
strate. Many similarities are observed in temperature dependences of PL and FTIS
spectra of InAs/InP nanostructures caused by peculiarities of the excitonic thermal
activation in the ensemble of coupled nanoparticles. It demonstrates a significant
change of the excitonic absorption spectrum (flat plateau formation) at high temper-
atures for both QWr and QD structures. Such a behavior is interpreted as thermally
induced change of the dimensionality from 1D (0D) to anisotropic 2D. FTIS mea-
surements with polarized light also indicate the change of dimensionality through
a substantial reduction of difference between the absorption spectra in orthogonal
polarizations in the regions of the hh1–e1 and lh1–e1 transitions in InAs/InP 0D and
2D samples.

Polarized PL spectra taken for polarization of the PL signal along the [−110] and
[110] directions, and the direction-dependent PL intensity for a QW sample, a QWr
15 period superlattice sample, and a QD 15 period superlattice sample are shown in
Fig. 8.20.

The lowest polarization degree is obtained for the QW sample as expected.
The QWr and QD show larger polarization. The QD sample, however, shows a
significantly larger polarization than the QWr sample. This relation holds true
for all samples measured. The degree of linear polarization P is defined as P =
(Imax − Imin)/(Imax + Imin) with maximum and minimum PL intensity Imax and Imin
in the mutually perpendicular polarization directions determined to be [−110] and
[110]. The polarization direction with higher intensity is [−110] for all samples.
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This observation also holds true for the QDs elongated into the [100] direction
(grown on C surfaces). With decreasing temperature, the degree of polarization
increases for QWrs but not for QDs. The fact that P is larger for the QDs than for
the QWrs is counterintuitive as the QWrs are much more elongated than the almost
symmetric QDs. Furthermore, P in our QWr samples seems lower than the values
published by other groups. It was reported that P = 30% at 18 K [96], P = 37% at
4.2 K [97] against P = 6% at T = 10 K for our QWrs. The polarization degree of
QWrs and QDs grown on N, A, and B substrates are given as 40% (QWr) and 16%
(QD) at 10 K in Ref. [51]. Whereas the published results on P for the QD samples
are compatible with our results, a marked difference exists for the results on QWr
samples. One reason for the lower degree of linear polarization in our investigated
QWr samples is their flat shape that makes them structurally closer to a QW as it
follows from our absorbance data.

4 Transport in Coupled InAs/InP Nanostructures

In this section, the in-plane transport properties of large ensembles of InAs/InP
nanostructures are investigated and discussed. Similar studies have been done in
other material systems such as GaAs/AlGaAs QWrs [98, 99] or InAs/GaAs QDs
[50, 100]. In the InP-based material system, in-plane transport has been measured in
In0.53Ga0.47As QWs with optional insertions of an InAs quantum well [101, 102].
A distinct feature of our arrays of InAs nanostructures is the highly anisotropic
transport.

4.1 The Temperature-Dependent Magneto-Transport
Experiments

Temperature-dependent transport measurements were used to clarify the nature of
lateral coupling between the nanostructures and to determine the main scattering
mechanisms. These measurements determine the sheet carrier concentration n (for
electrons) or p (for holes) in (cm−2), and the carrier mobility μ (in cm2/V s). The
change of mobility with temperature or carrier concentration can be used to identify
the scattering mechanisms.

A widely used experimental technique to determine carrier concentration and
mobility is the van der Pauw–Hall measurement [103]. This experimentally sim-
ple technique can normally be only applied to samples with isotropic transport.
Recently, however, it has been demonstrated how van der Pauw–Hall measurements
can also be used to determine anisotropic transport properties [49, 104].

To verify the effect of nanostructures on transport, a set of reference samples
was studied first. These samples are an undoped InP layer, an 8 nm doped InP layer
inserted into the undoped InP layer, and a modulation-doped InAs QW (sample
nQW) with modulation-doping parameters given in Table 8.1. Before deposition of
the InP layer, a In0.52Al0.48As layer was grown directly on the substrate to suppress
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Table 8.1 Modulation-doping parameters and measured carrier concentration n at T = 10 K of
n-type QWr, QD, and QW samples

Sample
Nd
(cm−3)

d
(nm)

Substrate:
nanostructure

n
(1011 cm−2)

nQW 1.0 × 1018 5 N : QW 14
nQWr1
nQWr2
nQWr3

1.0 × 1018

1.0 × 1018

1.7 × 1018

5
10

5

A : QWr
N : QWr
N : QWr

9.4
3.8 (6.3)

15
nQD1
nQD2
nQD3

1.0 × 1018

1.0 × 1018

1.7 × 1018

5
10

5

B : QD
B : QD
B : QD

6.2
3.1 (4.9)

20

Notes: The parameters are donor concentration Nd of the 8 nm InP:Si layer and thickness d of
the InP spacer between InAs and doped InP. Deviations from the standard parameters are marked
with bold numbers. Carrier densities in parenthesis were measured after illumination (persistent
photoconductivity, ppc).

parasitic parallel conductivity at the substrate interface (see [49] and references
therein). The measurements of the temperature-dependent Hall mobility of these
samples allow to conclude: (i) nonintentionally doped samples are basically isolat-
ing (i.e., their conductivity is orders of magnitude lower than the conductivity of
intentionally doped samples) which allows to exclude parasitic parallel conductiv-
ity effects; and (ii) a typical transport sample represented by a capped, n-doped,
8 nm-thick InP layer has a typical mobility characteristics for highly doped InP.
Taking the temperature dependence of the mobility as μ ∝ Tr we find that the
exponent r changes if the temperature changes from high to low (from 310 to 9 K).
The mobility increases slightly (r ≈ −0.2) due to phonon scattering but decreases
at lower temperatures (r ≈ 0.5) due to ionized impurity scattering of the electrons
at the ionized donors (Si atoms on group III sites). At 9 K, the mean free path for
electrons is of le = 9 nm, which agrees quite well with the average distance of
10 nm between the donors. The mobility of this sample grown on nominal N sub-
strate, and the same structure grown on vicinal A, B, and C substrates occurs to be
completely isotropic. This confirms that the transport anisotropy observed in other
samples is not due to the doping layer. The insertion of a nominally flat (2D) InAs
layer underneath the doped InP separated by an undoped InP spacer layer results in a
modulation-doped InAs QW. The spatial separation of donors (in the InP) and elec-
tron gas (in the InAs) leads to a reduction of ionized impurity scattering due to the
weaker remote impurity scattering. As a result, the exponent r of increasing mobility
at high temperatures is high (about 0.9 – 1.0), and no reduction of mobility occurs
at low temperatures. Depending on sample and transport direction, the mobility sat-
urates with decreasing temperatures in the range of 10000 – 20000 cm2/V s. The
mobility-limiting scattering is remote impurity scattering and interface roughness
scattering. The slight transport anisotropy suggests a slightly anisotropic interface
roughness that, however, does not lead to qualitatively different mobility character-
istics for both transport directions. The tendency of vicinal substrates (particularly B
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surfaces) to form rougher layers leads to a higher transport anisotropy. Anisotropic
interface roughness scattering is theoretically treated in Ref. [105].

Three QWr transport samples with the same nominal InAs layer morphology and
thickness were investigated. The nominal parameters of the modulation doping, i.e.,
remote donor concentration and spacer thickness were varied as shown in Table 8.1.
These parameters provide different strengths of remote impurity scattering ranging
from the strongest scattering (higher ionized donor concentration) to the weakest
scattering (larger distance from electron gas to ionized donors). In contrast to the
QW samples, marked transport anisotropy is present in the QWr samples (Fig. 8.21),
which is intuitively expected due to their elongated shape. The high-mobility direc-
tion is parallel to the QWrs (along [−110]). The increasing transport anisotropy
with decreasing temperature suggests a thermally activated coupling between the
nanostructures (thermionic emission). A similar conclusion was drawn in [98] for
a corrugated AlGaAs/GaAs heterointerface, and a lateral potential modulation of a
few meV for electrons was determined.

A detailed analysis of the temperature-dependent mobilities in the principal
transport directions is performed (Fig. 8.22). The following observations are made:
(i) The mobility orthogonal to the QWrs (orthogonal mobility) shows the same
qualitative behavior for all three QWr samples. At room temperature, the orthog-
onal mobility is approximately one-third the mobility parallel to the quantum wires
(parallel mobility) corresponding to a transport anisotropy of 3. (ii) With decreas-
ing temperature, the orthogonal mobility decreases to only approximately 2/3 its



196 O. Bierwagen et al.

Fig. 8.22 Temperature dependence of Hall mobility in the [−110] direction (“par,” open symbols)
and [110] direction (“ort,” solid symbols) of the n-type QWr and QD samples. The mobility of the
QW (stars) is given as Ref. [49]

room temperature value at 20 K. This almost temperature-independent characteris-
tic would correspond to an exponent of r = 0.1. It does not depend on the varying
parameters of modulation doping either. These observations demonstrate that the
transport perpendicular to the QWrs is neither limited by phonon scattering nor by
remote impurity scattering. At 10 K, the orthogonal mobility is roughly 1000 cm2/V
s with mean free paths of le = 12 − 21 nm. (iii) The parallel mobility shows the
same qualitative behavior for all three QWr samples and coincides with the behav-
ior of the QW samples. From high to low temperatures it increases drastically, and
saturates at about 50 K. The further cooling down leads to a slight degradation of
the mobility in some samples. The quantitative details change with the variation of
modulation-doping parameters, which shows that the mobility-limiting mechanism
is the remote impurity scattering. (iv) The mobility of sample, grown with the same
modulation-doping parameters as the QW references, is in quantitative agreement
with the QW references. The mobility increases to a maximum of 3.4 times the room
temperature value. (v) A thicker spacer layer that increases the spatial separation of
ionized donors and electron gas results in a higher maximum mobility (5.4× the
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room temperature value) and an exponent of r = −1.1 at high temperatures. The
mobility degradation below 50 K is due to a reduction of the carrier concentration
by trapping. Retrieving these carriers at 8 K by a short illumination significantly
increases the mobility to a value of approximately 35000 cm2/V s, which results
in a maximum anisotropy of 31. Interpolation to the mobility at 50 K suggests no
mobility degradation at decreasing temperature if the carrier concentration would
remain constant (without trapping). (vi) A higher donor concentration results in a
significantly lower maximum mobility of only 1.6× the room temperature value.
The stronger degradation of mobility below 50 K suggests a situation at the tran-
sition from phonon and remote impurity scattering to phonon and ionized impurity
scattering. (vii) At the lowest temperature (9–20 K), the mean free path of the QW
samples in the parallel direction is 210 and 270 nm. In comparison, le = 240 nm in
the QWr sample with the same modulation-doping parameters, which agrees well
with that of the QW samples. Modification of these parameters results in a lower le
of 102 nm (nQWr3, higher donor concentration) or higher le of 210/450 nm (nQWr2
thicker spacer, before/after illumination).

Following these observations, we conclude that the transport in our structures
is in the diffusive regime as the mean free path is much smaller than the sam-
ple dimension (no ballistic transport) and kFle > 1/(2π ) with kF ≈ 0.25 nm−1

(no hopping transport according to Ioffe–Regel criterion). The increasing transport
anisotropy with decreasing temperature is an effect of the reduction of phonon scat-
tering in the high mobility direction. This behavior is opposite to the observation in
GaAs/AlGaAs heterojunctions on periodic multiatomic step arrays of Ref. [106], in
which the change of anisotropy is mainly due to decreasing mobility in the low
mobility direction. In those heterojunctions, an activation energy of 5 meV for
transport across the steps has been observed. In contrast, Arrhenius plots of the
orthogonal mobility of our samples (not shown) yield a barrier height of less than
0.6 meV, which is much lower than the results for the corrugated AlGaAs/GaAs het-
erointerface from Ref. [98]. In the parallel direction, comparison of the le value to
QW samples and the dependence on the modulation-doping parameters yields that
the mobility-limiting mechanism is remote impurity scattering. The le of 450 nm
in the sample with weakest remote impurity scattering is close to the average
wire length of ∼600 nm in this sample. Hence, the transport within the wires is
quasi-ballistic. In the context of coupled QWrs, this corresponds to a very efficient
longitudinal wire–wire coupling. Further optimization of the modulation-doping
parameters and the comparison to QW samples of the same nominal thickness would
be required to test if there is a mobility limit due to longitudinal coupling. This com-
parison may also help to test the predicted higher mobility in wires compared to
QWs due to reduced backscattering [107]. In the orthogonal direction, the le value
is less or equals the average lateral wire–wire spacing, which is much smaller than
the mean free path in QW samples. The transport is limited due to the strong lateral
wire–wire scattering, which corresponds to a weak lateral coupling in the context
of coupled QWrs. The coupling, however, is not thermally activated because the
empirically determined barrier of less than 0.6 meV is too small to explain the low
mobility at room temperature (kT = 25 meV), and is much less than the estimated
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barrier  B ∼ 200 meV. In the context of anisotropic 2D systems, the scattering
mechanisms for the parallel mobility (phonon scattering, remote impurity scatter-
ing) are isotropic and, hence, also effective for the orthogonal mobility. Interface
roughness scattering dominates the orthogonal mobility.

Similar to the QWr samples, the QD samples also show pronounced transport
anisotropies up to 10 (see Fig. 8.21) with the same high-mobility direction. (In layers
containing self-assembled InAs QDs grown on GaAs lower transport anisotropies
between 1 and 2 have been observed [108, 109]. These anisotropies have been
attributed to the formation of dot-chains forming along steps, and in terms of dis-
locations.) In our QD samples the temperature dependence of mobility has striking
similarities to that of the QWr samples. The absolute mobilities, however, are lower
(around 3000 cm2/V s parallel, 300 cm2/V s orthogonal) than in the QWr samples.
Also, the mobility in the high mobility direction (“parallel”) decreases more pro-
nounced with decreasing temperature after its maximum. Comparison to samples
with the same modulation-doping parameters but a QWr morphology demonstrates
that the QD morphology limits the parallel mobility. The mobilities are still large
enough to be described by diffusive transport. Hence, interface roughness scatter-
ing is assumed the mobility-limiting scattering for both transport directions in the
QD samples. Thermal activation seems to play no role for the same reasons. Given
the random spatial distribution of almost isotropic-appearing QDs the transport
anisotropy cannot be explained with the apparent InAs morphology. The high mobil-
ity direction is the same as for the QWr, suggesting the same underlying physics. In
terms of coupled nanostructures, a stronger coupling in the parallel direction than in
the orthogonal direction may be responsible for the anisotropic transport. Plan-view
TEM images (out of the scope of this work) could give more detailed information
of the shape of the covered dots, which contribute to transport.

A variation of the electronic properties by keeping the same basic structural prop-
erties was done by growing modulation-doped QWrs in an In0.53Ga0.47As matrix.
These wires are structurally similar to the wires in an InP matrix. Electronically,
however, the carrier confinement is reduced due to the smaller conduction band off-
set of 0.25 eV compared to 0.5 eV in InP. In addition, the smaller effective mass
in In0.53Ga0.47As results in a weaker localization of the carriers in the InAs, and in
higher total mobilities. The estimation of effective barrier  B = 15 meV between
adjacent InAs nanostructures suggests much stronger coupling than in an InP
matrix. The temperature-dependent principal mobilities and corresponding trans-
port anisotropy of InAs QW in In0.53Ga0.47As reveal the characteristics qualitatively
similar to InAs QW in InP. There is also a small transport anisotropy which may be
attributed to anisotropic interface roughness scattering. The mobilities, however, are
higher than in the InAs/InP structures. In contrast to InAs/InP, the mobilities parallel
and orthogonal to InAs QWrs in In0.53Ga0.47As show qualitatively the same behav-
ior and the transport anisotropy is only about of 2. It is concluded that the potential
barrier between InAs and In0.53Ga0.47As does not provide sufficient confinement of
the electrons to the InAs wires.

The transport of holes in coupled InAs/InP nanostructures, on the other hand,
allows to realize the opposite regime of a very strong confinement. Even though
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the band discontinuity for holes is lower than for electrons, the net confinement for
holes is larger than for electrons due to their significantly higher effective mass (by
a maximum factor of 5). In particular, the higher effective mass leads to a generally
stronger localization of the holes in comparison to electrons as the tunneling proba-
bility and the wavefunction dimensions (e.g., Bohr radius) decrease with increasing
effective mass. Since the mobility μ is inversely proportional to the effective mass
m∗ (μ = eτ/m∗, τ is the momentum relaxation time [elastic scattering time]), lower
mobilities than in n-doped samples are expected in the p-doped samples (if the same
scattering times are assumed).

The p-Type modulation-doped InAs/InP nanostructures, i.e., a quantum well
(“pQW”), quantum wire (“pQWr”), and quantum dash (“pQDa”) sample, were
grown and investigated (Fig. 8.23). The nominal doping was in the range of 1–2
× 1012 cm−2. Hall measurements yielded consistent carrier concentration results
for the QW sample (pH varying between 1.25 and 1.38 × 1012 cm−2). The other
samples, however, did not allow measuring the carrier concentration in the entire
temperature range. Assuming the same qualitative behavior as the QW sample, i.e.,
mainly constant carrier concentration, a pseudo-mobility was calculated based on
the measured carrier concentration at 275 K. The temperature-dependent principal
mobilities are given in Fig. 8.23.

We find that, qualitatively, the holemobilities show the same characteristics as
the electron mobilities. An analysis of the quantitative details yields the following
results. The p-type QW sample pQW shows transport anisotropies (attributed to
anisotropic interface roughness scattering) from 1.3 to 2.8 (300 to 9 K), which is
larger than 1.1 to 1.5 in the corresponding n-type QW sample nQW. This larger
transport anisotropy indicates stronger confinement of holes to potential fluctuations
caused by interface roughness. Along this trend, the transport anisotropy of the QWr
samples is significantly larger for holes than for electrons. At low temperatures,
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values in excess of 100 are obtained. At room temperature, transport anisotropies of
14 and 7 are already found in the QWr and QDash containing samples pQWr and
pQDa. The maximum parallel mobility of pQW and pQDa in the range of 2000–
4000 cm2/V s is approximately 1/5 the maximum mobility of comparable n-doped
samples and can thus be explained by the higher effective mass but comparable
scattering times τ. The relative mobility increase with decreasing temperature (by
up to 12 times) is higher than that for electrons. The calculated mean free paths at
T = 9 K in the parallel direction of le = 45, 70, and 13 nm for pQW, pQDa, and
pQWr, respectively, are consistent with diffusive transport.

On the other hand, the calculated mean free paths in the orthogonal direction of
le = 16, 0.4, and 0.08 nm for pQW, pQDa, and pQWr suggest diffusive transport
only in the QW sample. According to the Ioffe–Regel criterion, the hole wave-
functions of pQWr and pQDa samples are localized laterally, and the transport
along the orthogonal direction is in the hopping regime. In the context of cou-
pled nanostructures, the longitudinal coupling is very high, an effect in particular
visible with the structurally short quantum dashes realized in the pQDa sample.
Laterally, however, the quantum wires and quantum dashes can be considered quasi-
decoupled.

In the hopping regime, the mobility has no physical meaning. Instead, the con-
ductivity or resistivity should be discussed. Nevertheless, the pseudo-mobility is
discussed to have a direct comparison to other samples and to the parallel trans-
port direction. Due to the assumed constant carrier concentration, the mobility is
proportional to the conductivity that makes the discussion of mobility equivalent to
the discussion of conductivity. The temperature dependence of the orthogonal hole
mobility shows the same qualitative behavior as the corresponding electron mobil-
ity. From 300 to 9 K, it decreases only to a value between 1/2 and 2/3 its 300 K
value. The hole mobility, however, is approximately one to two orders of magnitude
lower than the electron mobility which is beyond the effect of the effective mass. At
10 K the orthogonal mobility ranges from 5 to 20 cm2/V s. Arrhenius plots of the
orthogonal conductivity give activation energy below 0.5 meV. Due to the high bar-
rier, hopping via activation into extended states (with  B > 180 meV) is unlikely,
either. The small relative change in conductivity with temperature observed in our
samples is in marked contrast to published results describing hopping conductivi-
ties that change by orders of magnitude [110–112]. Consequently, nearest-neighbor
hopping can be considered as the dominant hopping path. One reason for the small
temperature dependence may be the formation of bands for the parallel transport.
Laterally adjacent bands should have an energy overlap (due to their bandwidth)
resulting in a disappearing activation energy for hopping and the conductivity only
depends on the lateral overlap of adjacent bands.

4.2 Controlled Transport Anisotropy and Interface Roughness
Scattering

In addition to the temperature dependency of mobility, further information on the
transport can be obtained by a variation of the Fermi energy. With the Fermi energy,
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the effective coupling barrier  B can be modified which, in the context of coupled
nanostructures, allows one to investigate the longitudinal and lateral coupling as a
function of effective barrier height. Furthermore, the Fermi wavelength can be tuned
to find Bragg reflections of the electrons at the lateral periodicity of the quantum
wires (lateral superlattice). Finally, in the context of anisotropic 2D systems, addi-
tional information on the scattering mechanisms is gained due to their characteristic
carrier-concentration dependence.

A change of Fermi energy is equivalent to a change of the carrier concentra-
tion. Typically, the carrier concentration can be changed by 1 × 1012 cm−2. This
change of carrier concentration results in a variation of Fermi energy of less than
80 meV. Taking into account band nonparabolicity the actual value will be even
lower. Comparison to the effective barrier of  B ≈ 200 meV yields that it will not
be possible to occupy extended states in the wetting layer or InP, nor to thermally
activate carriers into these states. Hence, the carrier will still remain localized in
QWrs. The Bragg reflections of the electrons in a lateral superlattice formed by the
QWrs would result in a conductivity minimum if the lateral periodicity a (roughly
20 nm) coincides with half the Fermi wavelength, a = λF/2 [113]. This coincidence
is expected at a carrier concentration of 3.9 × 1011 cm

−2
. The mobility dependence

on carrier concentration in case of remote impurity scattering is approximated by
μ ∝ nγ . Numerical calculations [114, 115] obtain exponents in the range of γ = 1
to γ = 1.7 depending on the thickness of the undoped spacer that separates the
electron gas from the remote donors. The positive exponent is a result of the better
screening of the remote impurity potential with higher n. The relevant facts about
interface roughness scattering are summarized following Ref. [116]. The rough-
ness of the interface is typically described by a Gaussian fluctuation of the interface〈
�(r)�

(
r′)〉 = �2 exp

[− ∣∣r − r′∣∣ /!2
]

with the lateral size ! of the Gaussian
fluctuation and roughness �. The <> brackets denote an ensemble average. The
mobility dependence on carrier concentration for interface roughness scattering is
governed by the product kF!. The mobility has a minimum for λF = 4! at which
the electrons are most effectively scattered and is monotonically increasing mobility
to both sides of the minimum. In our samples, the top interface of the InAs gives the
major contribution to the roughness since the bottom interface (to the underlying
InP layer) is comparably smooth. Consequently, ! can be determined from AFM
images of the QWr surface morphology. An analysis of our AFM data yields ! =
7 nm, which means that the scattering is most effective at a Fermi wavelength of
λF = 28 nm or a carrier concentration of 8 × 1011 cm−2. In contrast for the parallel
direction !par = 34 nm, the strongest scattering would occur at 3.5 × 1010 cm−2.
For the carrier concentrations between 3 × 1011 and 2 × 1012 cm−2 in our samples,
strong interface roughness scattering is theoretically expected for the orthogonal
direction but not for the parallel direction.

A theory for interface roughness scattering at an anisotropic roughness described
by two perpendicular lateral fluctuation sizes !par and !ort is given in Ref. [105].
For a roughness anisotropy !par/!ort = 2, this theory yields a transport anisotropy
A in the range of 2–3 for our λF. This transport anisotropy is much lower than
our experimentally obtained A for QDs with shape anisotropy !par/!ort between
1 and 2. In addition, the significantly larger shape anisotropy of our QWrs is out
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Fig. 8.24 Transport in n-type
InAs/InP QWr samples
nQWr2 (top) and nQWr3
(bottom) at T = 9 K. Principal
mobilities and transport
anisotropy versus carrier
concentration

of the range treated in Ref. [105]. We note that the theory of anisotropic interface
roughness scattering from Ref. [105] cannot explain the mobility anisotropy of our
structures.

In two n-type modulation-doped QWr samples, nQWr3 and nQWr2 (see
Table 8.1), the carrier concentration is varied at a constant temperature of 9 K. In
nQWr3, a gate electrode is used to control the carrier concentration. In nQWr2,
the ppc effect was used to increase the electron concentration stepwise by taking
advantage of existing traps. The dependence of the principal mobilities on the car-
rier concentration, and the resulting transport anisotropies are shown in Fig. 8.24
for both samples. In sample nQWr2, the carrier concentration could be increased
from n = 3.8 × 1011 up to n = 6.3 × 1011 cm−2 which corresponds to a decrease
in Fermi wavelength from 40.5 to 31.5 nm. In this range, the parallel mobility
increases from 21000 to 35000 cm2/V s with an exponent γ = 1.0. This behav-
ior indicates remote impurity scattering. The experimentally obtained exponent is,
however, somewhat lower than the numerically calculated values. In contrast, the
orthogonal mobility is almost constant over the entire range of n. Even though strong
Bragg reflection of the electrons at the lateral periodicity of the QWrs is expected at
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n = 3.9 × 1011 cm−2, no increasing mobility is observed as the carrier concentra-
tion increases (which drives the Fermi wavelength away from the Bragg condition).
Hence, these data give no evidence for a lateral superlattice. Also in terms of
effective coupling barrier an increasing mobility would be expected with increas-
ing carrier concentration. Rather, the mobility is slightly decreasing from 1160 to
1110 cm2/V s up to a carrier concentration of n = 60 × 1011 cm−2 and increases
slightly beyond. This behavior strongly indicates interface roughness scattering. The
carrier concentration at minimum mobility corresponds to a Fermi wavelength of
32 nm suggesting a Gaussian roughness lateral size of 8 nm which is in good agree-
ment with the value of 7 nm obtained from our AFM data. The transport anisotropy
increases in the entire range of carrier concentration, mainly due to the increase of
parallel mobility. The regime of higher carrier concentrations is probed with nQWr3
that differs from nQWr2 in the parameters of modulation doping but has the same
InAs morphology. Using a gate electrode, the carrier concentration was varied in
the range of 0.6 − 1.7 × 1012 cm−2 corresponding to a variation of λF between
32 and 19 nm. The orthogonal mobility of nQWr3 increases monotonically with
increasing carrier concentration (decreasing Fermi wavelength), which is consistent
with the results from nQWr2. The parallel mobility is increasing up to a carrier con-
centration of 1.1 × 1012cm−2 and decreases beyond. The increasing mobility can
be explained with remote impurity scattering. The decrease at higher carrier densi-
ties remains unexplained so far. The drastic change of transport anisotropy at carrier
concentrations above 1×1012 cm−2 is a joint effect of the decreasing parallel mobil-
ity and the increasing orthogonal mobility. This behavior is beneficial to the device
application.

Thus, the mobility dependence on carrier concentration indicates dominant inter-
face roughness scattering for the orthogonal transport. The quantitative details are
consistent with the roughness in this direction due to our QWrs as seen in the
AFM images. The mobility dependence of the parallel direction, in contrast, agrees
with remote impurity scattering as mobility-limiting mechanism. In the context of
coupled nanostructures, the lateral coupling is not enhanced due to the effective
decrease of  B with higher n. Electron Bragg reflection at the lateral superlattice
formed by the wires was not detected. More detailed investigations in the direction
of effects due to lateral superlattices and resonant tunneling may require smaller
transport structures than those used in our investigations.

4.3 Shubnikov-de-Haas Oscillations and Quantum Hall Regime

This section gives a brief overview of the results from the magneto- transport mea-
surements at low temperatures and high magnetic fields. A complete discussion of
the results and the underlying theories is, however, out of the scope of this chapter.
The quantization of the electron gas into Landau levels (LLs, with spacing of �ωc,
where ωc is the cyclotron frequency) offers additional possibilities to characterize
the transport properties. Shubnikov-de-Haas (SdH) oscillations of the longitudinal
resistivity ρxx allow to measure the 2D carrier concentration from the oscillation
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period in inverse magnetic field, and to determine the transport effective mass from
the oscillation amplitudes at different temperatures [117, 118]. The advantage in
comparison to Hall measurement is that the resulting carrier concentration is not
obscured by a Hall scattering factor, finite contact size effects, or parallel conduc-
tivity. Plateaus in transversal resistivity ρxy due to the quantum Hall effect (QHE)
[119] occur at the same magnetic fields as the oscillation minima (with ideally van-
ishing resistivity). At these magnetic fields, the Fermi energy is located between
adjacent LLs. Following the extensive review in Ref. [113], the occupied LLs (i.e.,
with energy below EF) are localized within the sample while they form extended
states only along the sample boundaries (edge channels). Thus, each LL contributes
with the fundamental 1D resistivity h/e2 to the transverse resistivity. Consequently,
the plateaus of transverse resistivity are located at

ρxy = h/(e2υ) = 25.818 k�/υ, (8.4)

with the filling factor υ that indicates the number of occupied LLs. In the absence
of spin splitting (all data shown here for InAs/InP nanostructures), these levels have
a spin degeneracy of 2. The spatial extension of wavefunction of the Landau level
with index n(n = 1, 2, . . .) is the cyclotron radius rl which decreases with increas-
ing magnetic field B as rl (B, n) = lm

√
2n − 1 with lm (B) = √

�/eB being the
magnetic length (∼25 nm at B = 1 T). Similar to the Fermi wavelength in the inter-
face roughness scattering, this wavefunction extension has to be compared with the
characteristic length of the potential variations due to InAs nanostructures for the
electrons. Figure 8.25, top left, shows the SdH oscillations of the longitudinal resis-
tivity and QHE plateaus in the transversal resistivity of an InAs QW sample (nQW)
at different temperatures. At the lower temperature of 0.3 K, the thermal broadening
of the LL is small enough to yield a pronounced QHE plateau and vanishing ρxx at
10 T. The filling factor υ = 4(ρxy = 6.45 k�) which corresponds to occupied spin
degenerate LLs with n = 1, 2. The QWr sample nQWr3 (shown in Fig. 8.25, top
right), on the other hand, shows no pronounced QHE plateaus, probably due to the
strong remote impurity scattering that does not allow the formation of pronounced
LLs. SdH oscillations of ρxx, however, are already present and show the same qual-
itative behavior in both transport directions. The SdH and QHE in the InAs QWr
sample nQWr2 (with weak remote impurity scattering and high anisotropy up to
38) is shown in Fig. 8.25, bottom. At low carrier concentration (see Fig. 8.25, bot-
tom left) a clear transition from diffusive transport to transport in the QHE regime
is observed. At B ≈ 6.5 T, a QHE plateau with filling factor υ = 2 forms, and
the SdH oscillation minimum is close to zero in comparison to the zero field resis-
tivity. At zero magnetic field, diffusive transport with longitudinal resistivities of
ρort

xx = 26 k� and ρpar
xx = 2.8 k� is observed. The transport in the QHE regime, in

contrast, yields resistivities of 710 and 560 �. The filling factor of 2 corresponds
to the spin degenerate ground state LL (n = 1) which has a cyclotron radius of
r1 = lm = 10 nm. While this value is smaller than the lateral period of the poten-
tial due to the InAs QWrs (of 20 nm) it has to allow the pronounced formation of
LLs. This assumption is supported by the argument that in disordered conductors,
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Fig. 8.25 Shubnikov-de-Haas oscillations (black) and quantum Hall plateaus (gray) of InAs QW
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nQWr2 at T = 1.4 K and higher carrier concentration [49]

strong potential variations (the InAs nanostructures have strong potential fluctua-
tions leading to the disorder in our samples) should appear on a spatial scale that
is large compared to lm [113]. At a higher carrier concentration, obtained using the
ppc effect (see Fig. 8.25, bottom right), the SdH oscillation period is higher, and the
QHE plateau at B ≈ 6.5 T has a filling factor of υ = 4, both indicating the higher
carrier concentration. While the longitudinal resistance ρxx is anisotropic, the Hall
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resistance ρxy is identical (within the experimental error) for both transport direc-
tions. The peak of the longitudinal resistivity at B = 0, in Fig. 8.25 bottom, is a
macroscopic consequence of quantum mechanical self-interference of the electron
– the weak localization.

4.4 Weak Localization in Coupled InAs/InP Quantum Wire
Nanostructures

In this section, the magneto-transport properties of QWs, and laterally coupled self-
organized InAs QWrs and QDs are investigated with respect to the contributions to
conductivity resulting from weak localization. The influence of the type of nanos-
tructure on the weak localization will be compared with focus on QWrs. The weak
localization correction shows a directional anisotropy equal to the anisotropy of the
total conductivity. This result suggests that even for a conductivity anisotropy ratio
as high as 38, the coupling between the QWrs plays a more important role than
the quasi-1D nature of the electron transport in describing the quantum mechanical
contributions due to the weak localization.

According to the scaling theory of localization [120], at zero temperature in 2D
disordered systems the conductivity can be divided into a classical- and a length-
dependent term, σ 0 and δσ (L), with L describing the system’s characteristic size
and le being the elastic scattering length. The total conductivity is given by

σ2D (L) = σ0 + δσ (8.5)

with

δσ = −2e2

πh
ln

(
L

le

)
. (8.6)

Therefore the conductivity decreases with increasing system size. At finite tem-
perature, inelastic scattering processes cause the electron to lose its phase while
traveling a distance of l (dephasing length). This length is of crucial importance
in devices using quantum interference. If the l value is smaller than L, then l (T)
replaces L in Eq. (8.6). The logarithmic term δσ is a correction to the classical
conductivity σ 0 resulting from weak localization. Weak localization is a purely
quantum mechanical self-interference phenomenon in disordered conductors. At
low temperature T, the dephasing length l becomes large, allowing the coherent
self-interference of an electron. Diffusing along a closed path, the electron interferes
constructively with its time-reversed path resulting in a higher-than-classical proba-
bility of backscattering. This interference is enabled by the non-phase-randomizing
nature of the elastic scattering that causes the diffusion. The enhanced backscat-
tering results in a decrease of conductivity whose contribution is of the order of
the elementary conductivity e2/h. Applying a magnetic field perpendicular to the
plane of carrier motion destroys the constructive interference as it introduces an
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Table 8.2 Transport properties at T = 1.4 K of the analyzed samples

Sample Morphology A
nH(1011

cm−2) μpar (cm2/Vs) μort(cm2/Vs)

nQW QW 1.5 16 7350 –
nQWr1
nQWr2
nQWr3

QWr
QWr
QWr

11.2
13.8(37.9)

6.7

7.6
2.0(6.0)

13.5

6325
4718(38700)
6340

565
342(1022)
947

nQD2
nQD3

QD
QD

2.6(13.2)
8.1

2.0(6.0)
13.0

616(3670)
3102

237(278)
383

Notes: Hall sheet electron concentration (nH), transport anisotropy (A), Hall mobility parallel
(μpar), and (μort) to the [−110] direction. Values in parentheses are measured after illumination
(ppc).

Aharonov–Bohm phase shift between both time-reversed amplitudes. This is a con-
current process which causes dephasing on the scale of the magnetic length lm as
opposed to l . Therefore, the quantum correction δσ is also dependent on the mag-
netic field B. In addition to weak localization, electron–electron interaction gives
rise to other quantum corrections. These corrections are also magnetic field depen-
dent, but less so than the weak localization. The scaling theory of localization can be
further generalized to show that in 2D systems with anisotropic σ , the correction δσ
due to localization or electron–electron scattering is also anisotropic with the same
anisotropy as σ [121]. This effect was demonstrated experimentally in the (110)-
oriented Si metal-oxide–semiconductor system, in which the 2DEG at the silicon
oxide interface shows a directional anisotropy of about 2 [122].

In our experiments [35], it is shown that although the semiclassical transport
appears quasi-1D the weak localization is well described as an anisotropic 2D sys-
tem. Without lateral coupling, the lateral confinement would be defined by the wire
width, which is much smaller than the dephasing length l . Therefore, the success
of the 2D description signifies that in this system the lateral coupling determines
the fundamental behavior of the weak localization. In the transport measurements,
samples containing one modulation-doped InAs layer embedded in InP were inves-
tigated. Table 8.2 summarizes their transport properties at T = 1.4 K along with their
morphology. In their magneto-transport characteristics, the resistivity ρxx exhibits a
characteristic peak at B = 0. Figure 8.26 shows these peaks of the QWr sample
nQWr2 in detail for both transport directions. In the left part, the peak measured
at three different temperatures is shown. The right part displays the weak localiza-
tion peak of the same sample at a higher carrier concentration (after illumination).
Additionally, the magneto-resistance in a magnetic field oriented parallel to the InAs
layer at higher carrier concentration is shown in Fig. 8.26, right. The corresponding
change of conductivity is calculated according to

�σ (B) = σ (B)− σ (0) = ρxx (B)
−1 − ρxx (0)

−1 (8.7)
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Because for small B, the classical conductivity σ 0 is independent of B (as shown
in experiments at T = 77 K), the peak in ρxx is solely a measure of the magnetic field
dependence of the quantum correction δσ . Also, the smaller peak height at higher
temperatures (see Fig. 8.26, left) indicates a suppression of the quantum correction
due to increased inelastic scattering.

The measurement with B parallel to the InAs layer allows one to distinguish
between electron–electron interaction and weak localization as a cause of the
magneto-resistance peak. Electron–electron interaction yields a peak that consists
of a large contribution from spin-splitting, not depending on magnetic field direc-
tion, and a contribution due to the perpendicular magnetic field, which is often
considerably smaller than the weak localization peak [113]. Consequently, it is the
spin-splitting contribution to electron–electron interaction that is likely to distort the
weak localization peak. Comparison of the magneto-resistance peaks in perpendic-
ular and parallel B (Fig. 8.26, right) yields that the spin-splitting contribution from
electron–electron interaction (measured in parallel magnetic field) is negligible for
the measured perpendicular magneto-resistance peak. Thus, the magneto-resistance
peaks measured in our samples are mainly related to weak localization.

Using Eqs. (8.5) and (8.7), the experimental quantity �σ measures the depen-
dence of the quantum correction to the conductivity on magnetic field. Furthermore,
the directional anisotropy of �σ (B), defined as �σ par(B) /�σ ort(B) is a measure
of the anisotropy of the quantum correction to the conductivity δσ (B). A compar-
ison of �σ (B) for both principal transport directions by plotting them on a log
scale (Fig. 8.27, left) shows that its directional anisotropy (the vertical distance
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Table 8.3 Anisotropy �σ par (B)/�σ ortr (B) in magnetic field B for the QWr sample nQWr2
(compare to Fig. 8.27, left) and the QD nQD2 sample

B (mT) nQWr2 (ppc, A = 37.9) nQD2 (ppc, A = 13.2)

10
30
100

33.7
34.1
35.6

12.8
13.0
13.1

of the curves of both directions) remains fairly constant for the entire range of B.
The anisotropy in �σ (B) is shown for several values of B and compared with the
anisotropy of the total conductivity σ in Table 8.3.

It is theoretically expected that in a 2D system with directional anisotropy these
values will be identical; the similarity in the experimental values is regarded as
another confirmation of this theoretical prediction at the highest anisotropy to date.
According to the theory of 2D weak localization, the suppression of the conductivity
caused by a magnetic field is given by [113]

�σ
ort,par
2D (B) = αort,par e2

πh

[
�

(
1

2
+ τB

2τ 

)
−�

(
1

2
+ τB

2τ̄

)
+ ln

(τ 
τ̄

)]
. (8.8)

In contrast to the isotropic case (αort,par = 1), the following modifications are
done to include the anisotropy [120].

αort,par = σort,par (B = 0)√
σort (B = 0) σ ort (B = 0)

(8.9)
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The coefficient αort,par scales �σ due to anisotropy, and τ̄ = √
τ ortτ par is the

average elastic scattering time. The other quantities used are the magnetic relax-
ation time τB and the diffusion constant D, τB = l2m/2D and D = v2

F τ̄ /2, with
magnetic length lm and Fermi velocity vF. The experimental data are fit to the model
of weak localization for low magnetic fields (B < 30 mT). The dephasing time τ 
was used as a fitting parameter; all other quantities (τ , α, vF ) were determined from
classical transport measurements of mobility and sheet carrier concentration at T =
10 K, at which the correction term is negligible due to inelastic scattering. This pro-
cedure allows a determination of the dephasing time τ and the dephasing length
l = (D τ )1/2. Figure 8.27, right, shows that the model of anisotropic 2D weak
localization describes the low field magneto-conductance of the sample well. The
τ from both transport directions of all samples agree within less than 15%, which
confirms the validity of the model for our data. A closer inspection of the formulas
yields that the fundamental input for the fit reduces to the measured resistivity ρxx

along with its change in magnetic field, the carrier concentration n, and the effective
mass m∗ of electrons at the Fermi energy. These values enter the calculation through
vF and τ . While the resistivity is quite reliably measured, there is some uncertainty
with the carrier concentration n, and m∗ is not precisely known. The theoretically
calculated value of m∗ ≈ 0.03 me is used for the effective mass.

The real value may, however, be larger, e.g., due to band nonparabolicities.
Therefore, m∗ and n are considered as parameters put into the calculation. To what
extent these parameters influence the results from the fit (dephasing time and length)
is investigated: All involved characteristic times scale linearly with the parameter
m∗. As a consequence, the ratio τ /τ , and the dephasing length l do not depend
on m∗. The impact of the carrier concentration n put into the calculation as param-
eter was tested by varying its value. As result, a variation, e.g., by factor of 2, has
almost no influence on the resulting τ for our data. Since D is independent of the
parameter n the dephasing length l is quite independent of n as well. Thus, τ 
as obtained from the fit can be compared among different samples, and within one
sample at different carrier densities, as long as they have the same effective mass. In
our case, the same effective mass (which can differ from the actual effective mass)
is put into all calculations. Moreover, the dephasing length l is completely inde-
pendent of the exact value of the parameter m∗ and only weakly depending on the
parameter n put into the model.

The dephasing times and corresponding dephasing lengths are plotted as a
function of temperature in Fig. 8.28.

The consequence of the data shows that typically, τ is two orders of magnitude
larger than τ which is a necessary condition for weak localization, since multi-
ple elastic-scattering events are required for return trajectories. With increasing
temperature, the dephasing times decrease due to temperature-dependent inelastic
scattering following roughly a τ ∝ Tr law with r ≈= 0.8. This value suggests
electron–electron scattering with r = −1 to be the dominant inelastic scattering
process [122]. The dephasing times are similar for all analyzed nanostructures and
do not correlate to their morphology. A change of carrier concentration in nQWr2
and nQD2 significantly changes the mobility and elastic scattering times but shows
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Fig. 8.28 Dephasing time τ (left) and corresponding dephasing length l (right) as a function of
temperature for different nanostructures. The dephasing time and length were extracted from the
analysis of the weak localization peaks [49]

only a negligible influence on the inelastic scattering time (compare full and open
triangles and stars in Fig. 8.28, left). Hence, the inelastic scattering is considered
merely temperature induced and independent of the nanostructure type. The dephas-
ing lengths l (distance between subsequent inelastic scattering events) as shown
in Fig. 8.28, right, are significantly larger than the wire–wire distance, and not
at all related to the morphology (also compare l in nQWr2 and nQD2 for dif-
ferent carrier concentrations). Hence, the nanostructure–nanostructure coupling is
not inelastic, which is compatible with interface roughness scattering being elastic.
Despite high anisotropies in coupled nanostructures, which suggest a low degree
of lateral coupling between the nanostructures, the weak localization is success-
fully modeled by regarding the system as a 2DEG with anisotropic conductivities.
The anisotropy of weak localization (along with other quantum corrections) has the
same value as the anisotropy of the total conductivity for values as large as 38; this
result confirms the theory of Ref. [121] for high anisotropy in two dimensions. The
independence of dephasing time on the actual morphology and coupling strength
(carrier concentration) indicates that the nanostructure–nanostructure scattering is
elastic. Thus, both optical and transport measurements confirm the common fea-
tures of InAs/InP-coupled nanostructures: they develop the quasi-2D character both
at low temperatures.

5 Application of InAs/InP Nanostructures

Peculiar band structure and carrier relaxation in the InAs/InP nanostructures sup-
port an efficient radiative recombination of electrons and holes in the InAs. In
addition, the reduced dimensionality of QWrs and QDs allows to increase the
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temperature stability of semiconductor lasers, and to reduce their threshold currents.
Thus, currently, the largest application potential of InAs nanostructures grown on
InP substrates is considered to be optical devices – mainly for the telecommunica-
tion wavelength of 1.55 μm which can easily be reached in this material system.
Lasers for 1.55 μm have been demonstrated based on InAs QDs and QWS [11,
123, 124], InAs QDashes [125, 126], and QWrs [127]. The usage of InAs quan-
tum dots in infrared photodetectors has been demonstrated [128, 129]. Furthermore,
the application of InAs QDs for mode lockers (as saturable absorber) [130], for
optical charge storage [131], and recently as single photon source within photonic
crystals [132] has been proposed. In addition, lasers with longer wavelength up to
1.9 μm, for gas sensing applications, and lasers with a broad (250 nm) gain pro-
file have been demonstrated based on quantum dashes [133]. Recent advances on
InAs/InP quantum dash (QD) materials for lasers and amplifiers, and QD device
performance with particular interest in optical communication have been reviewed
in Ref. [8]. The InAs/InP dashes in a barrier and dashes in well heterostructures
operating at 1.5 μm were studied. These two types of QDs can provide high gain
and low losses. Room temperature lasing operation on ground state of cavity length
as short as 200 μm has been achieved, demonstrating the high modal gain of the
active core. Buried ridge stripe (BRS)-type single-mode distributed feedback (DFB)
lasers are also demonstrated in Ref. [8]. They exhibit a side-mode suppression ratio
as high as 45 dB. Such DFB lasers allow the first floor-free 10-Gb/s direct modu-
lation for back-to-back bit-error-rate and transmission over 16-km standard optical
fiber. The QD Fabry–Perot lasers [8], owing to the small confinement factor and
the 3D quantification of electronic energy levels, exhibit a beating linewidth as nar-
row as 15 kHz. Such an extremely narrow linewidth, compared to their QW or bulk
counterparts, leads to the excellent phase noise and time-jitter characteristics when
QD lasers are actively mode-locked. Finally, we can mention an electronic five-
terminal switching device based on gate-controlled transport anisotropy proposed
and investigated in Ref. [134]. By means of a gate voltage the two output voltages
can be contrariwise adjusted to values between the two input voltages, yielding a
possible logic application as an exchange gate. The device performance was sim-
ulated as a function of range of gate-adjustable transport anisotropy. A realization
based on laterally coupled self-organized InAs QWrs with gate-controlled transport
anisotropies from 5.6 to 12 was experimentally investigated. The data show that
this QWr system is suitable for a realization of this device. An extended analysis
that includes high source voltages in the range of the gate voltage, necessary for
fast switching times, elucidates the limits and opportunities for optimization of this
device.

6 Summary

In conclusion, we present a comprehensive study of the InAs/InP nanostruc-
tures, including the growth, optical characterization, and anisotropic transport in
QW, QWr, and QD system. Self-assembled InAs nanostructures were grown by
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gas-source molecular beam epitaxy on InP(001) substrates with a focus on the influ-
ence of misorientation on the nanostructure shape. Surface steps on misoriented
substrate were found to play a decisive role in the self-organized formation, shape,
and alignment of InAs nanostructures. Most prominent is the formation of QDs
on substrates misoriented toward [−110] and [100] under a wide range of growth
conditions. On nominally oriented substrates, on the other hand, the growth condi-
tions determine the resulting morphology: QWs, QWrs, or QDs. The decisive phases
of the nanostructure formation were identified and investigated by variation of the
respective growth conditions. QW, QWrs, and QD single layer and multilayer sam-
ples were grown for the investigation of their optical and transport properties. The
emission and absorption properties related to interband transitions of the InAs/InP
nanostructures were investigated with polarization-dependent PL and transmission
spectroscopy. It was demonstrated that the hh1–e1 transition of our nanostructures
covers a large wavelength range up to 2 μm, and including the technologically
important 1.3 and 1.55 μm, at room temperature. Polarization-dependent PL and
transmission measurements show a preferential polarization in the [−110] direc-
tion for all QWrs and QDs. The degree of polarization for our QWrs and QDs is
around 10 and 20%, respectively, suggesting an anisotropic QD shape. Polarization-
dependent transmission shows an additional transition that was identified as the
lh1–e1 transition, and has the opposite polarization direction to the hh1–e1 transi-
tion. Temperature-dependent photoluminescence and Fourier-transformed infrared
spectroscopy is used for the investigation of optically active states and concentration
of states in InAs/InP(001) QWrs and parent QW system grown under deposition of
4 ML InAs on InP. Optical properties of both systems reveal much similarity in
temperature behavior in spite of a qualitatively different character of the 1D and 2D
DOS functions. Unusual two-branch temperature dependence of the excitonic PL
band maximums with the switching from the low-energy branch to the high-energy
branch is revealed in both systems and interpreted in terms of thermal activation of
excitonic ground states in the array of size-distributed nanostructures. Strong modi-
fication of the absorbance line shape leading to the appearance of flat spectral parts
in the absorbance spectrum is observed at room temperature both in the QW and
QWr samples. In case of the QW system, such flatness is explained in terms of
localized exciton decay, whereas in case of the QWr system this effect demonstrates
the thermally induced change of the dimensionality: from 1D to anisotropic 2D. This
change of dimensionality is also detected in the polarized absorbance measurements
through disappearance or significant reduction of the polarization anisotropy in the
regions of the hh1–e1 and lh1–e1 transitions in QWrs. Our simulation results show
that small Gaussian inhomogeneity (∼3 meV) does not qualitatively perturb the
nature of 1D DOS function, although it causes the localization of the low-lying elec-
tronic states. It allows fairly good explanation of the low-temperature absorbance
spectra in InAs/InP(100) QWrs. Properties of the QWrs which are dependent upon
the extended nature of the wavefunction such as charge transport are expected to
be altered significantly. However, the modified 1D DOS fails to explain the high-
temperature absorbance data, giving grounds to introduce rather the anisotropic 2D
than purely 1D DOS function. The shown optical properties suggest a high potential
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of InAs/InP nanostructures for optical applications ranging from lasers and pho-
todetectors to nonlinear optical applications. The shown optical properties suggest
a high potential of InAs/InP nanostructures for optical applications ranging from
lasers and photodetectors to nonlinear optical applications. The in-plane transport
of electrons and holes in large ensembles of InAs nanostructures, comprising QWrs,
QDs, and QWs, was investigated. The transport of quantum wire-, quantum dash-,
and quantum dot-containing samples is highly anisotropic with the principal axes
of conductivity aligned to the <110> directions. The direction of higher mobility is
[−110], which is parallel to the direction of the quantum wires. In extreme cases,
the anisotropies exceed 30 for electrons and 100 for holes. These data are discussed
in terms of anisotropic 2D carrier systems and in terms of a coupled 1D or 0D sys-
tem. The temperature dependence and carrier-concentration dependence of mobility
were analyzed with the following results: In the anisotropic 2D approximation, the
dominating scattering mechanisms at low temperature are remote impurity scatter-
ing in the parallel direction for quantum wires, and interface roughness scattering
in both directions for quantum dots, and in the orthogonal direction for quantum
wires and quantum dashes. In p-type samples, though, the hole transport in the
orthogonal direction cannot be described by scattering but is described as hop-
ping between laterally localized states. In the coupled nanostructure framework, the
transport anisotropy is demonstrated to result from directionally anisotropic tun-
nel coupling between adjacent nanostructures rather than from the nanostructure
shape anisotropy. The weak localization contribution to conductivity in quantum
wire and quantum dot samples is successfully modeled by regarding the system as
a 2DEG with anisotropic conductivities. The anisotropy of weak localization has
the same value as the anisotropy of the total conductivity for values as large as 38;
confirming the theory for high anisotropy in two dimensions. The independence of
dephasing time, extracted from the weak localization data, on the actual morphol-
ogy and coupling strength (carrier concentration) indicates a strong coupling and
elastic nanostructure–nanostructure scattering.
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