


Lecture Notes in Computer Science 5539
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
University of Dortmund, Germany

Madhu Sudan
Massachusetts Institute of Technology, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max-Planck Institute of Computer Science, Saarbruecken, Germany



Peter Reichl Burkhard Stiller
Bruno Tuffin (Eds.)

Network Economics
for Next Generation
Networks
6th International Workshop on Internet Charging
and QoS Technologies, ICQT 2009
Aachen, Germany, May 11-15, 2009
Proceedings

13



Volume Editors

Peter Reichl
Forschungszentrum Telekommunikation Wien, FTW
Donau-City-Strasse 1, 1220 Wien, Austria
E-mail: reichl@ftw.at

Burkhard Stiller
University of Zürich, UZH
Communication Systems Group, CSG
Department of Informatics, IFI
Binzmühlestrasse 14, 8050, Zürich, Switzerland
E-mail: stiller@ifi.uzh.ch

Bruno Tuffin
INRIA Rennes, Bretagne Atlantique
Campus de Beaulieu, 35042 Rennes Cedex, France
E-mail: Bruno.Tuffin@irisa.fr

Library of Congress Control Number: Applied for

CR Subject Classification (1998): C.2, H.4, H.3, J.1, K.4.4, K.6.4

LNCS Sublibrary: SL 5 – Computer Communication Networks
and Telecommunications

ISSN 0302-9743
ISBN-10 3-642-01795-9 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-01795-7 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

springer.com

© Springer-Verlag Berlin Heidelberg 2009
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12669301 06/3180 5 4 3 2 1 0



 

 

Preface 

Starting with the imminent roll-out of the IP Multimedia Subsystem (IMS) and  
fourth-Generation networking technology, Next Generation Networks (NGN) are 
gradually becoming reality, with charging and Quality-of-Service (QoS) issues as two 
of the key drivers for the evolution toward the convergent all-IP network of the future. 
Therefore, the 6th International Workshop on Internet Charging and QoS Technology 
(ICQT 2009) was devoted to discussing the most recent approaches, models, and 
mechanisms in this highly interesting and important research area. 

The present volume of the Lecture Notes in Computer Science series includes those 
papers presented at ICQT 2009—collocated this year with the IFIP Networking 2009 
conference—taking place on May 15, 2009, in Aachen, Germany and hosted by the 
Rheinisch-Westfälische Technische Hochschule (RWTH Aachen).  

For the commercial success of future QoS-enabled communication services, the 
emergence of viable business models, pricing schemes, and charging and accounting 
mechanisms is of paramount importance. Problems in this domain can only be addressed 
through a broad interdisciplinary approach linking together a variety of technical and 
economic perspectives, which are constantly driving a plethora of relevant research top-
ics for application developers, business architects, network providers, service providers, 
and customers. Within the current trend toward a convergent NGN architecture, competi-
tion modeling, pricing mechanisms, and the economics of inter-domain traffic are of 
specific importance and urgency. Thus, they determined—in the form of three technical 
sessions—the core of the ICQT 2009 program. All contributions included in this volume 
fit perfectly into the general scope of the international ICQT workshop series, which is 
mainly characterized by the focus on identifying novel service charging solutions, inves-
tigating and evaluating their technical feasibility, and consolidating technical and eco-
nomic mechanisms for enabling a fast, guaranteed, and efficient charging of services. 
This is of fundamental importance for the future evolution of convergent all-IP Next 
Generation Networks. 

This year’s ICQT followed the already established tradition of an unusually vivid 
workshop series on charging and QoS technology issues, which started back in 2001 
with the first ICQT workshop in the framework of the Annual Meeting of the German 
Society for Computer Science (GI) and the Austrian Computer Society 2001 in  
Vienna, Austria. In 2002, ICQT was collocated with the QofIS 2002 workshop in 
Zürich, Switzerland, in 2003 with the NGC 2003 workshop in Munich, Germany, and 
in 2004 again with QofIS 2004 in Barcelona, Spain. In 2006, ICQT was hosted by the 
Universitary Technological Institute St. Malo, France together with ACM 
SIGMETRICS 2006. 

As in the past, ICQT 2009 brought together researchers from the area of technology 
and economy in both industry and academia to discuss key improvements and to sup-
port further progress in these fields. The combination of micro-economic models, 
auctions, game theoretic approaches, peer-to-peer, and IMS-based charging addresses 
a highly interesting facet at the intersection of networking research and business 
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modeling. Thus, ICQT 2009 provided a truly interdisciplinary forum for analyzing 
topics at the overlapping of those two areas, providing for a unifying framework for 
all presentations included in the program of ICQT 2009. 

Like all of its predecessors, ICQT 2009 provided a single-track and one-day pro-
gram, which proved to be especially suitable for stimulating the interaction between 
and the active participation of the workshop audience. Summarized briefly, the work-
shop started with a keynote presentation delivered by Jim Roberts, who is internation-
ally recognized to be one of the most distinguished research fellows in the area. The 
following three technical sessions included a total of nine full papers, which were 
selected after a thorough reviewing process out of a total number of 26 submissions. 
The resulting final program demonstrated again the international scope of this work-
shop series and included papers from Europe and Asia.  

The international orientation of ICQT is also reflected in its composition of the 
Technical Program Committee, whose members again devoted their excellent knowl-
edge together with many hours of their precious time to provide the basis for a highly 
qualified technical program and, thus, to contribute in an unfailing way to the techni-
cal and research success of ICQT. Furthermore, the editors would like to express their 
thanks to the ICQT 2009 webmaster for his excellent work.  

Special thanks go to the organizers of the IFIP Networking 2009 conference for ena-
bling the collocation of ICQT 2009 with their renowned event, as well as to the local 
organization handled in a truly exceptional way by Otto Spaniol and his enthusiastic 
team, including Martin Krebs, Jan Kritzner, and Alexander Zimmermann.  

Finally, all three editors would like to address their thanks to Springer, and especially 
Anna Kramer, for a smooth cooperation on finalizing these proceedings. Additionally, 
special thanks go to the support of the European COST Action IS0605 “Econ@Tel” 
and their WG4 researchers as well as to the FP7 EU-funded project “SmoothIT” (No. 
216259). 
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Patrick Maillé and Bruno Tuffin

On Competition for Market Share in a Dynamic ISP Market with
Customer Loyalty: A Game-Theoretic Analysis . . . . . . . . . . . . . . . . . . . . . . 11
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QoS Is Still an Issue, 
Congestion Pricing Is Not the Solution

Jim Roberts
Orange Labs, France

Extended Abstract

A network clearly needs to be designed to meet user performance requirements for a
wide variety of applications. In a commercial setting, Return on Investment (RoI) must
be covered by the price users pay for the services provided by the network. It matters
whether the investment is just in an amount of commodity infrastructure or also in
complex value-added services justifying a higher profit margin. Quality-of-Service
(QoS) is often seen as the basis for such added value. We discuss the issue of RoI and
consider the complementary role of pricing as a QoS mechanism.

Unfortunately, none of the QoS models proposed for standardization over the past
decades has provided a satisfactory solution. On one hand, it proves practically
impossible to perform resource allocation so that a given flow, characterized by a
traffic  profile ”, encounters precise performance criteria. On the other hand, it is rather
easy to ensure excellent quality for all simply by providing capacity that is somewhat
greater than expected demand. It is hardly possible to realize finely modulated quality
levels, since performance deteriorates rapidly and unacceptably as demand exceeds
capacity. We explore the scope for service differentiation based on our understanding
of the stochastic nature of network traffic and discuss the limits on possible QoS
control. 

Overprovisioning is not a satisfactory solution for operators under the present
business model where pricing is largely independent of traffic volume. Growth in
demand due to the popularity of applications like file sharing and video streaming
requires added investment in infrastructure but brings negligible return. Operators are,
therefore, seeking to introduce a new network model giving priority to managed
services whose usage is subject to a particular pricing scheme. We consider the
viability of this two-tier service model and its acceptability in the light of the on-going
debate on network neutrality. 

QoS control would be considerably simpler, if users were made to pay in relation to
the amount of congestion they cause. This is the principle of congestion pricing and a
number of possible schemes have been proposed for the Internet. Despite arguments
for microeconomic optimality, these schemes seem completely unworkable, if only for
their obvious lack of charging transparency. A recent proposal to preserve flat rate
charging for end users and to apply a form of “congestion policing” instead of
congestion pricing does not appear to be a satisfactory alternative. We explain why we
believe pricing should be reserved for its primary function of RoI.

Following the above discussion we conclude by proposing the outline of an
alternative approach to QoS control. The essential mechanisms are network imposed
fair sharing, load shedding as necessary to avoid overload, user controlled sharing of
last mile resources, and simple usage-based charging. We present feasibility arguments
and highlight areas needing further research.

P. Reichl, B. Stiller, and B. Tuffin (Eds.): ICQT 2009, LNCS 5539, p. 1, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Optimization of Transmission Power in
Competitive Wireless Networks

Patrick Maillé1 and Bruno Tuffin2

1 Institut Telecom; Telecom Bretagne
2 rue de la Châtaigneraie CS 17607, 35576 Cesson Sévigné Cedex, France

Université européenne de Bretagne
patrick.maille@telecom-bretagne.eu

2 INRIA Rennes - Bretagne Atlantique, Campus universitaire de Beaulieu
35042 Rennes Cedex, France

btuffin@irisa.fr

Abstract. Competition among providers has become an important is-
sue in current and future wireless telecommunication networks. The
providers may operate using different technologies, such as WiFi,
WiMAX, UMTS... In a previous work, we have analyzed the price com-
petition among two providers, one operating in only a subdomain of the
other, due to smaller distance range. A typical situation is WiFi against
WiMAX. We propose here to add a supplementary level of decision on top
of that game, making use of its equilibrium: the smaller-range provider
plays with its transmission power in order to attract more customers and
potentially increase its revenue. We determine the optimal power in the
case where energy has a negligible cost, as well as when its cost is linear
in transmission power.

Keywords: Economics, Competition, Wireless Networks, WiFi, WiMAX.

1 Introduction

Telecommunication networks, and especially wireless networks, have experienced
an increase in terms of traffic and subscriptions, but at the same time a fierce com-
petition among providers. Demand for service is distributed among competitors
based on the access price and available Quality of Service (QoS). Pricing strate-
gies therefore form an important parameter in the competition. Up to now, pricing
has received a large interest in the networking community, due to resurce scarcity
with respect to demand. Pricing is justified by its capacity to control demand (and
therefore the QoS), and/or to differentiate services [1–3]. Most models investigate
optimal pricing strategies in the case of a monopoly, whereas an oligopoly, with
several providers fighting for customers, could drive to substantially different re-
sults, as highlighted in [4]. Thus competition requires a deeper attention. Notable
first attempts in this direction can be found, not exhaustively, in [5–8].

This paper pertains to that stream of work. We consider two providers, de-
noted by provider 1 and provider 2, in competition for customers, where provider 2

P. Reichl, B. Stiller, and B. Tuffin (Eds.): ICQT 2009, LNCS 5539, pp. 2–10, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Optimization of Transmission Power in Competitive Wireless Networks 3

is assumed to operate in a subdomain of provider 1’s access area. This is typi-
cally the case of a WiMAX operator (provider 1) against a WiFi one (provider 2).
Each provider fixes a price, and demand is distributed according to the classical
Wardrop principle [9] described later on.

In a previous paper [10], the subdomain covered by provider 2 was assumed
to be fixed, and existence and uniqueness of a Nash equilibrium on prices played
by providers were proved. Recall that a Nash equilibrium characterizes a profile
of strategies such that no provider can improve its utility (revenue) without
changing unilaterally its own strategy. It is therefore a point from which we do
not deviate in the case of selfish providers. In that paper, using a particular
pricing scheme, the price of anarchy was also proved to be one, meaning that
there is no loss of social welfare due to user and provider selfishness with respect
to an optimal cooperative case.

The present work is built on the results in [10]. Our goal is to investigate what
happens if the smaller provider can initially choose its transmission power before
the above game is played, and therefore if he can reach, and potentially attract,
more customers from the larger provider in order to increase its revenue. We study
this problem when there is no cost related to the transmission, and when such a
cost exists. The basic question we want to solve is: is there an interest for the
smaller user to be competiting over the whole domain? The answer is no in gen-
eral, even if there is no cost associated to transmission power: actually in this case,
there is no gain of revenue, even if no loss either, after reaching a given threshold.

The paper is organized as follows. Section 2 describes the model, its assump-
tions, and the main results presented in [10]. Section 3 then studies the optimal
decision of provider 2 (the smaller one) in terms of the proportion of area he
can reach on the domain of provider 1 (directly related to transmission power),
in order to maximize its revenue. Section 4 does the same kind of analysis, but
in the case where there is a cost associated to the power for transmitting data.
Finally we conclude and give few research directions in Section 5.

2 Model and Previous Results

2.1 Model

We consider two providers, denoted by 1 and 2, with provider 2 operating in a
subdomain of provider 1, as illustrated in Figure 1. We call zone B the coverage
region of provider 2. Zone A stands for the region where only provider 1 operates.
This is a typical situation of a WiFi provider operating on smaller distances -tens
of meters- than a WiMAX one -covering many kilometers-.

Competition is analyzed on a simplified model, where time is discretized,
divided into slots. Let Ci be the capacity of provider i (i ∈ {1, 2}), i.e., the
number of packets he can serve during one slot. Let di be the demand experienced
by provider i in a given slot. If di ≤ Ci, all packets are served but as soon as
di > Ci, only Ci are served and the di − Ci rejected ones are chosen uniformly.
Compacted, each packet is served with probability min(Ci/di, 1).
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Prov. 1: WiMAX

Prov. 2: WiFi

zone A zone B

Fig. 1. The competition framework

Each provider fixes an access price (pi for provider i) paid a soon as a packet
is submitted, independently of being rejected or transmitted. This produces an
incentive to limit the amount of sent packets. Indeed, the perceived price p̄i per
packet, i.e., the expected price to successfully send a packet, is

p̄i = pi/ min(Ci/di, 1) = pi max(di/Ci, 1). (1)

This kind of model was already studied in [11] for a single provider (a monopoly),
when priority classes are defined and charged with different prices. The case of an
oligopoly (with single service classes) is analyzed in [12]. The present model with
one provider operating in a sub-area of the other is described in [10], where the
smaller one does not play on its transmission range. Our basic model therefore
follows [10], as described now.

Taking into account the point of view of the users, total demand on the whole
domain depends on the perceived price p̄, and is assumed to be a continuous and
strictly decreasing function D(·) on its support [0, pmax), with possibly pmax =
+∞. Of course, we assume some potential congestion, i.e., D(0) > C1 + C2 to
avoid uninteresting cases.

In order to introduce an additional and useful notation, remark that providing
a demand function D is equivalent to providing a marginal valuation function
v : q �→ inf{p : D(p) ≤ q} (with the convention inf ∅ = 0), representing the
maximum unit price at which q trafic units can be sold:

v(q) =

⎧⎨
⎩

D−1(q) if q ∈ (0, D(0))
pmax if q = 0
0 if q ≥ D(0).

(2)

Since D is nonincreasing, neither is v.
We finally define α as the proportion of the population covered by zone B. To

simplify our analysis in next section, we will assume users uniformly distributed
over the domain, and the domains being delimited by circles, with the restriction
that the disc covered by provider 2 is always included in that of provider 1.
Nonetheless, the general results of next subsections do not need such restrictions.
In any case, the demand function in zone A is (1−α)D(·), while it is αD(·) in zone
B, assuming equidistribution of users’ willingness-to-pay accross subdomains.
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User demand is assumed to split among providers following Wardrop’s prin-
ciple [9], which states all users choose the available provider with the least per-
ceived price, and none if this perceived price is too high. Moreover, the demand
on each zone is a function of the minimum perceived price available in that zone.
Those conditions are a limit approximation of the Nash equilibrium conditions
for the noncooperative game played among users, when the individual weight
of each user tends to zero, i.e. no individual user can unilaterally impact the
perceived price of the providers. This kind of game is called nonatomic, since it
corresponds to each user being infinitely small.

Formally, let d1,A, the demand experienced by provider 1 in zone A, and
d1,B, the demand in zone B, with d1 = d1,A + d1,B. For given prices (p1, p2)
set by the providers, the conditions imposed by Wardrop’s principle lead to (a
set of) perceived prices (p̄1, p̄2), and demands d1,A, d1,B , d2, called a Wardrop
equilibrium, that satisfy

p̄1 = p1 max
(

1,
d1,A + d1,B

C1

)
(3)

p̄2 = p2 max
(

1,
d2

C2

)
(4)

d1,A = (1 − α)D(p̄1) (5)
d1,B + d2 = αD(min(p̄1, p̄2)) (6)

p̄1 > p̄2 ⇒ d1,B = 0 (7)
p̄1 < p̄2 ⇒ d2 = 0. (8)

Relations (7) and (8) come from zone B users choosing the cheapest provider,
while (5) and (6) are the demand-price relations for each zone.

2.2 Previous Analysis

In [10], we have shown the following results:

– For each price profile (p1, p2), there exists at least one Wardrop equilibrium.
Moreover, the corresponding perceived prices (p̄1, p̄2) are unique. The only
cases when demands might not be unique are when p̄1 = p1 = p2 = p̄2 and
at the same time d1 + d2 < C1 + C2.

– We consider the non-cooperative game, where providers play with their price
to maximize their own revenue Ri(p1, p2) := pidi knowing that demand will
spread according to the above Wardrop equilibrium. Under the common
assumption that price elasticity of demand −D′(p)p

D(p) is strictly larger than 1

for all p ∈ [p̂, pmax), with p̂ := min
(
v

(
C1

1−α

)
, v

(
C2
α

))
, there exists a unique
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Nash equilibrium (p∗1, p
∗
2) in the price war between providers1. That Nash

equilibrium is characterized as follows.

• If C1
1−α < C2

α (i.e. α < C2
C1+C2

), the Nash equilibrium is such that

p∗1 = v

(
C1

1 − α

)
< p∗2 = v

(
C2

α

)
. (9)

We then have d1,A = C1, d1,B = 0 and d2 = C2, meaning that demand
exactly equals capacity and zone B is left to provider 2 by provider 1.

• If C1
1−α > C2

α (i.e. α ≥ C2
C1+C2

), the Nash equilibrium is such that prices
are the same

p∗1 = p∗2 = p∗ = v(C1 + C2). (10)

We then have d2 = C2, d1,A + d1,B = C1. Again, demand exactly equals
capacity, but zone B is shared by the providers (except for the limit case
α = C2

C1+C2
, when only provider 2 has customers in zone B).

– The Price of Anarchy, defined as the worst-case ratio comparing social wel-
fare (sum of valuations of all actors) at the Nash equilibrium to the optimal
value, is equal to one: social welfare is maximized even in the presence of
selfish users and providers.

3 Optimal Radius/Proportion Parameter without Any
Cost

We now assume that provider 2 can play with its transmission power, i.e. with
the proportion parameter α representing the proportion of customers that it
can actually reach (in bijection with transmission power), and for which he will
be in competition with provider 1. The idea is to play strategically and use the
information about what the Nash equilibrium is for each value of α. We therefore
end up with a two-stage game where provider 2 plays first on α, and then both
providers play on prices. Provider 2 acts as a leader of a kind of Stackelberg
game [13], since we assume it uses the knowledge of the pricing game outcome
(that we described earlier) to perform its best choice of α.

We further assume to simplify the analysis that the antennas of the two
providers are located at the same point. Then, increasing the range of action
of the smaller one will always let him in a subdomain of the big one (or the an-
tennas do not need to be located at the same point provided the domain covered
by 2 is included in that covered by 1).

In this section, we assume that provider 2 payoff is not affected by the power
it uses. The other case is considered in next section. In this situation, from (9)

1 It this paper we will play on α and still consider that demand elasticity is larger
than 1 even if p̂ = min

(
v

(
C1

1−α

)
, v

(
C2
α

))
changes.
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and (10) we have at Nash equilibrium d2 = C2, and provider 2 revenue is ex-
pressed as a function of α by

R2(α) =
{

v
(

C2
α

)
C2 if C1

1−α ≤ C2
α

v(C1 + C2)C2 if C1
1−α > C2

α ,

which is equivalent to

R2(α) = C2v

(
max

(
C2

α
, C1 + C2

))
. (11)

It is therefore constant as soon as α ≥ C2
C1+C2

. Note also that it is a continuous
function of α.

On [0, C2
C1+C2

], function R2 is increasing due to the non-increasingness of v.
The optimal choice is therefore any value α ∈ [ C2

C1+C2
, 1], all producing the same

revenue v(C1 + C2)C2.
It is interesting to us to remark that there is no increase in revenue after the

threshold α = C2/(C1+C2) is reached. Indeed, in that case, demand and optimal
price will be the same whatever α. On the other hand, from practical reasons,
α = C2

C1+C2
is the most relevant choice because of more limited interferences and

power consumption.

4 Optimal Radius/Proportion Parameter with
Transmission Power Cost

We now assume that increasing the transmission power P induces a cost linear
in that power, βP with β a constant. An important remark is that for the pricing
game with fixed α, this has no consequence because it is a constant cost and
therefore does not change the results.

If R is the radius such that provider 2 can transmit with a minimal reception
power Pmin for a given QoS, and assuming without loss of generailty that the
coverage radius of provider 1 equals 1, we have α = πR2/π = R2.

Similarly, we assume that for a user located at a distance d of the antenna,
the reception power is c P

dμ with c and μ constants (the value of μ depends on the
area -countryside, city...-, but generally 2 ≤ μ ≤ 5). In order to fulfill a required
minimal value Pmin at reception, the relation between power and radius is

Pmin = c
P

Rμ

i.e., Rμ = c
Pmin

P = αμ/2, which yields P = Pmin
c αμ/2.

The goal is therefore to find the value α maximizing the overall benefit B2,
that is the revenue (11) at Nash equilibrium minus the power cost:

B2(α) = R2(α) − βP

= C2v

(
C2

α

)
− βPmin

c
αμ/2.

We then have the following result.
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Proposition 1. If v is derivable and concave on its support, and μ ≥ 2, there is
a unique solution α∗ ∈ [0, 1] for optimizing the net revenue B2(α) of provider 2.
Moreover, α∗ ∈ [0, C2

C1+C2
]

Proof. Any optimal value of α is necessarily in [0, C2
C1+C2

] because revenue is
constant in [ C2

C1+C2
, 1] while cost strictly increases.

On [0, C2
C1+C2

], the maximization problem writes

max
α∈

[
0,

C2
C1+C2

] v

(
C2

α

)
C2 − βPmin

c
αμ/2. (12)

The derivative of the objective function is

−(1/α2)v′
(

C2

α

)
(C2)2 − βμPmin

2c
αμ/2−1,

which is strictly decreasing in α on the support of v(C2/·), thus the objective
function is strictly concave on that support. Remark that possible values beyond
the support of v(C2/·) are not of interest since the associated objective is strictly
negative.

Trying to find if there is a value of α for which that derivative is zero gives
−v′

(
C2
α

)
= βμPmin

2cC2
2

αμ/2+1. Due to the strict concavity of the objective, if an
interior solution exists then it is unique. Otherwise, the derivative is always
of the same sign, meaning that the optimal value is obtained at one of the
extremities of the interval [0, C2

C1+C2
].

Proposition 1 establishes that only one α will be chosen by provider 2. We now
investigate the consequences of that choice on the price perceived by providers.
More precisely, from (9) and (10) we know that at the equilibrium of the price
war, the perceived prices p̄1 and p̄2 respectively equal the real prices p1 and p2,
and that

– if α ≥ C2
C1+C2

then p1 = p2 = v(C1 + C2);

– if α < C2
C1+C2

then p1 = v
(

C1
1−α

)
> p2 = v

(
C2
α

)
.

In other words, when provider 2 really provides service (i.e. the optimal value
α∗ is strictly positive), then if the optimization problem (12) has an interior
solution, the equilibrium perceived price in zone B, namely p2, is strictly below
the equilibrium perceived price p1 in zone A. Otherwise, the perceived price on
both zones is the same and equals v(C1 + C2).

Those considerations are summarized in the next proposition.

Proposition 2. Assume that provider 2 has an interest in providing service,
i.e. that there exists α ∈

(
0, C2

C1+C2

]
such that

v

(
C2

α

)
C2 − βPmin

c
αμ/2 > 0.
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Then,

– either −v′(C1 +C2) ≥ βμPmin
2c C

μ/2−1
2 (C1 +C2)−μ/2−1, therefore α∗ = C2

C1+C2
and users in zones A and B perceive the same price at equilibrium;

– or −v′(C1 + C2) < βμPmin
2c C

μ/2−1
2 (C1 + C2)−μ/2−1, therefore α∗ < C2

C1+C2
,

and users in zone B will all choose provider 2 and experience a strictly lower
price than zone A users.

Proof. We just express the condition for the derivative of the objective function
in (12) to be positive or negative at α = C2

C1+C2
.

Example. Assume that v(q) = 10 − q over [0,10], C1 = C2 = 1, μ = 2 and
βPmin

c = 16 for convenience.
The objective function R2(α) − βPmin

c αμ/2 becomes on [0, 1/2]

10 − 1
α
− 16α.

The optimal value of R2(·) is 2, obtained at α∗ = 1/4 < C2
C1+C2

. For that value
of α, the price war among providers leads to the prices p1 = v(C1/(1 − α)) =
26/3 
 8.67 and p2 = v(C2/α) = 6. Therefore all users in zone B choose (the
cheaper) provider 2.

5 Conclusion

In this paper, we have worked on determining the optimal proportion of cus-
tomers of a concurrent that a smaller provider should try to reach in order to
maximize its revenue. We have shown, based on results on the price war from a
previous paper, that if there is no cost associated to power consumption, there is
a threshold over which revenue stops increasing. It means that there is no need
to install competition on the whole domain, i.e. for all customers. When increas-
ing the transmission range induces a cost, assuming concavity of the marginal
valuation function, we have proved the existence and uniqueness of the optimal
range value. Determing it can be done very simply numerically.

We plan to work further on that kind of model. What happens if one of the
providers is not included in the domain of the other? What if there is uncertainty
on demand?
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László Gyarmati and Tuan Anh Trinh

High Speed Networks Laboratory
Department of Telecommunication and Media Informatics

Budapest University of Technology and Economics
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Abstract. Customer loyalty as part of user behaviour has significant im-
pact on the Internet Service Providers’ (ISPs) price setting strategies as
shown recently in [1,2,3,4]. However, the issue of a dynamic ISP market,
where new ISPs enter the market and try to increase their market shares
by offering favourable access prices for incumbent ISPs’ loyal customers,
has not been addressed yet. Furthermore, the cost of entrance is not yet
properly dealt with in the previous studies. In this paper, we use the
tools from game theory to understand the competition for market share
in a dynamic ISP market with customer loyalty. We model the situation
by a Stackelberg leader-follower game, and use the model to compute
the Nash/Stackelberg equilibria of the game with customer loyalty and
different cost models. For simple cost models, we give explicit formulas
for the equilibria of the games. For more complex cost models, we use ap-
proximation and simulations to illustrate the dynamics of market shares
in these situations.

1 Introduction

The economic interactions among service providers of different levels and end-
users have been in the focus of interest for several years. These interactions will
continue to get special attention, since initiatives like the NSF FIND [5] and
Euro-NF [6] promote economic incentives as a first-order concern in future net-
work design. In addition, user behaviour also has a significant impact on the
design of next-generation network architectures as well as creating profitable
services running them. Also, decision-makers trying to work out a plausible so-
lution for the recently surfaced net neutrality debate would greatly benefit from
an in-depth understanding of economic processes inside the user-ISP hierarchy.
There is broad literature in the area of modelling interactions between ISPs
with game-theoretical means [7,8,9]. While these papers introduce and analyse
complex models for the interaction of ISPs at different levels of hierarchy, they
mostly assume a very simple user behaviour model when investigating the mar-
ket for local ISPs: end-users choose the cheapest provider assuming that the
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quality of the certain services is the same. This assumption could be plausible in
certain scenarios, but it could be misleading if there are loyal customer segments
present in the market. A vivid example of customer loyalty in practice is the
loyalty contract between a service provider and a customer. The customers are
charged with different price if they sign a contract and this difference depends
on the length of the contract! In [10] authors use a game-theoretic framework to
prove that if loyalty is an additional product of market share and penetration,
customer retention strategies seem to be consequently more efficient for market
leaders. Another study [11] analyses a duopolistic price setting game in which
firms have loyal consumer segments, but cannot distinguish them from price sen-
sitive consumers. [12] presents a duopolistic price setting game, where loyal and
also disloyal customers are on the market. The companies set prices based on
the number of their loyal customers, therefore the Nash equilibrium of the game
changes resulting higher utilities.

A number of empirical studies deal with user loyalty on the ISP markets,
we shortly review some of them as a global picture. The 2005 Walker Loyalty
Report for Information Technology shows that 38 percent of the enterprise cus-
tomers in the USA have been truly loyal to their Internet Service Providers [13],
while Choice survey states that 90 percent of the household respondents had
not changed their ISP in the previous 12 months including contract-users as
well [14]. [1] states that customer loyalty towards ISPs does exist in Taiwan too.
National communication authorities of European Union’s countries carry out
market research dealing with customer loyalty toward local ISPs. UK’s Office of
Communications’ 2008 Communications Market Report states that 27 percent
of broadband users have already switched at least once their provider. Further-
more, the dynamics of the ISP market is illustrated with real market shares,
e.g. BSkyB entered the UK ISP market in 2005, two years later it had almost
10 percent of the connections [15]. The consumer ICT survey of Commission for
Communications Regulation of Ireland reveals that 84 percent have not change
their ISP in the last 12 months [16]. 81 percent of broadband customers said
that they do not intend to change Internet operator in the next 12 months finds
out Anacom of Portugal [17]. According to a recent report [18], in Finland 16
percent of the subscribers have switched their ISP in 2007 mainly because of
a better offer from a competitor. The Malta Communications Authority’ sur-
vey states that 84 percent of respondents have not switch their Internet Service
Provider in the last two years [19]. We carried out a survey on the customer
loyalty issue for the Hungarian ISP market, 60 percent of the questioned people
do not change their ISP in the last five years. The analysis of our own survey
shows that subscriber loyalty depends on the price difference of the current and
the possible future service providers, users would become disloyal if the price
difference is large enough.

These works and recent works [2,3,4] initiate the discussion on customer loy-
alty and its impact on pricing strategies of ISPs. However, a number of issues
are still to be solved. First, these works use simple or any cost models, usually
zero cost is supposed for every Internet subscription, which does not describe
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the costs which ISPs have to face (e.g. fixed and variable costs). Second, these
works deal with static market scenarios when fixed number of service providers
exist on the market and they compete for the customers, to our best knowledge
the dynamics of the ISP market has not been examined yet. From the argu-
ments above, in this paper we address these issues and try to give answers to
these open questions. The ISP market changes dynamic if a new service provider
enters to it. The new as well as the incumbent ISPs have to select their price
setting strategies based on the costs of providing Internet access, on the cost
of entering and on the current market situation. To model the dynamics of the
ISP pricing competition, we use Stackelberg leader-follower game. Based on our
game-theoretic model we quantify the effects of dynamics and costs on ISPs’
price setting strategies and market shares.

The paper is structured as follows. First, in Section 2, we summarize the basics
of Internet Service Providers’ costs and propose an ISP cost model. Section 3
provide a game-theoretic model for pricing Internet access on a dynamic ISP
market in particular when a new ISP wants to start providing access. We use
Stackelberg leader-follower game to calculate the equilibrium market shares and
profits of the ISPs. We present equilibrium strategies of a dynamic market with
loyal customers using different cost models in Section 4, a simple and a full cost
model will be examined. In addition, we quantitatively illustrate the changes
based on simulation results. Finally, Section 5 concludes the paper.

2 Modelling Cost of Providing Internet Access

Providing local Internet access is a typical example for the so called economics of
scale principle, which means cost advantages that a firm obtains due to expan-
sion, because ISPs have to deploy a fixed cost large-scale transporting network.
In this section we review the basics of ISPs’ costs and present our ISP cost
model. The cost of providing Internet access has significant effect on ISPs’ pric-
ing strategies because the prices have to be selected to cover the expenses.

The operators’ costs can be partitioned based on several aspects [20]: timing
(historical or current cost), association (direct, indirect, shared) or its behaviour
as production increases. For our goal this last one is the most relevant because
on a dynamic ISP market the amount of costs belonging to different number
of subscribers determines the pricing decisions of ISPs. On the one hand, costs
can be fixed (or volume insensitive), if they are constant for a given range of
subscribers. The value of fixed costs may vary in long term, e.g. the provider
decides to buy a new facility. On the other hand, variable costs depend on the
number of users, in case of networking services the functions of variable costs are
usually decreasing. In addition, the same cost can belong to different categories
based on the transporting media. For example, transmission and infrastructure
cost is variable in case of wireline media based on FCC’s HCMP (Hybrid Cost
Proxy Model) tool [21], but it can be considered as fixed cost in case of a li-
censed spectrum wireless service. A cost model of an ISP can include the follow-
ings: Capital Expenditures (CAPEX) e.g. deployment costs, access installation,



14 L. Gyarmati and T.A. Trinh

5 10 15 20
0

40

80

120

Number of subsribers

U
ni

t c
os

t

fix
marginal
concave
total

(a) Unit costs

0 25 50 75 100
0

100

200

300

Number of subscribers

C
um

ul
at

iv
e 

co
st

fix
marginal
concave
total

(b) Cumulative costs

Fig. 1. The different types of cost of Internet Service Providers

Operational Expenditures (OPEX) including maintenance, network manage-
ment, billing, Internet transit cost, commercial, costumer care costs, etc.

Numerous publications examine the costs of service providers and present
the relation of the number of the subscribers and the total cost, including
[22,23,24,25]. [22] gives a comprehensive description of the costs of Internet Ser-
vice Providers and presents ISP specific market and provider segmentation tech-
niques and accounting methods. In addition, a new ISP cost model is proposed
and applied to different ISP scenarios. [23] describes relevant Operational Ex-
penditures elements, these elements are modelled as functions of parameters, e.g.
number of customers or network devices. The presented grouped list of OPEX
elements can be used to perform business case analysis. [24] investigates the costs
of Internet access using cable modem and ISDN. Furthermore, it proposes a ISP
cost model and based on detailed simulation results the effect of the number of
subscribers on total costs is quantified for both technologies. [25] presents eco-
nomic considerations of FTTX deployment, similar decreasing unit cost figures
are shown in the case studies.

A common finding of these papers is the shape of the total cost function of
a service provider, which is similar to a logarithmic function. However, none of
these works suggest a cumulative cost function with few parameters, they either
present only simulation results, or propose formulas for single type of costs.
Therefore, we model the costs of the ISPs with the Fc(n) = nc + cl(n) + Cfix

cost function where n is the number of subscribers and the three cost types are
as follows:

– c marginal cost - constant cost of a subscriber
– cl(n) concave cost - a logarithmic function of the number of users
– Cfix fix cost - independent from the number of subscribers

In practice, the magnitude of these cost types are usually not equivalent, based
on the specific scenarios, one type could be considered relatively negligible to
other types. In particular, in this paper we deal with two models of ISP costs:
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first, we examine the dynamic ISP market with only marginal costs as a simple
model to gain insights, then the full cost model will be assumed. We illustrate the
three type of costs on Figure 1. Figure 1(a) plots the unit costs of a subscriber
as the number of the users increases, while Figure 1(b) shows the cumulative
costs of a provider.

3 Dynamic ISP Market with Loyal Customers as a
Stackelberg Game

The market of Internet Service Providers is open, namely a new firm can enter
or left the market easily. ISPs have loyal customers who usually do not change
their providers. It is an interesting situation when a new ISP enters the market,
because the entrant ISP wants to get customers from the incumbent companies.
In this paper we examine those ISP market scenarios where the number of the
service providers increases.

We model the entry situation in the following way: there are N Internet Service
Providers on the market and a new ISP wants to enter to provide Internet access
for customers. The cost of entry is C which represents the capital expenditures
(CAPEX), e.g. the price of network equipments, the cost of facilities, the cost
of access devices. We suppose, that these costs have to be paid once, when the
firm enters the market.

The local Internet access market is modelled as follows. The demand for In-
ternet access is constant until an α reservation price, everyone can afford to have
Internet access if there exists an ISP whose price is lower than α. Every ISP has
customers who are loyal to their provider, formally ISPi has li loyal subscribers.
Everyone who has an Internet subscription belongs to an ISP, there do not exist
independent users on the market. Different ISP customer loyalty models have
been proposed earlier. [3] presents double-price reservation price loyalty models,
both deterministic and stochastic one. Price difference dependent loyalty models
are proposed by [4] including step based, threshold based and uniformly dis-
tributed models. We will use the last model in this paper, i.e. loyal customers
are price difference dependent namely if there exist a cheaper provider a frac-
tion of the customers leave their current ISP. We model the loyalty of the ISPi’s
subscribers with a linear function, a provider looses Li = pi−pj

α li customers if
ISPj has a lower price (pj < pi). We suppose that every ISP plays rationally,
i.e. selects its profit maximising strategy.

We model the entry situation with a sequential game. First, the entrant ISP
selects an action, she can enter to the market or not. If the entrant ISP decides to
enter, the incumbent providers have two possibilities: set a low enough price to
keep all of her customers or set a profit maximizing price. On Fig. 2 we illustrate
the two-player version of the game with the utilities of the cases both in extensive
and strategic form. The calculations of the profits will be presented later in this
paper. We can see that the threat of ISP1, set c as price, is non-credible, because
if the new ISP enters the market the incumbent can have higher payoff if she do
not play this option. Accordingly, if it is worth for ISP2 to enter, the ISPs will
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Fig. 2. Extensive and strategic form of entering game

play a Stackelberg leader-follower price setting game where ISP1 is the leader
of the game and the entrant ISP2 is the follower. ISP1 sets her price first when
the entry of ISP2 turns out, after that ISP2 selects her own price. ISP2 decides
about the entry based on the number of users who she will have after the entry,
if ISP2 can earn at least C she will enter the market.

4 Game-Theoretic Analysis of Dynamic ISP Market with
Customer Loyalty

In this section we apply the proposed cost, loyalty and dynamic ISP market
models in a game-theoretical analysis. We examine the dynamic ISP market,
where loyal customers exist, using different cost models. We start with a simple
cost model where only constant marginal cost exists to gain insights of the
problem then we extend the simple model to a full ISP cost model.

4.1 Dynamic ISP Market with Linear Cost

In this section we use a simple cost function to model the dynamic ISP market,
where only marginal cost exists, namely the cost of providing Internet access for
a single user is c. We examine different market scenarios through this section, we
first examine the case when an ISP enters a monopolistic market. After that we
deal with a market where N ISPs exist and a new ISP enters, finally we discuss
cases where more than one ISPs enter to a market.

A simple model: one incumbent - one entrant ISP. First, only ISP1 exists
on the market who has l1 loyal customers which is the whole demand. The cost of
providing Internet access for a single user is c, while α denotes the largest price,
at customers still buy Internet access. ISP2 has to set always a smaller price than
ISP1 otherwise she would not have any customers. The payoff function of the
ISPs is Πi = l∗i (pi − c), where l∗i denotes the number of the ISP’s customers at
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Fig. 3. Best response function of one incumbent and one entrant ISP game at different
costs

the equilibrium. ISP1 will have l∗1 =
(
1 − p1−p2

α

)
l1 users after ISP2 entered the

market, while ISP2 will have l∗2 = p1−p2
α l1 customers. Accordingly, the payoff

of the service providers can be expressed as Π1 =
(
1 − p1−p2

α

)
l1 (p1 − c) and

Π2 = p1−p2
α l1 (p2 − c).

Based on the payoff functions the best response function of the ISPs can be
calculated, the proof yields BR1 = c+α+p2

2 and BR2 = c+p1
2 as best response

functions. We show the best response functions and illustrate the effect of the
cost (c) on Figure 3.

The ISPs play leader-follower game, where ISP1 is the leader, she selects her
price based on the best response function of the entrant ISP, after that ISP2 -
the follower - sets her price. pmax = α + c is the optimal price which maximize
maxp1 Π1(p1, p2) =

(
1 − p1−BR2(p1)

α

)
l1(p1−c), the payoff of ISP1. ISP1 can not

set α+c as price because in this case none of the subscribers would buy Internet
access from her. Thus, ISP1 will set the highest possible price α in order to have
maximal payoff. The follower ISP2 calculates the best response price for this,
which is p2 = α

2 + c
2 . Using these Stackelberg equilibrium prices we calculate the

market shares and the payoffs:

pS
1 = α pS

2 = α
2 + c

2
lS1 =

( 1
2 + c

2α

)
l1 lS2 =

( 1
2 − c

2α

)
l1

Π1 =
( 1

2 + c
2α

)
l1(α − c) Π2 =

( 1
2 − c

2α

)
l1

(
α
2 + c

2

)
The results illustrate the effect of a newly entering Internet Service Provider.

We note that it can be showed that the property of the Stackelberg games holds
also in this case, namely the payoff of the leader at the leader-follower game is
larger or equals to the Nash equilibrium payoff.
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Generalized model: N incumbents - one entrant ISP. In the previous sec-
tion we have seen the payoffs and the market shares if a new ISP enters to a mo-
nopolistic market. Usually there exist more than one ISP on the market when
a new ISP wants to enter. In the followings we suppose that the incumbent ser-
vice providers do not increase the number of their subscribers, they do not grab
users from each other. Only the entrant ISP will have new customers from the in-
cumbent companies because her price has to be the smallest otherwise she would
not have any subscribers because switching subscribers select the cheapest offer.
Accordingly, in the following game the entrant ISP will set the smallest price.

There exist i = 1, . . . , N ISPs on the market who are selling Internet access
to their customers, ISPi has li loyal customers. The new ISPj enters the market,
she does not have any subscribers at the beginning. The service providers play
a leader-follower game where the incumbent companies are the leaders, they set
their prices first, while the entrant ISP is the follower of the game. The payoff
functions of the service providers are as follows:

Πi =
(

1 − pi − pj

α

)
li (pi − c) i = 1, . . . , N (1)

Πj =
∑

i

pi − pj

α
li (pj − c) (2)

The best response function of the entrant ISP maximizes her payoff, it can
be expressed as BRj(p1, . . . , pn) = c

2 +
∑

i lipi

2
∑

i li
. The incumbent ISPs maximize

their profits based on the entering ISP’s best response function:

max
pi

Πi(pi, pj) = max
pi

(
1 − pi − pj

α

)
li (pi − c) =

= max
pi

(
1 − pi − BRj(p1, . . . , pn)

α

)
li (pi − c) =

= max
pi

⎛
⎝1 −

pi −
[

c
2 +

∑
i lipi

2
∑

i li

]
α

⎞
⎠ li (pi − c)

The calculations yield the following implicit expressions for the Stackelberg
equilibrium prices:

p∗k =
(2α + c)

∑
i li +

∑
i�=k lipi

2
∑

i li + lk

1
2

+
c

2
k = 1, . . . , N (3)

p∗j =
c

2
+

∑
i lipi

2
∑

i li
(4)

The equilibrium prices produce a system of linear equations, where the vari-
ables are the prices of the ISPs. The equilibrium prices of the Stackelberg ISP
price setting game solve the following system of linear equations:
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The equilibrium prices determine the new market shares of the Internet Ser-
vice Providers:

l∗i =
(

1 − p∗i − p∗n+1

α

)
li i = 1, . . . , N (5)

l∗j =
∑

i

p∗i − p∗n+1

α
li (6)

The equilibrium profits of the ISPs are the product of the market shares and
the equilibrium prices, namely Π∗

k = l∗k(p∗k − c), k = 1, . . . , N, j. In Section 4.3
we present simulation results of different market scenarios.

The previously introduced price setting strategies can also be used if more
than one ISPs enter the market. In case of providing Internet access the new firms
do not have to win a concession tender to start their businesses. Accordingly,
we model the situation when more than one ISPs enter the market iteratively.
We suppose that the entering firms do not enter the market on a flag day, but
they can be order in time. Using this assumption we use our one entrant ISP
model iteratively: a new company enters the market, we calculate the new market
shares then the next ISP enters the market, etc.

4.2 Dynamic ISP Market with Full Cost

We have seen the equilibrium strategies of ISPs if they have simple costs. In this
section we generalize the cost model, thus we examine the dynamic ISP market,
where the ISPs have costs based on the full model presented in Section 2. The
incumbent ISPs (i = 1, . . . , N) has li loyal users, the entrant ISPj does not have
any users at start, α is the maximal price at Internet access can be sold. The
payoff function of the ISPs are as follows:

Πi =
(

1 − pi − pj

α

)
li (pi − c) − Cfix − ln

[(
1 − pi − pj

α

)
li

]
, i = 1, . . . , N (7)

Πj =
∑

i

pi − pj

α
li (pj − c) − Cfix − ln

(
pi − pj

α
li

)
(8)

The incumbent ISPs are the leaders of the game, while the entrant com-
pany is the follower. It is interesting, that even on a monopolistic market, the
equilibrium prices can not be formulated in closed forms. The best response
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of the entrant still can be expressed, it is a quadratic equation. The incumbent
ISP’s best response function is a quartic equation which does not have closed
form solution. If the number of incumbents increases the formula gets compli-
cated, the derivative of the entrant ISP’s profit is

Π ′
j =

∑
i

α + li(c + pi − 2pj)(pi − pj)
α(pi − pj)

which contains the prices of all incumbent ISPs. Accordingly, the best response
of an incumbent ISP is a non-linear function of the best response of all the other
ISPs as well because they are included in the entrant’s best response function.

Accordingly, how can we model the dynamic ISP market? The first solution is
that we numerically express approximating implicit equations for the equilibrium
prices. In this case, the incumbent ISPs have quartic equations while the entrant
ISP has quadratic one. Then systems of equations have to be made with the
combination of the implicit forms, the number of the systems are 2 · 4N which
is exponential in the number of incumbents. These are systems of non-linear
equations therefore can be computed with approximation methods. At the second
solution we define an order of the incumbent IPSs as a leader-follower chain.
First, the entrant ISP is expressed because she is the only follower in the game.
After that the lowest ordered incumbent is the follower and will be expressed, etc.
Using the derived formulas the equilibrium prices can be calculated numerically.
Finally, a simpler cost model can be used to model the dynamics of the ISP
market as we have done in Section 4.1.

4.3 Simulation Results

We use Matlab to calculate market shares, prices and profits of dynamic ISP
markets. For the simple cost model we solve the system of linear equation for
the equilibrium prices. First, we present results on the change of market shares.
Let us suppose that there are three incumbent ISPs on the market with different
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Entrant ISP

Fig. 4. Market shares before and after an ISP entered a three-incumbent ISP market
with simple cost
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Fig. 5. The impact of unit cost on market shares, prices and profits if an ISP enters a
monopolistic market with simple cost
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Fig. 7. Dynamic ISP market with one incumbent and one entrant ISP with full cost

market shares (Fig. 4) and one new ISP enters. In this scenario the entrant ISP
can grab a lot of subscribers thus she will be the largest ISP on the market.
It can be seen that because the ISPs have the same linear loyalty function, the
incumbents loose users based on the ration of their market shares.
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We illustrate the effect of the costs on dynamic, simple cost ISP markets. We
model a monopolistic market on Fig. 5 where the market shares (Fig. 5(a)), the
prices (Fig. 5(b)) and the profits (Fig. 5(c)) are presented as a function of the
marginal cost. The cause of the brakes is the cost of the entry (C), if the entrant
ISP can not have a profit that covers the entry cost, she will not enter the market.
A more competitive ISP market is shown on Fig. 6 where four incumbents exist
on the market. We can see similar trends in the market shares and profits as we
have seen on the monopolistic market.

We use the ordered incumbents method to calculate the effect of dynamics
in case of a full cost, monopolistic ISP market. We have calculated the profit
maximising prices with Matlab, the effects of increasing unit cost on market
shares, profits and prices are presented on Fig. 7. As we can see the market
shares (Fig. 7(a)) and the prices (Fig. 7(b)) are almost linear functions of the
cost of subscribers, only around 80 are non-linear parts because of the logarithmic
function. The entrant ISP has always smaller payoffs even if the market shares
are almost the same, because her prices are always lower than the incumbent’s
in order to grab customers.

5 Conclusion

In this paper, we have demonstrated how ISPs price Internet access in a dynamic
ISP market with customer loyalty, taking in account the impact of dynamics on
prices, profits and market shares. We have provided an overview about cus-
tomer loyalty on global ISP markets. The analysis of our own survey as well
as the results from other empirical researches showed that customer loyalty in
ISP markets exists. In addition, we have examined the different costs of In-
ternet Service Providers and we have shown which type of expenses are fixed
and variables costs. Local ISP markets are dynamic, the number of ISPs and
their market shares change continually. We have created a game theoretic model
which handles the situation when a new company wants to enter the market.
Using Stackelberg’s leader-follower game we have shown how much the market
shares and the profits of the ISPs have changed on the dynamic market. Fur-
thermore the effect of different costs have been illustrated, both analytically and
quantitatively.

As a future research, we plan to investigate furthermore the dynamic ISP
market and the effects of costs, where the service providers can have sophisticated
price setting strategies (e.g. when a new ISP enters the market, incumbent ISPs
select their strategies taking into account the profits of forthcoming months).
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1 Orange Labs, rue du Général Leclerc, Issy-les-Moulineaux, France
{helene.lecadre,mustapha.bouhtou}@orange-ftgroup.com

2 INRIA - Rennes Bretagne Atlantique, Campus de Beaulieu, France
bruno.tuffin@irisa.fr

Abstract. Radio spectrum allocation is essential to the provision of mobile
communication services. The spectrum is a finite resource and can accomodate a
limited number of simultaneous users at one time. Due to this scarcity, allocat-
ing traditional mobile licenses to new mobile operators is unrealizable. Hence,
new entrants should bargain access to the networks of the incumbents who es-
tablish contracts specifying access charge and maximum traffic volume that the
MVNO is allowed to send on the MNO’s network. In this article a Mobile Net-
work operator (MNO) shares his finite network resource with a Mobile Virtual
Network operator (MVNO) lacking the infrastructure. We study the game where
the MVNO invests in content/advertising to compensate for the quality of ser-
vice degradation. Modeling the system as a supply-chain, i.e. a logistics network
consisting of the MNO, the MVNO and the consumers, we determine the access
charge and the optimal traffic volume that the MVNO should be allowed to send
on the MNO’s network to coordinate the system.

1 Introduction

Despite the absence of common definition, Mobile Virtual Network operators
(MVNOs) are characterized as being mobile operators without their own infrastructure
and government issued licenses. MVNOs buy spectrum and possibly also infrastructure
from primary providers, referred to as Mobile Network operators (MNOs). They in-
crease competition in the retail market and enable MNOs to fetch niche markets. Since
they are new in a highly competitive market, MVNOs invest a lot in advertising cam-
paigns or specific contents (for instance, M6 Mobile a MVNO on the Orange network,
broadcasts soccer games; while Fnac Mobile proposes live concerts or advices about
expositions). However, up to date, MVNOs are not really powerfull in the retail market.
Indeed most contracts linked MNOs with MVNOs are too restrictive.

Deregulation provides wireless cellular network operators incentives to sell their ex-
ceeding spectrum for secondary usage. As an example, Mutlu et al. [5] introduce two
classes of consumers: primary users (PUs) whose demand function is price indepen-
dent since they have long-term contracts with the operator and secondary opportunistic
users(SUs). The cellular operator (MNO) aims at selling his exceeding spectrum to

P. Reichl, B. Stiller, and B. Tuffin (Eds.): ICQT 2009, LNCS 5539, pp. 24–35, 2009.
© Springer-Verlag Berlin Heidelberg 2009
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increase his revenue but he should be careful to not decrease the quality of service
perceived by the PUs who have long term contracts with him. Indeed SU’s presence
can increase PU’s blocking probability, generating a punishement, i.e. the loss of mar-
ket shares. However they do not introduce competition between the operators on the
consumers.

Sethi et al. [4] outline the growing importance of the advertising in most industries
today. To increase the advertising investment level, cooperative advertising is used, i.e.
producers and sellers share the cost of advertising and the resulting revenue. Contrary to
Sethi et al. [4] who use a dynamic demand process based on word-of-mouth effects and
advertising perception, our demand function results from a fixed point equation. Indeed
it relies on the opportunity cost [9] which incorporates parameters such as price, delay
and content/advertising investment level. Besides, contrary to them, we test various
forms of contracts and there is some competition between the manufacturer (MNO)
and the retailer (MVNO) on consumers.

In this article, we deal with a MVNO interconnected with a MNO, transmitting
data-services including Voice-over-IP. Each operator is supposed to have a fixed market
share, i.e. there is no competition on the consumers, but on the proportion of resource
that is shared (bandwidth). Following [4], the system is modeled as a supply-chain. Ac-
cording to [7], supply-chain management is a set of approaches utilized to efficiently
integrate suppliers (MVNOs), manufacturers (MNOs), and consumers, so that merchan-
dise (i.e. network access) is delivered and shared at the right quantities, to the right con-
sumers, and at the right time, in order to minimize systemwide costs while satisfying
service level requirements (i.e. providing the operators sufficient profits). Relationships
between the MNO and the MVNO can take many forms, both formal and informal, but
often, to ensure adequate bandwith sharing and timely deliveries, MNOs and MVNOs
typically agree on supply contracts. Besides these contracts can be used as powerful
tools to achieve global optimization, and to motivate the supply-chain parties to reveal
their true forecast of customer demand. In our case, the MNO aims at defining a con-
tract allowing the MVNO to send some traffic on his limited resource network. The
contract definition is fundamental. Indeed, if the MNO sells too much bandwidth to
the MVNO, he might lack capacity for his own clients which would imply a quality of
service degradation and in turn, a heavy loss of money. But if he does not sell enough
bandwidth, some capacity might be unused which would generate also a heavy loss of
money. Furthermore each operator wants to maximize one’s revenue by determining
consumers’ retail prices.

We study the game when the MVNO acts as a Stackelberg leader by investing in
advertsing to compensate for the quality of service deterioration, in Section 2. Then,
in Section 3, we determine the maximum traffic volume that the MVNO should be
allowed to send on the MNO’s network and the associated access charge to coordinate
the supply-chain. It means that the MNO should have no incentives to sell more or less
traffic access to the MVNO and, that the MVNO should agree on the access charge that
the MNO suggests.

For the sake of simplicity in all the game models, we will consider the MNO as a
male player while the MVNO is female. Also, due to space constraints, most proofs are
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left to the extended version [11] of the paper. We just keep the proof of Lemma 1 as it
is useful to get the main principle.

2 Optimization of Operators’ Revenues without Competition on
Consumers When the MVNO Invests in Advertising

In this section, the operators have a fixed number of consumers. They do not compete
for consumer market shares but for the proportion of resource they are going to use.
To emphasize that, assuming no competition for consumers is relevant in the cases
where providers have targeted specific market segments; we can for instance think about
a MVNO broadcasting soccer games on mobile phones, or other specific contents: it
aims at providing a compensation for the MNO’s QoS degradation. The operators want
to increase the usage of each consumer they have acquired because it increases their
average revenue per user (ARPU). However, the total traffic they can transport is limited
because they share a common resource (i.e. spectrum because MNO’s consumers and
MVNO’s consumers are in the same coverage area). The total available bandwidth is
μ. We assume in addition that the MNO does not differentiate between his consumers’
traffic and the MVNO’s consumers’ traffic. The MNO now has to share his network
with the MVNO; indeed the MVNO is allowed to send a maximum traffic volume
Λ2 ∈ [0; μ], on the MNO’s network. Her access charge is wΛ2, where w is a wholesale
access price. Besides the MNO saves Λ1 = μ − Λ2 as capacity for his own traffic. The
interconnexion model is decribed in Figure 1.

Both operators’ consumers valuate the opportunity cost of consuming a unit of traf-
fic (time wasted and price) and send traffic accordingly. We let p1, p2 ≥ 0 be the
prices paid by consumers for consuming a unit of traffic chosen by both operators.
The opportunity costs perceived by consumers for one unit of traffic are c1(p1, p2) =
p1 + α1 d(p1, p2) at the MNO and c2(p1, p2) = p2 + α2 d(p1, p2) + β Θ(λ2, θ)
at the MVNO, where α1 ≥ 0 (resp. α2 ≥ 0) measures the MNO’s (resp. MVNO’s)
consumers’ sensitivity to the QoS d(p1, p2), and β ≤ 0 describes the sensitivity to
content / advertising. Θ(λ2, θ) = θλ2 + r (θ ≤ 0, r > 0) models the MVNO’s con-
tent/advertising investment level perceived by the consumer as a function of her traffic
λ2. Indeed, we assume that the MVNO’s investment level is linearly decreasing in the
traffic flow generated from her clients. If the consumers produce lots of traffic, it means
that they think that the MVNO’s perceived quality is satisfactory, hence the MVNO do
not need to invest too much in content/advertising to compensate for the bad QoS. On
the contrary, if the consumers do not produce much traffic, it means that the experi-
enced QoS is too bad; consequentely the MVNO should invest in content/advertising
to seduce them with an attractive brand image and make the traffic volume increase.
Besides the more the MVNO invests, the better her brand image will be. Hence for the

MVNO’s consumers, −βΘ
(
λ2, θ

)
which represents the brand image associated to the

MVNO, compensates for the bad opportunity cost of traffic excessive delay.
Demand (that is, arrival rate or average traffic λk, for k ∈ {1, 2}) is driven by the

(random) utility of a unit of traffic Uk, λk = ΛkP
[
Uk ≥ ck

]
with ck the above op-

portunity cost. More specifically, λ1 = Λ1F̄
(
p1 + α1d(p1, p2)

)
for the MNO and



A Pricing Model for a MNO Sharing Limited Resource with a MVNO 27

Fig. 1. Description of the interactions between the MNO and the MVNO when their market shares
are fixed

λ2 = Λ2F̄
(
p2 + α2d(p1, p2) + βΘ(λ2, θ)

)
for the MVNO, where F̄ is the con-

sumers’ complementary cumulative distribution function modeling their opportunity
cost perception. Indeed consumers send traffic only if their opportunity cost is inferior
or equal to the utility they associate to the operator’s QoS. We assume that the utility U
is generated according to a uniform law on [0; 1]. Hence, if there exists a solution with
λ1, λ2 > 0 to the above fixed point equations, i.e. when the opportunity costs belong to
[0; 1], it takes necessarily the form,

λ1 = Λ1

(
1 − p1 − α1d(p1, p2)

)
for the MNO (1)

λ2 = Λ2

(
1 − p2 − α2d(p1, p2) − βΘ(λ2, θ)

)
for the MVNO. (2)

The QoS d(p1, p2) is measured via the system’s average delay. We assume that the
network bottleneck is represented by an M/M/1 queueing system so that d(p1, p2) =

1
μ−(λ1+λ2) where μ is the MNO’s maximum bandwith volume [10]. Note that consid-
ering the steady-state delay is not a stringent constraint even if there is a feedback loop
since prices depend on delay too. Indeed, if price changes operate at a much larger time
scale, the queue reaches steady-state before the next price change, and the expected
delay can be observed. This is assumed in the present paper.

The operators’ utilities depend on their consumers’ traffic and chosen prices. The
MNO’s utility U1, is the sum of the revenue generated from his consumers and from
the contract established with the MVNO minus the cost of his infrastructure C:

U1(p1, p2) = p1λ1 − C + wΛ2 (3)

The MVNO’s utility U2, is the sum of the revenue generated from her consumers mi-
nus the contract and the content/advertising investment costs. We assume that the con-
tent/advertising investment costs are proportional to the investment level as perceived
by each individual consumer. The cost of one unit of perceived content/advertising in-
vestment level (e.g. soccer game) is cθ. As a result :

U2(p1, p2) = p2λ2 − wΛ2 − cθΘ(λ2, θ) (4)
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Lemma 1. The fixed point Equations (1) and (2) have unique solutions in λ1 and λ2.
Besides, the delay can be expressed as a function of both operators’ prices p1 and p2:

d(p1, p2) =
Λ1(1 − p1) + Λ2

1+Λ2βθ

(
1 − p2 − βr

)
− μ +

√
Δ

2
[
α1Λ1 + α2

1+Λ2βθΛ2

] , (5)

where Δ =
[
μ − Λ1(1 − p1) − Λ2

1+Λ2βθ (1 − p2 − βr)
]2

+ 4(α1Λ1 + α2
1+Λ2βθΛ2).

Proof of Lemma 1. λ1 �→ λ1
Λ1

is strictly increasing in λ1, while λ1 �→ 1 − p1 − α 1
μ−(λ1+λ2)

is decreasing in λ1; then using the MNO’s fixed point Equation (1) we infer that the traffic
rate λ1 is uniquely defined provided p1 + α1d(p1, p2) ≤ 1 otherwise λ1 = 0. Since λ2 �→
(1+Λ2βθ)λ2

Λ2
is strictly increasing in λ2 and λ2 �→ F̄

(
p2 + βr + α2

1
μ−(λ1+λ2)

)
is decreas-

ing in λ2; the Equation (2) tells us that the MVNO’s traffic rate λ2 is uniquely defined pro-
vided p2 + α2d(p1, p2) ≤ 1 otherwise λ2 = 0. The system delay can be written: d(p1, p2) =

1
μ−(λ1+λ2)

=
{

μ − Λ1(1 − p1) − Λ2
1+Λ2βθ

(1 − p2 − βr) + (α1Λ1 + α2Λ2
1+Λ2βθ

)d(p1, p2)
}−1

.

Determining analytically d(p1, p2) is equivalent to solve a second order polynomial equation:
(α1Λ1 + α2

1+Λ2βθ
Λ2)d(p1, p2)2 +(μ−Λ1(1− p1)− Λ2

1+Λ2βθ
(1− p2 −βr))d(p1, p2)− 1 = 0.

Since the discriminant Δ =
[
μ−Λ1(1−p1)− Λ2

1+Λ2βθ
(1−p2−βr)

]2

+4(α1Λ1 + α2
1+Λ2βθ

Λ2)
is always non negative, we get that d(p1, p2) is the unique positive root of the equation, which
gives us Equation (5). ��
In this section we assume that the contract parameters (w, Λ2) are fixed, i.e. we deal
with a simple form of wholesale contract; however it will be the purpose of Section 3 to
study more complex contracts and define which one the MNO should choose depending
on both operators’ power relations and to optimize the contract parameters. Hence we
assume that the MNO allows the MVNO to send Λ2 as traffic volume on her network;
while the MVNO pays a wholesale access price of wΛ2 to gain access to the MNO’s
network. The operators’ utility optimization problem is made of the two steps described
below. It can be seen as a Stackelberg game where the MVNO is the leader since she
has the possibility to invest in content/advertising and hence is more powerful. Indeed
by investing in content/advertising, she will improve her brand image; as a result, the
consumers’ perceived opportunity costs will decrease, i.e. their traffic λ2 will increase.
In turn the MVNO’s traffic increase implies that the MNO’s network becomes more
congested. Hence the MNO should have to lower his price to increase his consumers’
traffic λ1.

Operators’ revenue optimization and game on content/advertising investment

1. The MVNO chooses a price p2 and invests in content/advertising to maximize her utility,
U2;

2. the MNO chooses a price p1 to maximize his utility, U1;
3. the consumers compute their opportunity costs: c1(p1, p2) and c2(p1, p2), their traffics evol-

ve according to the fixed point equations (1) and (2).

The game is solved by backward induction. The leader (MVNO) considers what the
best response of the follower (MNO) is, i.e. how it will respond once it has observed the
price p2 and content/advertising investment level Θ(λ2, θ) of the leader. The leader then
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determines a price p2 that maximizes her payoff, anticipating the predicted response of
the follower. The follower actually observes this and in equilibrium picks the expected
price p1 as a response.

Proposition 1. The MVNO’s price being fixed to p2
1, to optimize the MNO’s utility, we have to

solve a fourth order polynomial equation2 in p1

a4p
4
1 + a3p

3
1 + a2p

2
1 + a1p1 + a0 = 0

⇔
[
− 3α1Λ

6
1

]
p4
1 +

[
2KLΛ2

1 − 2α2
1Λ

5
1M − 2α2

1Λ
5
1(μ − Λ2

1 + Λ2βθ
(1 − p2 − βr) − Λ1)

− 2α2
1Λ

4
1P

]
p3
1 +

[
K2Λ2

1 + 2KLP + L2 − Λ4
1α

2
1 − 2α2

1Λ
3
1MP

− α2
1Λ

4
1(μ − Λ2

1 + Λ2βθ
(1 − p2 − βr) − Λ1)2 − 2α1Λ

4
1N

]
p2
1 +

[
K2P + 2KLN

− (Λ1 + α1)2P − 2α2
1Λ

3
1MN − 2Λ1(μ − Λ2

1 + Λ2βθ
(1 − p2 − βr)

− Λ1)
]
p1 +

[
K2N − Λ1α

2
1N

]
= 0,

where we have set:

K = 2[α1Λ1 +
α2

1 + Λ2βθ
Λ2]Λ1 − α1[

Λ1Λ2

1 + Λ2βθ
(1 − p2 − βr)],

L = −4Λ1(α1Λ1 +
α2

1 + Λ2βθ
Λ2) + 2α1Λ

2
1,

M = μ − Λ1 − Λ2

1 + Λ2βθ
(1 − p2 − βr),

N = [μ − Λ2

1 + Λ2βθ
(1 − p2 − βr) − Λ1]2 + 4(α1Λ1 +

α2

1 + Λ2βθ
Λ2),

P = 2Λ1(μ − Λ2

1 + Λ2βθ
(1 − p2 − βr) − Λ1).

– Besides if 0 < wΛ2 − C ≤ Λ1(1 − p∗
1)

d(1,p∗
2)

d(p∗
1 ,p∗

2)
, a unique positive price maximizes the

MNO’s utility (3).
– If α1 > wΛ2−C

Λ1d(1,p∗
2)

then p∗
1 ∈ [0; 1]. Since the consumers’ utilities belong to the interval

[0; 1], to guarantee that the MNO’s traffic rate λ1 defined in Equation (1) does not vanish in

(p∗
1, p

∗
2), i.e. that c1(p∗

1, p
∗
2) ∈ [0; 1], we impose that α1 ∈] wΛ2−C

Λ1d(1,p∗
2)

; 1−p∗
1

d(p∗
1 ,p∗

2)
].

– If p∗
1 ≥ Λ2

log Λ2
− cθθ then it is sufficient to choose α2 >

p∗
2−β2Θ(λ2(p∗

1 ,p∗
2),θ)

d(p∗
1 ,p∗

2)
to guarantee

that c2(p∗
1, p

∗
2) ∈ [0; 1].

Proof of Proposition 1. The proof can be found in [11].
From this value, the optimal price for the MVNO can be derived numerically.

Numerical illustrations. Using Proposition 1, the MVNO’s utility U2 can be expressed
as a function of p2 since the MNO’s consumer access price p1 is now merely a func-
tion of p2. We check numerically3 in Figure 2 that U2 has a unique solution in p2. The

1 It implies that the MVNO’s content/advertising level is fixed according to the fixed point
Equation (2).

2 The polynomial equation coefficients ranked in decreasing power are a4, a3, a2, a1, a0.
3 In the revenue optimization problem, the parameters are defined as follows: α1 = 0.8, α2 =
0.85, μ = 10, Λ1 = Λ2 = 5, β = −0.4, θ = −3, r = 16, C = 3, cθ = 0.5.
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Fig. 2. The MVNO’s price maximizing
her utility is unique
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Fig. 3. Investing in content / advertising in-
creases the MVNO’s revenue and both opera-
tors’ optimal revenues depend on the maximal
traffic volume the MVNO is allowed to send on
the MNO’s network (Λ2 = μ − Λ1)

maxima of the operators revenues are: U∗
1 = 22.01 and U∗

2 = 5.89. In Figure 3 we
observe that both operators’ maximized utilities relie on the maximum traffic volume
the MVNO is allowed to send on the MNO’s network4 and that the MVNO has in-
centives to invest in content/advertising since maximized revenue is greater with some
content/advertising than without (U∗

2 (θ = 0, r = 0) = 1.19).

3 Providers Power Relations and Contract Definition

The aim of this section is to define the contract between the MNO and the MVNO. In-
deed we can see the MNO as a supplier of the scarce resource for both his consumers’
business units and for the MVNO. Then the system composed of the MNO, the MVNO
and both providers’ consumers can be modeled as a supply-chain. The contracts of the
supply-chain are between the MNO and the MVNO; additionally these latter determine
optimal pricing strategies to sell their services on the market. The need from coordina-
tion, i.e. the maximization of the social-welfare using contract parameters imposed by a
regulatory authority such that no provider has incentives to deviate, results from the fol-
lowing observation: if the MNO imposes upon the MVNO to buy Λ∗

2 = arg maxΛ2 U1,
then the MVNO assumes all of the risk of having more bandwidth than she really needs,
while the MNO takes no risk. Indeed, since the MNO takes no risk, he would like the
MVNO to buy as much of his unused bandwith as possible; while the MVNO would
prefer to limit the quantity due to the huge financial risk. Of course if the MVNO limits
her order quantity there is a significant increase in the likelihood of spoilt capacity for
the MNO. If the MNO is willing and able to share some of the risk with the MVNO,
it may be profitable for the MVNO to order more bandwith, thereby reducing spoilt
capacity probability and increasing profit for both of them. It turns out that a variety of

4 It is quite natural since U1 and U2 are functions of Λ1 and Λ2.



A Pricing Model for a MNO Sharing Limited Resource with a MVNO 31

supply-chain contracts enable this risk sharing, and therefore increase profits for both
supply-chain entities [7]. In Section 2 we have supposed that the unit access charge w
was fixed; i.e. we were in the simple case of a wholesale contract. The aim of this sec-
tion is now to study more complex contracts such as revenue sharing, quantity discount
and sales rebate [2]. The MNO wants to determine how much traffic the MVNO should
be allowed to send on his network. He assumes to be in the worst case, i.e. that the
MVNO has so much consumers that she sends the maximal allowed traffic volume on
his network. More formally, we aim to determine the maximal traffic volume Λ2 that
the MVNO should buy at the access charge w such that neither of the operators can
increase ones’ profit by unilaterally deviating from his (her) choice.

If the MNO acts selfishly, he determines contract parameters: Λ∗
2, w∗ ≡ w(Λ∗

2) max-
imizing his own utility. However such a behavior is not optimal when looking at the
social-welfare as the sum of MNO and MVNO utilities. Optimal performances can be
achieved if they coordinate by contracting on a set of transfer payments such that each
operator’s objective becomes aligned with the supply-chain’s objective. The contract
coordinating the supply-chain relies on the optimal traffic volume Λ0

2 = arg maxΛ2 U.
In fact supply-chain’s contracts play the role of an unbiased decision maker who would
identify the best strategy for the entire supply-chain and allocate the whole profit be-
tween both players. This unbiased decision maker would consider the two supply-
chain’s partners: the MNO and the MVNO, as two members of the same organization.
Hence the transfer of money between the parties would be ignored and the unbiased
decision maker will maximize the supply-chain’s profit. Contracts help firms to achieve
global optimization [7]. The contract definition requires the four following steps:

(i) the MNO chooses a contract category between revenue sharing, quantity discount
and sales rebate;

(ii) the MNO determines contract parameters w∗, Λ∗
2 maximizing his utility U1;

(iii) an unbiased decision maker computes Λ0
2 = arg maxΛ2 U and allocates the

supply-chain’s profit between the operators;
(iv) the MVNO is free to refuse the contract.

In practice, the MNO’s share of the supply-chain’s optimal profit is defined as in [2]:
ρ∗1 = U1(Λ∗

2 ,w∗)
U(Λ0

2) , where the supply-chain’s utility U = U1 + U2 is the sum of the MNO
and MVNO’s utilities. The higher this coefficient is, the more attractive the contract is
for the MNO since U1 = ρ∗1U(Λ0

2) and U2 = (1 − ρ∗1)U(Λ0
2). We consider the three

following types of contracts.

– If the revenue sharing contract is implemented, the MNO charges wΦ(Λ2) per unit
traffic purchased plus the MVNO gives the MNO a percentage of her revenue (cf
[3] for an application to the video cassette rental industry). Indeed in the sequential
supply-chain, one important reason for the MVNO to refuse a contract is the high
wholesale price [7]. If somehow the MVNO can convince the MNO to reduce the
wholesale price, then clearly the MVNO will have an incentive to cooperate. Of
course a reduction in wholesale price will decrease the MNO’s profit if he is un-
able to sell more capacity. This is adressed in the revenue sharing contract where
the MVNO and the MNO share the revenues generated from the consumers. Let
Φ ∈ [0; 1] be the fraction of the supply-chain’s revenue that the MVNO keeps;
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(1 − Φ) is then the fraction earned by the MNO. Depending on both operators’
power relations, the sharing parameter will be defined in Theorem 1. In the revenue
sharing contract, the providers’ utilities are defined as:

U1 = (1 − Φ)(λ1p1 + Λ2p2) + wΦ(Λ2)Λ2 − C (6)

U2 = Φ(λ1p1 + Λ2p2) − wΦ(Λ2)Λ2 − cθ(θΛ2 + r) (7)

– In the quantity discount contract, the transfert payment is wd(p2, Λ2)Λ2 where wd

is a decreasing function of the MVNO’s traffic Λ2. The MVNO pays the MNO
wd(p2, Λ2)Λ2 to send her traffic on the MNO’s network [2]. In the quantity discount
contract, the operators’ utilities take the form:

U1 = λ1p1 + wd(p2, Λ2)Λ2 − C (8)

U2 = Λ2p2 − wd(p2, Λ2)Λ2 − cθ(θΛ2 + r) (9)

– With a sales rebate contract, the MNO charges ws(p1, p2, Λ2) per unit of traffic
purchased by the MVNO but then gives the MVNO a rebate rs(Λ2) which is a
function of the traffic sent by the MVNO, if the MVNO’s QoS d(p1, p2) is above
some predefined threshold d0 [2]. In the sales rebate contract, the utilities are:

U1 = λ1p1 + ws(p1, p2, Λ2)Λ2 − rs(Λ2)1{d(p1,p2)>d0} − C (10)

U2 = Λ2p2 − ws(p1, p2, Λ2)Λ2 + rs(Λ2)1{d(p1,p2)>d0} − cθ(θΛ2 + r) (11)

We insert the QoS measure expression, i.e. the delay d(p1, p2) = 1

μ−
(

λ1+Λ2

) , in

the fixed point Equation (1); the MVNO’s traffic being fixed to Λ2. To determine the
MNO’s traffic λ1(Λ2) we need to solve a second order polynomial equation in λ1 whose
unique positive root is:

λ1(Λ2) =
1
2

{
[μ − Λ2 + Λ1(1 − p1)] +

(
(μ − Λ2 + Λ1(1 − p1))2 − 4(Λ1(1 − p1)

(μ − Λ2) − αΛ1)
) 1

2
}

. (12)

Let b ≥ 1 and γ ∈ R be coefficients characterizing the operators’ power relations.
We assume that the supply-chain’s utlility is linear in the MNO’s one, i.e. U = bU1 +γ.
It implies that the contract parameters which maximize the supply-chain’s utility is
a Nash equilibrium for the operators [2]. Indeed let (w, Λ2) be contract parameters
maximizing the supply-chain’s utility U . If we assume that there exists Λ′

2 such that
Λ′

2 
= Λ2 and U1(w, Λ′
2) > U1(w, Λ2) then by linearity we get bU1(w, Λ′

2) + γ >
bU1(w, Λ2) + γ i.e. U(w, Λ2) > U(w, Λ′

2). By application of Nash’s Lemma [8] we
get that the MNO’s strategy is to choose Λ2 with probability one. If we assume that
there exists w′ such that w′ 
= w and U2(w′, Λ2) > U2(w, Λ2) then by linearity we
get b

b−1U2(w′, Λ2) − γ
b−1 > b

b−1U2(w, Λ2) − γ
b−1 i.e. U(w′, Λ2) > U(w, Λ2). By

application of Nash’s Lemma [8] we get that the MVNO’s strategy is to choose w
with probability one. Besides depending on both operators’ power, we can express the
MNO’s utility has a linear function of the supply-chain’s one: U1 = 1

b U − γ
b and U2 =

b−1
b U+ γ

b for the MVNO. For each contract we determine Λ0
2(RS), Λ0

2(QD), Λ0
2(SR)
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i.e. the maximal traffic volume that the MVNO should be allowed to send on the MNO’s
network to maximize the supply-chain’s utility under revenue sharing, quantity discount
and sales rebate contracts. Then by substitution in the contract parameters we get w0

Φ ≡
wΦ

(
Λ0

2(RS)
)
, w0

d ≡ wd

(
p2, Λ

0
2(QD)

)
and w0

s ≡ ws

(
p1, p2, Λ

0
2(SR)

)
.

Theorem 1. The three contract parameters
(
Λ0

2(RS), w0
Φ

)
,
(
Λ0

2(QD), w0
d

)
and(

Λ0
2(SR), w0

s

)
which are respectively the MNO’s optimal traffic to sell to the MVNO

and the associated access charge for the revenue sharing, the quantity discount and the
sales rebate contracts, defined with the following parameters

Φ = 1 − 1
b
, and wΦ(Λ2) = (Φ − 1)

γ + C Φ
Φ−1 + cθ(θΛ2 + r)

Λ2
; (13)

wd(p2, Λ2) = p2 +
cθ(θΛ2 + r) + γ

Λ2
; (14)

ws(p1, p2, Λ2) =
(1 − b)λ1p1 + Λ2p2

bΛ2
, and rs(Λ2) =

cθ(θΛ2 + r) + γ

b
; (15)

coordinate the supply-chain (in the sense that it maximizes the total surplus of the MNO
and the MVNO, i.e. the sum of their utilities).

Proof of Theorem 1. Using Equations (6) and (7), (8) and (9), (10) and (11); by iden-
tification of the relation U = U1 + U2 = bU1 + γ, we infer the contract parameters
values. ��
We determine the optimal traffic volume that the MVNO should be allowed to send
on the MNO’s network to maximize the supply-chain’s utility under the three contracts
considered.

Proposition 2. For the revenue sharing contract we get:

Λ0
2(RS) =

1
2 − 1

2[2 (cθθ−Φp2)2

Φp1
+1]2

[
2μ − 2Λ1(1 − p1) +

1

2[2 (cθθ−Φp2)2
Φp1

+ 1]2(
μ − 3Λ1(1 − p1)

)
+

√
Δr

]
, (16)

where Δr =
[
2μ − 2Λ1(1 − p1) + 1

2[2 (cθθ−Φp2)2

Φp1
+1]2

(
μ − 3Λ1(1 − p1)

)]2
−

4
[(

2 (cθθ−Φp2)2

Φp1
+1

)2][
μ2−2μΛ1(1−p1)+Λ2

1(1−p1)2 +4αΛ1− 1

4[2 (cθθ−Φp2)2

Φp1
+1]

]
.

For the quantity discount and sales rebate contracts we have:

Λ0
2(QD) = Λ0

2(SR) =
1
2

[ 16
(p1

2 − p2 + cθθ)2
−

(
2μ2 − 2Λ1(1 − p1)

+ 4Λ1(1 − p1)
)

+
√

Δq

]
(17)
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where Δq =
[(

2μ2−2Λ1(1−p1)+4Λ1(1−p1)
)

16
( p1

2 −p2+cθθ)2

]2
−4

[
μ2−2Λ1(1−p1)μ

+ Λ2
1(1 − p1)2 + 4αΛ1 + 16

( p1
2 −p2+cθθ)2

]
.

To determine Λ∗
2(RS) (resp. Λ∗

2(QD), Λ∗
2(SR)) we substitute λ1(Λ2) obtained in

Equation (12) and the contract parameters obtained in Equation (13) (resp. (14) and
(15)) in the MNO’s utility U1 and derive it with respect to Λ2. The traffic volumes that
the MNO should allowed access to when he acts selfishly, are defined analytically for
each contract as one of the positive roots of fourth order polynomial equations and

solve ∂Λ2U1

(
Λ∗

2(RS)
)

= 0 (resp. ∂Λ2U1

(
Λ∗

2(QD)
)

= 0, ∂Λ2U1

(
Λ∗

2(SR)
)

= 0).

Proof of Proposition 2. The proof can be found in [11].

Table 1. Most profitable contract to use for the MNO depending on power relations and con-
tent/advertising investment level (RS means revenue sharing, QD means quantity discount and
SR, sales rebate)

����������
Advertising
level

MNO’s
power

par. 0 < 1
b
≤ 0.25 0.25 < 1

b
≤ 0.5 0.5 < 1

b
≤ 0.75 0.75 < 1

b
< 1

−0.1 ≥ θ > −0.5 QD SR RS RS
−0.5 ≥ θ > −0.7 QD SR SR SR
−0.7 ≥ θ ≥ −1.0 SR SR RS RS

In Table 1 we identify the parameter 1
b with the MNO’s power in the supply-chain;

optimizing numerically both operators’ consumers’ retail prices, we determine which
contract maximizes the MNO’s share of the optimal supply-chain’s profit depending
on power relations and content/advertising investment level θ. The Table 1 results are
logical since when the MNO is not powerful, he has to give the MVNO some incentives
to collaborate, for example by using an access charge decreasing in the volume of traffic
this latter sends on his network or by promising a refund if the MVNO’s delay is above
some predefined threshold; and when he is powerful, a revenue sharing contract is more
lucrative since he gets a high fraction (equal to his power coefficient) of the supply-
chain’s total revenue. For example, in the last column of Table 1 (the MNO has high
market power), we can explain the swapping between revenue sharing (RS) and sales
rebate (SR) like this: when the investment is low, the MVNO is weak compared to the
MNO so the MNO can impose risk sharing to the MVNO via a revenue sharing contract
(RS); when the investment is higher, the MNO is threatened by the MVNO because
it consumes more traffic (and so increases the average delay), so the MNO prefers a
sales rebate contract (SR); finally when the investment is very high, the revenue of the
MVNO is more attractive for the MNO than providing low delays in order to satisfy his
consumers, so he would rather use a revenue sharing contract (RS).
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4 Conclusions

In this paper, we have modeled the economic interactions between a MNO sharing his
limited network resource and a MVNO lacking the infrastructure. We have designed
an optimal pricing strategy when no traffic differentiation is introduced by the MNO
while the MVNO invests in content/advertising to compensate for the QoS degradation.
The access charge and the optimal maximal traffic volume that the MVNO should be
allowed to send on the MNO’s network to coordinate the supply-chain made of both
operators and consumers, are defined for various popular contracts in the supply-chain
literature (i.e. revenue sharing, quantity discount and sales rebate).

The model can be extended to include some dynamicity by introducing two compet-
itive Markov decision processes modeling both operators’ market share evolution, and
uncertainty might result from the MNO’s ignorance of the consumers’ expected service
level [6]. Besides the model could be transposed to the machine-to-machine market
taking data integrity as QoS measure.
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Gloriastrasse 35, CH-8092 Zürich, Switzerland
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Abstract. Offering Grid services in an open market determines an op-
timization case for finding the best suitable resource allocation for a
given number of requests and existing resources. Thus, appropriate re-
source allocation schemes, supporting accounting, are required in ad-
dition to a pricing scheme, which supports financial fairness criteria.
The newly developed Resource Allocation Model for the Combinatorial
Double Auction (RAMCoDA) achieves these requirements, while being
incentive compatible.

1 Introduction and Related Work

Commercial Grid services need to support resource allocations, which should be
incentive-compatible. Therefore, resource allocations in Grids need the support of
a suitable accounting and pricing (often termed billing) scheme. As economic the-
ory tells, auctions do have the potential, if applied in a sensible manner, to achieve
the incentive compatibility. With respect to the Grid services market, Combina-
torial Auctions (CA) can represent satisfying characteristics. Within CAs, the
user can bid for combinations of resources, on which tasks can be executed, while
improving economic efficiency and maximizing the revenue of the Grid. How-
ever, existing CA-based resource allocations [1], [6] focus on the users’ side only
and they do not define any specific mechanisms for pricing and accounting re-
sources. Since the CA’s pricing algorithm is a computationally complex task, ex-
isting work regard the final price paid by the agent often as its bid or the simple
division of the auctioneer’s total income. This may lead to a misrepresentation
of the agents’ true valuations, which cannot ensure incentive compatibility.
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Thus, a novel resource allocation model based on Combinatorial Double Auc-
tions (CoDA) is proposed, which is suitable for accounting and pricing purposes.
The CoDA combines both advantages of a Double Auction (DA) and a CA. An-
alytical experiments of the newly developed Resource Allocation Model for the
Combinatorial Double Auction (RAMCoDA) show that the new scheme is effec-
tive and incentive-compatible. Existing pricing schemes in related work can be
classified into three main categories: Bargaining Models [2], Commodity Mar-
ket Models [5], [10], and Auction Models [6], [4], [9]. Auction Models include
either one-to-many or many-to-many interactions. The DA is widely used for
many-to-many auctions, in which buyers and sellers are treated symmetrically
with buyers and sellers submitting bids. Instead of selling items of resources in-
dividually, in a CA the seller allows bids on bundles of items, enabling bidders
to deal with entities of direct interest and avoiding the risk of obtaining incom-
plete bundles. The auction based pricing schemes include an autonomous pricing
mechanism as proposed by [9], in which prices are decided by Grid traders within
the trading process, a type of autonomous pricing mechanism proposed by [4],
in which consumers and producers are autonomous agents that make their own
decisions according to their capabilities and their local knowledge, and another
pricing strategy for combinatorial Grids introduced in [6], where resource agents
administrate available memory, CPU, network bandwidth, and disk capacities
on the supply side. Further details on related auctions and pricing schemes can
be obtained in [3].

The distinguishing characteristic of RAMCoDA as herein proposed is deter-
mined by the use of CoDA onto resource allocation and pricing in Grids. The
newly designed model enables to obtain the complete allocation information and
trade price as described in the following sections.

While Section 2 introduces the underlying resource allocation model of RAM-
CoDA, Section 3 defines the corresponding pricing algorithm. Both are simulated
in Section 4 and a summary is given in Section 5.

2 CoDA-Based Resource Allocation Model

For the novel CoDA-based resource allocation model (cf. Fig. 1.) each Grid user
operates a User Broker (UB). Within the UB, the Resource Discovery component
is responsible for finding resources according to users’ requirements; it contacts
the Grid Information Service (GIS) to obtain the list of resources that matches
these requirements. The Auction Agent in UB is responsible for generating re-
source combinations based on the list of resources returned by the GIS. For each
combination of resources, it generates a bid within the user’s budget and sub-
mits the bid and the corresponding combination to the Grid Market Auctioneer
(GMA). The Price Depository component is responsible for storing price infor-
mation related to the task. At a later stage, this information can be used for
accounting. The Job Management Agent is responsible for sending the user job
to resources and collecting the results.

The GIS provides resource registration services and maintains a list of re-
sources available in the Grid. The GIS may be implemented in a decentralized
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Fig. 1. Resource Allocation Model for the Combinatorial Double Auction (RAMCoDA)

manner, e.g., based on a Distributed Hash Table (DHT). Each Grid Service
Provider (GSP) will register all resources it can provide at the GIS. The Auction
Agent in GSP is responsible for generating the resource combination it would
sell. For each resource combination, it generates a bid and submits it together
with the corresponding combination description to the GMA. The Admission
Control component receives the auction result from the Auction Agent and de-
cides, whether the tasks sent from the UB will be managed or not. The Resource
Scheduler is responsible for allocating all tasks to the corresponding resources.
Within the GMA, the Combinatorial Double Auctioneer is responsible for col-
lecting the combination of resources and corresponding bids sent by UBs and
GSPs. Based on the that information it runs the CoDA algorithm to determine
the winner UBs and GSPs. Additionally, it sends the result obtained to UBs and
GSPs. Finally, the Pricing Algorithm is responsible for generating particular al-
location results and corresponding price information. The price calculated will
be sent to all UBs and GSPs, who did participate in the trade.

RAMCoDA mainly differs from the allocation model in [1] in terms of the
applied auction model and the pricing algorithm (cf. Section 3) in the GMA and
the Price Depository components in the UB and GSP. Consequently, interactions
between the components are different. In [1], only UBs submit their bids, while
in RAMCoDA both UBs and GSPs submit their bids and offers, respectively.

3 The Pricing Algorithm

The pricing algorithm is a key part of any DA approach. Thus, for the resource
allocation the algorithm proposed follows five steps to determine the best suited
resource price.
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1. Assuming that there are n participants in a CoDA, including m users and
n − m GSPs, UBs and GSPs submit resource combinations (bundles) and
bids, in form of Bj , to the GMA. Bj can be specified as (aj , pj), where
a = (a1j , ..., aij , ...akj), aij is the quantity of item i requested (aij > 0) or
supplied (aij < 0) in the bundle j. Here suppose a UB/GSP is allowed to
ask for one bundle in the auction, so the subscript j could identify both
a bundle and a UB/GSP. The symbol k denotes that there are k resource
items to be considered jointly in the auction. K is the set of the items. pj

is the amount the bidder is willing to pay for the bundle j, if pj > 0, it is
regarded as a buying price; otherwise it is regarded as a selling price. The
combinatorial double auctioneer runs the CoDA algorithm represented in
(1) and receives the result xj [8]. The objective of CoDA is to maximize
the total trade surplus, while satisfying the constraint that the number of
units selected by buying bundles does not exceed the number provided by
the selected selling bundles for each item.

max

n∑
j=1

pjxj , s.t.

n∑
j=1

aijxj ≤ 0 ∀i ∈ K, (1)

with xj ∈ {0, 1} ∀j ∈ {1, ..., n}.

Afterwards, the GMA informs UBs and GSPs about the bid’s acceptance or
rejection and requests the winner GSPs to reserve the resources awarded.
Loser participants can renew their bids in the next round. The winner par-
ticipants are denoted as the traders in the following.

2. For each trader, the average bid is calculated as

pa
j =

pj∑k
i=1 aij

. (2)

All traders are buyers or sellers. Buyers are ranked in the decreasing order
of the average bid; the result is denoted as the buyer list bl. Accordingly,
sellers are ranked in the increasing order of the average bid; the result is the
seller list sl. All sellers are classified by the resource item. The algorithm
achieves sl

i, i ∈ {1, ..., k} for each item of the resource, while ql
i represents

the resource quantity list corresponding to the sl
i.

3. Generating the average trade price matrix pm, in which pm(s, t) represents
the average trade price, when the sth buyer in the list bl trades with the tth
seller in the list sl, the value is calculated as follows in (3):

pm(s, t) =
pa

bl(s) + pa
sl(t)

2
. (3)

4. The resource allocation and pricing is done in order from the first buyer
in bl to the last one. Buyers will be matched with the first seller holding
the required resources in the sl for the allocation. If requirements of this
buyer can be satisfied, the algorithm will update results and go to the next
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buyer, otherwise, the buyer will be matched with the next seller for surplus
requirements. Moreover, Ra

i and Rp
i , which are both g×h matrices, represent

particular allocation and pricing results of the resource i, respectively. Here
g denotes the number of buyers in bl, while h denotes the number of sellers
in sl. The algorithm is defined as follows:

Input:B, bl, sl, sl
i, q

l
i Output:Rp

i , R
a
i ; i ∈ {1, ..., k}

(a) Initialization:
s = 1, i = 1, Rp

i = [0]g×h, Ra
i = [0]g×h.

(b) Inquire the average trade price matrix pm; compare the buyer’s requirement
aibl(s) with ql

i(m)
m ← the location of the first non-zero quantity in the list ql

i

t ← the location of seller sl
i(m) in the list sl

If ql
i(m) ≥ aibl(s)

Rp
i (s, t) = Rp

i (s, t) + aibl(s) · pm(s, t);
Ra

i (s, t) = Ra
i (s, t) + aibl(s);

ql
i(m) = ql

i(m) − aibl(s);
aibl(s) = 0;
Go to Step (c);

else
Rp

i (s, t) = Rp
i (s, t) + ql

i(m) · pm(s, t);
Ra

i (s, t) = Ra
i (s, t) + ql

i(m);
aibl(s) = aibl(s) − ql

i(m);
ql

i(m) = 0;
Repeat Step (b);

(c) Store the temporary allocation result Ra
i and pricing information Rp

i , deter-
mine whether all the resource requirements of the sth buyer are satisfied,
If all requirements are satisfied

Go to Step (d);
else

i = i + 1;
Go to Step (b);

(d) Determine whether all buyers’ requirements are satisfied, i.e., whether get to
the end of the bl,
If end of the bl

EXIT;
else

s = s + 1;
i = 1;
update Rp

i , Ra
i , ql

i;
Go to Step (b);

Finally, each trader will receive a trade price represented by the vector pb or ps:

pb = (
∑h

t=1

∑k

i=1
[Rp

i ]g×h)T ,

ps =
∑g

s=1

∑k

i=1
[Rp

i ]g×h, (4)

where T denotes the transposition of the matrix.

5. Finally, the GMA sends the related information in those vectors pb, ps, and Ra
i ,

Rp
i to each trader.
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4 Simulation Results and Discussion

Based on the model and pricing algorithm presented above, a performance in-
vestigation has been undertaken. While the functionality of RAMCoDA shows
the interactions needed to obtain the result of a corresponding price, the per-
formance needs an analytical approach. Thus, a simulation has been performed.
Experiments were run in Matlab on a Pentium D dual-core CPU 2.8 GHz with
1 GB memory. Key rules for the parameter selection are as follows: for buyers,
the value of each resource item is within the range [lbi , u

b
i ], for sellers, the value

of each resource item is within the range [lsi , u
s
i ], with the constraint lsi ≤ lbi ,

us
i ≤ ub

i to lower the possibility that too many bids of sellers are higher than
bids of buyers. Here lbi , u

b
i , l

s
i , u

s
i are all the fixed parameters of the simulation.

The demand and supply quantity of resource i from each participant, i.e.|aij |,
is uniformly distributed over the interval [0, di] and [0, si], respectively. Based
on the assumption above, each buyer can give its valuation of his resource com-
bination within the range

[∑k
i=1 aij l

b
i ,

∑k
i=1 aiju

b
i

]
, while seller’s valuation is

within
[∑k

i=1 aiju
s
i ,

∑k
i=1 aij l

s
i

]
. In the following simulation, all participants bid

for resource combinations according to their true valuation, which means bids
are equal to those valuations.

The particular simulation undertaken considers 3 items of resources in the
Grid, denoted as A, B, and C. These resources may include in a real-world
scenario storage, access bandwidth, and a certain software library needed to run
the Grid’s task of a weather simulation. In the case considered, 20 participants
are involved in the CoDA, including 10 UBs and 10 GSPs. For UBs, the value
ranges of 3 items of resources are [5, 10], [10, 15], [15, 20] respectively, while for
GSPs, the ranges are [4, 8], [8, 12], [12, 16] respectively. Moreover, di = si =
20 has been selected. The parameter settings can be found in Tab.1. Through
solving the CoDA represented in (1), participants 1, 2, 3, 5, 6, 7, 8, 9, 10 and
11, 12, 13, 14, 16, 17, 19, 20 are the winning bidders. The bids of 4, 15 and 18
are rejected in this round.

The allocation and pricing results are shown in Fig. 2. Buyer list bl has the
same order as the row order of Ra

i and Rp
i , while the seller list sl has the same

order as the column order of these matrices. It can be seen that Fig. 2 gives
the complete information of the allocation and all trade prices. Take buyer 3
for example: his demand is (0 2 7) – determining the request for 2 units for re-
source B and 7 units for resource C, respectively – and the bid is 147. His trade
information can be obtained from the corresponding row based on his position
in bl, i.e. the first row, in the Ra

i and Rp
i matrices. As marked in Ra

i in Fig. 2,
all requirements of buyer 3 are satisfied by 3 sellers jointly, thus, here the first
seller in sl, i.e. 17, provides 2 units of resource B and 2 units of resource C; the
second seller in sl, i.e. 16, provides 2 units of resource C; and the third seller
in sl, i.e. 14, provides 3 units of resource C. They will charge this buyer 23, 23,
24.8 and 38.3 monetary units, respectively, as marked in Rp

i in Fig. 2. Similarly,
the trade information of each seller can be gained from the corresponding column
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Table 1. Parameter settings for each participant

No. A B C p No. A B C p

1 3 10 4 253 11 -13 -20 -11 -461
2 6 16 8 417 12 -12 -1 -19 -326
3 0 2 7 147 13 -7 -15 -3 -250
4 5 13 14 399 14 -7 -20 -16 -396
5 11 14 20 683 15 -11 -12 -7 -336
6 8 9 16 509 16 -19 -15 -2 -303
7 15 9 9 392 17 -14 -10 -2 -174
8 16 6 1 200 18 -10 -1 -20 -366
9 15 16 6 442 19 -7 -14 -13 -349
10 13 19 1 431 20 -13 -9 -6 -272
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Fig. 2. Selected Results of the Allocation and Pricing Simulation

in the matrices. The total payment of each buyer and the total income of each
seller are shown in pb and ps. As marked, the total payment of buyer 3 is 109.1.

It can be seen that RAMCoDA is very suitable for resource allocation in Grid.
This is due to the following reasons: (a)comparing with the allocation based on
the single-item auction, which needs multiple rounds of auctions for a single item
of resource to be auctioned off, RAMCoDA performs more efficiently, e.g., the
proposed pricing algorithm determines the resource allocation and pricing of 17
traders in a single round in the above simulation; (b)the combination of both
advantages of the DA and the CA, including the prevention of a monopoly, while
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considering requirements of both sides and permitting bidding for the resource
combination requested by the task; and (c)it can achieve the explicit allocation
and trade price information as well as the incentive compatibility characteristic,
which are missing in a pure CA-based approach.

The achieved incentive compatibility characteristic is explained in the follow-
ing. Due to the assumption that all participants will bid for resource combina-
tions according to their true valuations, for buyers it holds that utility = true
valuation - trade price = bid - trade price, while for sellers it holds that utility
= trade price - true valuation = trade price - bid [7]. If there is a buyer who
attempts to obtain a better utility through misrepresenting the true valuation,
the results can be classified as follows: If bid < true valuation, then he might
be (1) rejected by the CoDA algorithm because his bid is too low, then his util-
ity becomes 0; (2) still one of the winner bidders, but due to the reason that
this bid change will lead to the change of his location within list bl, this causes
him to trade with the higher bid sellers and finally obtain the lower utility; (3)
still one of the winner bidders, and can get the lower final trade price because
of his lower bid, even though he has to trade with the higher bid sellers. If
bid > truevaluation, he will generally obtain the lower utility except the situa-
tion in which he has the chance to trade with an extremely low bid seller. Few
participants would like to act in this way.
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Fig. 3. The utility as a function of the bid

Fig. 3 takes buyer 6 in the previous experiment for example, and shows the
utility as a function of his bid. Here assuming all other participants still hold
their original bids as shown in Tab.1. It can be seen from Fig. 3, when buyer 6 is
under-reporting the true valuation, the fluctuation in the figure is corresponding
to the three situations discussed above. He can only get the higher utility under
situation (3); however, because there is still the risk of getting a lower utility
or even being rejected by the CoDA, and the buyer has no idea about other
participants’ bids, it will be difficult for him to decide how much to under-report,
and arbitrarily under-reporting may actually lower his utility, as shown in Fig. 3.
The situation is similar for the sellers. Therefore, bidding the true valuation is
still the optimal strategy for each participant.
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Fig. 4. Results of the Pricing Algorithm (for buyers,n=200)

In order to demonstrate the performance of the proposed pricing algorithm, a
resource allocation on a larger scale has been simulated. It is assumed that 200
participants are involved in the CoDA, including 100 UBs and 100 GSPs. For
all participants, the value ranges of 3 items of resources are [5, 20], [10, 25], [15,
30] respectively, and di = si = 10 is selected. Since this selection has been done
randomly and through solving the CoDA, 53 UBs and 54 GSPs are the winning
bidders. In any other case of randomly selected parameter values, different UBs
and GSPs would be winning, however, the algorithm proposed would work the
same way. Therefore, these results of the algorithm are illustrated in Fig. 4 and
Fig. 5, representing a demonstration case. It presents the comparison between
the original bid and the trade price. The horizontal axes in Fig. 4 and Fig. 5
represent the corresponding position in bl and sl, respectively. Dotted lines in
the figure do not relate to the price, they determine the original UB or GSP
number corresponding to the number on the horizontal axis.

For example, 21 on the horizontal axis in Fig. 4 denotes the 21th buyer in bl;
from the dotted line, it can be seen that it represents the first (no. 1) UB in
the simulation. The original bid and trade price of this UB are 490 and 385.1
monetary units, respectively. It can be seen that the algorithm proposed can
complete the resource pricing efficiently, the trend of the trade price obtained is
similar to that of the original bid. Moreover, the buyers (sellers) in the front of
the list bl(sl) can receive a compensation, while the last set of buyers (sellers) will
pay (get) the higher (lower) price for the service than their original valuations,
i.e., they will get negative utilities. If the trader only enters into a transaction
under a positive utility, the trader with the negative utility can quit the current
resource allocation, and shall renew its bid in the next round.

Fig. 6 shows the efficiency of RAMCoDA. Three kinds of parameter settings
are considered here. For parameter setting 1, the rules of these parameter value
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Fig. 5. Results of the Pricing Algorithm (for sellers,n=200)
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Fig. 6. The trade rate for 3 kinds of parameter settings(100 simulation rounds)

selections are the same as those in Fig. 4 and Fig. 5. For parameter setting 2 and
3, the resource value ranges of UBs change to [10, 25], [15 30], [20, 35] and [20,
30], [25, 35], [30, 40]. Trade rate is defined as the number of final traders divided
by the number of the original participants. It can be seen that RAMCoDA can
obtain a high trade rate in a one round auction, and the trade rate will increase
remarkably when the resource value ranges of UBs is higher than those of GSPs.
Since the bids of the UBs are generally higher than those of the GSPs, it is
possible for an auction to get more matches between the demand and supply.

Fig. 7 gives the average trade price level for the buyers and sellers for 100
simulation rounds. All the parameters follow the rules of parameter setting 1.
The average trade price level is defined as the mean of all the buyers’ or sellers’
average trade prices. While for each trader, the average trade price equals to
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the trade price of this trader divided by his total demand or supply. It can be
noticed in Fig. 7 that the average trade price levels for the buyers and sellers are
similar for a certain time, and in 100 simulation rounds, the fluctuation range
of the level is less than 2, which can be regarded as a stable price level since the
fluctuation range is less than 13.3% of the average price level.

5 Summary and Conclusions

The newly developed RAMCoDA determines an effective means in support of
Grid services resource allocation, accounting, and pricing. RAMCoDA’s pricing
algorithm is incentive compatible. Analytical investigations presented that the
allocation and pricing results need a single round of auctions only, while all re-
quirements of both users and GSPs are taken into account. Finally, the algorithm
achieves an explicit allocation and trade price, a high trade rate and a stable
price level.

Therefore, RAMCoDA offers a valuable approach for Grid service providers
within a commercial situation to market their services. The scheme’s simplicity
and effectiveness determine reasonable arguments for a practical approach. In
addition, the resource usage obtained is fair and can be applied to accounting
purposes, thus, GSPs and users will benefit from the approach proposed.
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Abstract. Proper pricing schemes are vital components to the contin-
uing success of the Internet. In this paper, we propose a new pricing
scheme for Internet access called user-influenced pricing. Our main con-
tribution is threefold: first, we show how user-influenced pricing can pro-
vide the ISP with calculable revenues, while giving the users a chance to
lower their costs via voting for their preferred pricing scheme. Second, we
develop a cooperative weighted voting game which models the decision-
making process, and we derive equilibrium solutions to analyze possible
outcomes of the vote. Third, we investigate the distribution of power and
we show that users with medium generated traffic volume are pivotal to
the outcome. Finally, we discuss the practical feasibility of the proposed
mechanism regarding user population, revenue planning and charging.

1 Introduction

Advances in networking technology and affordable service prices are continuing
to make the Internet a success story both for users and network providers. How-
ever, the recently emerged net neutrality debate has shed light on some problems
of Internet Service Providers (ISPs) [1]. Since flat-rate billing is dominant and
user traffic keeps on growing [14], ISPs get lower profits per data unit carried.
An increasing number of news and studies report on the techniques ISP are be-
ginning to look at and use to keep themselves profitable: these include traffic
discrimination, introducing download caps and experimenting with alternative
pricing schemes (e.g., usage-based pricing, three-part tariffs and charging content
providers) [2]. In parallel, there is an ongoing global economic crisis of unseen
proportions folding out in the recent months. This downturn makes people think
twice about spending more than they absolutely have to. Consequently, ISPs may
have to face the fact of decreasing popularity of their services among users. Since
economic analysts cannot really predict the length of the global crisis, ISPs have
to prepare for a user demand-driven market resulting in diminishing profits, and
similarly, customers have to minimize their Internet access costs for an extended
period of time.

There is extensive research work dedicated to pricing network services. Some
of the papers propose sophisticated pricing models for ISPs to extract consumer
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surplus [4] [5] [7]. Others argue that simple pricing plans are the only viable
ones, since there is a clear user preference towards them [3] [6]. In [8] authors
establish the “Price of Simplicity” (PoS) referring to the difference in revenues
between a simple pricing scheme (flat-rate) and the maximum achievable rev-
enue. Furthermore, they characterize a range of environments, where PoS is low,
i.e., flat-rate pricing is efficient. The authors of [9] show how ISPs can charge
content providers for terminating their traffic at their users creating extra income
if no net neutrality is enforced.

We take a different approach: our goal is to give ISPs the benefit to plan their
revenues, while giving a freedom of choice to the users to shape their own monthly
cost. In a certain sense this approach has something in common with packet auc-
tions [5] [7]: we involve users in the pricing process. On the other hand, we do not
use a sophisticated auction scheme which makes it harder both for ISPs and users
to plan/estimate their revenues and costs, respectively [3]. We also note that in
these economically hard times users generating a low traffic volume have a strong
incentive to be billed proportionally to traffic volume, contradicting the findings
of [6]. Heavy users, of course, prefer sticking to flat rates.

In this paper we propose a user-influenced pricing scheme for ISPs. First,
the ISP determines the amount of income it wants to collect in the next billing
period, and announces it to the forum of its users. At the same time, it announces
the pricing schemes the users can choose from. In this paper we restrict the
selection to simple flat-rate and usage-based schemes due to space constraints
and tractability. Second, users vote for their preferred pricing scheme. Simple
majority decides the outcome of the vote. Finally, the ISP implements the chosen
billing method and bills its service accordingly. This simple scheme enables ISPs
to get a fixed revenue that can be planned in advance, and gives incentive to
users of the same traffic category to cooperate in order to achieve lower monthly
costs. We analyze the possible outcomes of the vote in the presence of different
user distributions, where different class of users dominate the population.

The remainder of this paper is structured as follows. We introduce the concept
of user-influenced pricing in Section 2. A game-theoretical model of the voting
process is proposed in Section 3. We study the equilibrium solutions in Section 4.
The distribution of voting power is derived using the Shapley value approach in
Section 5. Section 6 discusses practical issues, and finally, Section 7 concludes
the paper.

2 User-Influenced Pricing

Here we describe how a service provider can use user-influenced pricing to bill
its customers. As a first step, the ISP has to set a goal for the next billing cycle
(e.g., one month), how much revenue R it wants to collect. This depends on a
number of factors. From Section 3 in this paper we do not consider multiple ISPs
competing for the same set of users, rather a single ISP in a monopolistic setting.
Nevertheless, here we mention that choosing a very high R would certainly drive
users away, so there is an incentive to keep the expectations reasonable.
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Second, the ISP announces R to its users along with the possible billing op-
tions: flat-rate (F ) and usage-based (U). Then users vote for the billing scheme
they like. We assume that voting is mandatory, non-voting users are punished
to pay according to the pricing scheme that is worse for them (e.g., usage-based
for non-voting heavy users). The ISP summarizes the votes and announces the
chosen pricing scheme for the upcoming billing cycle. During the vote, users
can motivate other users to vote with them. We assume that users can utilize
financial incentives (side-payments) to sweeten the deal for others, while still
profiting from the outcome of the vote.

Third, users use their subscription and pay according to the implemented
pricing scheme chosen by the user community. We assume that the decision on
the applied billing method does not affect user behavior during the billing cycle.
Note that in the rest of the paper we put the voting at the beginning of the
billing period because of conformity; however, putting it at the end of the billing
period would anneal the need for the above assumption on user behavior.

3 The Game

This section presents a game-theoretical representation of the user-influenced
pricing game. Suppose that there is a single ISP on the Internet access market sell-
ing a single-tier service. There are n customers, each of them with a fixed monthly
traffic amount τi measured in bytes. The ISP’s goal is to get a monthly revenue of
R while serving a traffic volume of T , and it does not care about how users share
this total cost. The ISP lets the users decide on the applied pricing scheme: it can
be either flat-rate (F ) or usage-based (U). The simple majority wins and their
preferred pricing scheme will be used to bill all customers. We use a cooperative
game with transferable payoffs to model this decision-making process.

3.1 Players

Today’s typical ISP has a very diverse set of users. Some users download mas-
sive amounts of data via peer-to-peer file sharing systems such as BitTorrent,
watch streaming videos frequently through sites like YouTube and play multi-
player online games (e.g., World of WarCraft). Those customers are considered
heavy users, they can impose a monthly traffic amount of several hundred of
gigabytes on the ISP’s network. An other category consists of light users: they
just browse the Web and send a couple of e-mails. Light users usually have a
monthly traffic amount around 5-10 gigabytes. Somewhat forgotten, between the
above categories are people who use their Internet access in an “average” sense.
That means an occasional movie download, contacting their relatives via some
VoIP application (e.g., Skype), using one or two social networking sites, such
as Facebook or MySpace, to keep in touch with friends and colleagues. Those
customers are referred to as medium users.

These three groups have different interests when it comes to pricing schemes
applied. Obviously, heavy users want to pay a fixed monthly rate, since their
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traffic volume is high, so paying per byte would result in huge bills for them.
Conversely, light users are interested in paying on-the-go. Since it is likely that
they never really consume the bandwidth equivalent of the flat-rate price, they
prefer to pay proportionally to their traffic volume. We assume that medium
users are indifferent: they pay more or less the same price regardless of the
applied pricing scheme.

To reduce the complexity of the game and to provide intuitive results, we
model this voting as a three-player game [10]. Player 1 represents the heavy users
preferring flat-rate pricing. Let the ratio of heavy users among all consumers be
0 ≤ w1 ≤ 1. Similarly, the ratio of the whole monthly traffic volume imposed on
the ISP by heavy users is 0 ≤ t1 ≤ 1.

Player 2 stands for the class of medium users. Their ratio compared to the
whole customer population is 0 ≤ w2 ≤ 1. They generate a traffic ratio of
0 ≤ t2 ≤ 1.

Player 3 represents the class of light users preferring usage-based pricing.
Their ratio among all users is 0 ≤ w3 ≤ 1, while their traffic ratio is 0 ≤ t3 ≤ 1.

Note that we classify every user as heavy, medium or light, therefore w1 +
w2 +w3 = 1 (all users are represented), furthermore t1 + t2 + t3 = 1 (all traffic is
accounted for). An interesting question is how the actual values of parameters wi

and ti should be chosen. We do not make any further assumptions in our analysis
to maintain the generality of our model, but we discuss realistic parameters in
Section 6.

Certainly, we lose some behavioral details by introducing our assumptions
and simplifications, e.g., by assuming that medium users are indifferent to the
actual pricing scheme. Therefore, our results are intended to be qualitative, i.e.,
we concentrate on the rough behavior of the pricing mechanism and the players.

3.2 Strategies and the Characteristic Function

We treat the user-inferred pricing problem as a majority voting game. In our
case there is one significant difference to a general cooperative game: the strongly
opposed interests of two players, i.e., heavy and light users, induce some non-
cooperative aspects referred to as quarreling.

The possible coalitions in a general three-player cooperative game are: {{1},
{2}, {3}, {12}, {13}, {23}, {123}}. In our game, heavy users (Player 1) and light
users (Player 3) are strategically opposed, thus they will never be a part of the
same coalition. Additionally, since there are only two pricing methods offered by
the ISP, medium users (Player 2) will always cast a vote, either for flat-rate or
usage-based pricing. These constraints eliminate the chance of forming a grand
coalition, the coalition of {2} and also the coalition of the two extremists. The
remaining possible coalitions are: {{1}, {3}, {12}, {23}}.

Heavy users clearly choose flat-rate pricing (F), on the other hand, light users
always prefer usage-based pricing (U). Since Player 2 is indifferent in choosing
either side, the other two players have to give him some incentive to join forces.
We model this as a side-payment, which reduces the costs of Player 2. Giving a
large side-payment can be crucial to winning the voting game, nevertheless none



52 G. Biczók and T.A. Trinh

of the two quarreling players can pay more for the vote of Player 2 than their
payoff expected from the ISP implementing their preferred pricing scheme. Heavy
users can offer a side-payment s1 in the range [0, (t1−w1)R) ≡ S1, where S1 is the
strategy set of Player 1 in the voting game. It is easy to see that the upper limit
of the side-payment corresponds to Player 1’s profit due to flat-rate pricing.
Similarly, the side-payment offered by Player 3 is s3 ∈ [0, (w3 − t3)R) ≡ S3,
where the upper limit is Player 3’s profit due to usage-based pricing and S3 is
the strategy set of Player 3. Considering Player 2, we assume that the vote and
the side-payment are exchanged at the same time ensuring that Player 2 can only
accept one side-payment and it has to vote accordingly. So Player 2’s strategy
set is S2 ≡ {F, U}S1×S3 , i.e., all functions mapping side-payments to votes.

We can now define the payoffs of each player formally. The payoff of heavy
users (Player 1) is:

Π1(s1, s2, s3) = (t1 − w1)RI1 − s1I2 (1)

where

I1 =
{

1 if Player 1 wins
0 otherwise

and

I2 =
{

1 if s2 = F
0 if s2 = U

The payoff of light users (Player 3) is:

Π3(s1, s2, s3) = (w3 − t3)R(1 − I1) − s3(1 − I2) (2)

Note that indicator variables are complemented due to opposing conditions.
Player 2’s payoff is the following:

Π2(s1, s2, s3) =
{

s1 if s2 = F
s3 if s2 = U

(3)

Now we formulate the characteristic function using the standard approach, keep-
ing in mind that certain coalitions of players are not reasonable because of quar-
reling. Those coalitions receive zero utility, formally:

ν(H) = 0 | C /∈ {{1}, {3}, {12}, {23}} and H ∈ 2N . (4)

For the reasonable coalitions the corresponding utilities are:

ν({1}) = max
s1

min
s2,s3

Π1(s1, s2, s3)

ν({3}) = max
s3

min
s1,s2

Π3(s1, s2, s3)

ν({12}) = max
s1,s2

min
s3

[Π1(s1, s2, s3) + Π2(s1, s2, s3)]

ν({23}) = max
s2,s3

min
s1

[Π2(s1, s2, s3) + Π3(s1, s2, s3)]

(5)
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Table 1. Characteristic function for the user-influenced pricing game (w1 and t1 are
the population ratio and traffic ratio of heavy users, while w3 and t3 are those of the
light users, respectively)

Characteristic function Heavy user regime Balanced regime Light user regime
(w1 > 1/2) (w1 < 1/2, w3 < 1/2) (w3 > 1/2)

ν({1}) (t1 − w1)R 0 0
ν({3}) 0 0 (w3 − t3)R
ν({12}) (t1 − w1)R (t1 − w1)R 0
ν({23}) 0 (w3 − t3)R (w3 − t3)R
ν(H) 0 0 0

for all other H ∈ 2N

Using Equations 4 and 5 we compile the characteristic functions presented in
Table 1. Different columns represent different user distributions in the popula-
tion. If heavy users are a majority (w1 > 1/2) they will dominate voting (heavy
user regime). If light users are a majority (w3 > 1/2) they will be the dominant
player (light user regime). If neither of the above are true (w1 < 1/2, w3 < 1/2,
but due to constraints of wi, w1 + w2 > 1/2, w2 + w3 > 1/2), the players enter a
balanced regime, where the outcome of the pricing game will be decided by the
offered side-payments.

4 Equilibrium Solutions

Here we derive the equilibrium solutions for the user-influenced pricing game G.
Since G includes players that will never form a coalition, we employ the notion
of ψ-allowable coalition structures [12]. Let P be a partition of N , called a coali-
tional structure. The possible partitions are: {{1}, {2}, {3}}, {{12}, {3}}, {{1},
{23}}, {{123}}. Then we define the set of allowable coalitional structures (ψ(P ))
that satisfy the constraints imposed by quarreling. For G

ψ(P ) = ψ = {({12}, {3}), ({1}, {23})}. (6)

For a given P ∈ ψ, let X(P ) be the set of imputations as follows:

X(P ) = {(x1, x2, x3) ∈ R3 |
∑
i∈H

xi = ν(H) for all H ∈ P and xi ≥ ν({i})

for i = 1, 2, 3} (7)

Intuitively an imputation is a distribution of the maximum side-payment such
that each player receives at least the same amount of money that they can get
if they choose to stay alone (individual rationality), and each coalition in the
structure P receives the total side-payment they can achieve (group rationality).

Now, we restrict the set of imputations to the core C(P ). The core is defined
to be the set of undominated imputations. To put it differently, the core is the
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set of imputations under which no coalition has a value greater than the sum of
its members’ payoffs. Formally:

C(P ) =

{
(x1, x2, x3) ∈ X(P )|

∑
i∈H

xi ≥ ν(H) for all H ∈
⋃

{J ∈ P | P ∈ ψ}
}

(8)
Considering our game G, Equation 8 is equivalent to the standard core (since

ν(H) = 0 for unreasonable coalitions), so

C(P ) =

{
(x1, x2, x3) ∈ X(P ) |

∑
i∈H

xi ≥ ν(H) for all H ∈ 2N

}
(9)

As it can be noticed the core is dependent on a certain coalitional structure
P . For us to determine which structure will emerge when playing the game, we
define a ψ-stable pair [x, P ]:

[x, P ] | x ∈ C(P ), P ∈ ψ (10)

Now applying this solution to the characteristic function ν(H) in Table 1, we
have three different cases depending on user regimes.

4.1 Heavy User Regime

In this case heavy users are dominant in the population, thus w1 > 1/2. The
only possible imputation is x = ((t1 − w1)R, 0, 0) hence there are two ψ-stable
pairs:

[((t1 − w1)R, 0, 0), {{12}, {3}}] and [((t1 − w1)R, 0, 0), {{1}, {23}}]

Note that both coalitional structures are possible, since it does not matter which
side medium users take.

In words, this means heavy users dominate the voting, no side-payment is
transferred. Considering the individual user’s point of view, let ci denote the
cost of a single user i. Flat-rate pricing is implemented by the ISP, Internet
access costs are shared per capita, hence the cost for a single user is independent
of his traffic and equal for every user is

ci =
R

n
for all i ∈ N (11)

4.2 Light User Regime

Here light users have the absolute majority across the population (w3 > 1/2).
Following the same line of thought as in Section 4.1 we derive the ψ-stable pairs
for this case:

[(0, 0, (w3 − t3)R), {{1}, {23}}] and [(0, 0, (w3 − t3)R), {{12}, {3}}]
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As expected light users dominate the voting, no side-payment is made to
medium users. From a single user’s perspective, let τi denote the traffic volume
of user i. Since usage-based pricing is implemented by the ISP, Internet access
costs are shared proportionally to traffic volume. Therefore the access cost for
user i is

ci =
τi

T
R for all i ∈ N. (12)

4.3 Balanced Regime

In this case cooperation is explicitly needed to form a winning coalition, since
w1 < 1/2, w3 < 1/2, and w1+w2 > 1/2, w3+w2 > 1/2. Side-payments determine
the outcome of the voting game. For easier analysis let smax

1 = (t1 − w1)R and
smax
3 = (w3 − t3)R be the maximum reasonable side-payment possibly offered

by Player 1 and Player 3, respectively. The imputations and the core for any
smax
1 , smax

3 are :

X({1}, {23}) = {(x1, x2, x3) ∈ R3 | x1 = 0, x2 ≥ 0, x3 ≥ 0, x2 + x3 = smax
3 }

C({1}, {23}) =
{∅, if smax

1 > smax
3

(0, smax
1 + ε, smax

3 − smax
1 − ε), if smax

3 ≥ smax
1

where 0 ≤ ε ≤ smax
3 − smax

1 . Furthermore:

X({12}, {3}) = {(x1, x2, x3) ∈ R3 | x1 ≥ 0, x2 ≥ 0, x3 = 0, x1 + x2 = smax
1 }

C({12}, {3}) =
{∅, if smax

1 < smax
3

(smax
1 − smax

3 − ε, smax
3 + ε, 0), if smax

1 ≥ smax
3

where 0 ≤ ε ≤ smax
1 − smax

3 .

Let us first study the coalitional structure ({1}, {23}). The core is empty if the
maximum side-payment of Player 3 is smaller than that of Player 1. This is due
to the fact that Player 2 wants to form a coalition with Player 1 and get more
money than smax

3 , but the constraint on imputations prevents this. On the other
hand, if the maximum side-payment of Player 3 is greater than Player 1’s, than
the core is non-empty with Player 3 (the light users) winning, and the game G is
balanced. Player 3 pays smax

1 +ε to Player 2 and retains smax
3 −smax

1 −ε. A similar
(but opposing) explanation applies for the coalitional structure {{12}, {3}}.

The solution of the user-influenced pricing game is given as ψ-stable pairs in
Table 2. Note that the ψ-stable concept does not restrict the possibilities. In the
first row of the table heavy users win (flat-rate pricing is chosen), but a side-
payment of at least smax

3 has to be paid. According to the third row, light users
win by paying at least smax

1 to medium users. If the maximum side-payments
are equal, the outcome is indeterminate.

Now, let us take a look at how individual users can share the burden of side-
payments in the balanced regime. Let H, M, L ⊂ N be the set of heavy, medium
and light users.
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Table 2. ψ-stable pairs in the balanced regime

Side-payment parameters Core solution Coalitional structure
0 < smax

3 < smax
1 (smax

1 − s1, s1, 0) ({12}, {3})
0 < smax

3 = smax
1 (0, smax

1 , 0) ({12}, {3}) or ({1}, {23})
0 < smax

1 < smax
3 (0, s3, s

max
3 − s3) ({1}, {23})

Flat-rate pricing. Suppose that smax
3 < smax

1 , hence heavy and medium users
team up to implement flat-rate pricing. A suitable division of side-payments
among heavy users would be to share the additional cost equally, resulting in a
payment of s1

|H| for each heavy user i. Also by choosing the flat-rate approach,
medium users share the profit from the side-payments equally, each medium user
getting s1

|M| .
Now we can give the monthly cost of a single user:

ci =

⎧⎪⎪⎨
⎪⎪⎩

R
N + s1

|H| if i ∈ H

R
N − s1

|M| if i ∈ M

R
N if i ∈ L

(13)

Usage-based pricing. Suppose that smax
1 < smax

3 , therefore light and medium
users join forces to achieve usage-based pricing. A suitable division of side-
payments among light users would be to share the the additional cost propor-
tional to traffic volume, resulting in a payment of s3τi

t3T for each light user i. Also
by choosing the usage-based approach, medium users can agree to benefit from
the side-payments proportionally to their traffic volume, so each medium user j
user gets s3τj

t2T .
Now we can give the monthly cost of a single user:

ci =

⎧⎪⎪⎨
⎪⎪⎩

Rτi

T if i ∈ H

Rτi

T − s3τi

t2T if i ∈ M

Rτi

T + s3τi

t3T if i ∈ M

(14)

5 Distribution of Power

This section reveals the distribution of voting power in the game G. The usual
approach is to calculate the Shapley value:

φk[ν] =
∑
S⊂N

γ(n, s)Vk(S) (15)

with

γ(n, s) =
(s − 1)!(n − s)!

n!
, and Vk(S) = ν(S) − ν(S \ {i}) (16)

where s = |S| and n = |N |.
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Here, the existence of quarreling players prevents us to use the original Shapley
value. Fortunately, a modified Shapley value incorporating quarreling has been
developed in [11]. This modified value represents an expected distribution of
side-payments (x1, x2, x3) in G, when the players arrive in random fashion to
join coalitions, and receive their marginal worth to the coalition. The modified
Shapley value employs the constraint of a quarreler not joining a coalition where
an other quarreler is already present: then he receives no payoff. Formally for
Player j:

φ

j [Q, ν] =

∑
S∩Q=j

γ(n, s)Vj(S) +
q − 1

q
ν(j), j ∈ Q (17)

and

φ

j [Q, ν] =

∑
S∩Q=∅

γ(n, s)Vj(S)+
∑

|S∩Q|=1

γ(n − q, s − 1) − γ(n, s − 1)
q

Vj(S), j /∈ Q

(18)
where Q is the set of quarrelers and q = |Q|.

Now, we can calculate the modified Shapley values. For Player 1:

φ

1 =

1! · 2!
3!

ν({1}) +
1! · 1!

3!
(ν({12}) − ν({2})) +

1
2
ν({1}) =

=
5ν({1}) + ν({12}) − ν({2})

6
(19)

Similarly for Player 3:

φ

3 =

5ν({3}) + ν({23}) − ν({2})
6

(20)

Finally, for non-quarreling Player 2:

φ

2 =

ν({12}) + ν({23}) + ν({2}) − ν({1}) − ν({3})
3

(21)

Evaluating the modified Shapley values for the different regimes depending
on the relation of smax

1 and smax
3 , we get the distributions of power based on

Table 1.
Under the heavy user regime the modified Shapley value is (smax

1 , 0, 0), heavy
users have all the power. Similarly for the light user regime, the value is
(0, 0, smax

3 ), light users are in total control. In the balanced regime the power
is shared with a modified Shapley value of ( smax

1
6 ,

smax
1 +smax

3
3 ,

smax
3
6 . Note that for

smax
1 > smax

3 heavy users have more power than light users, and for smax
3 > smax

1
the opposite is true. Most importantly, irrespective of the maximum offered side-
payments, Player 2 is the most powerful since he is a pivotal player. His power
grows twice as fast as the other players if side-payments begin to grow.

An other measure of power is the Shapley-Shubik index [13]. Suppose that
voters arrive in a random order, until a pivotal player turns a losing coalition
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into a winning one. The Shapley-Shubik index is then the proportion of orders
where the player is pivotal, formally:

φSS
i =

pi

n!
(22)

where pi is the number of occasions where Player i is pivotal. Note that we
restrict possible coalitions to those where quarreling players are not together.
It is easy to see that under the heavy user and light user regimes the Shapley-
Shubik power index is (1, 0, 0) and (0, 0, 1), respectively. In the balanced regime,
side-payments determine the outcome: if smax

1 > smax
3 the index is (0.5, 0.5, 0);

symmetrically if smax
1 < smax

3 the index is (0, 0.5, 0.5). To put in words, the
Shapley-Shubik index shows the importance of a player in a winning coalition:
medium users are just as important as heavy users if flat-rate pricing is voted
for, and they have the same importance as light users if usage-based pricing
prevails.

6 Discussion on Feasibility

Here we give an outlook at the practical issues that can be raised by the actual
implementation of the proposed pricing scheme.

Composition of user population. During our analysis in Section 3 to 5 we
have not assumed any particular composition of the user population, and we
studied the entire parameter space. In practice though, the composition can
decide the outcome by itself, hence the notions of heavy and light user regimes. Of
course, a lot depends on how different user classes are defined. An exact definition
is out of scope for this paper, but a rule of thumb is presented in Section 3. Note
that heavy-hitters still dominate overall traffic, but their shares are decreasing,
while other users are catching up due to multimedia content, resulting in a more
balanced user distribution based on generated traffic volume [14]. In other words,
the existence of a balanced regime is highly likely.

Planning income. First of all, can an ISP efficiently estimate its future rev-
enues? It is common sense that companies do plan their revenues and expenses
in advance. The difference here is that the ISP actually gets the exact amount
of money they planned for. Coming up with a single number every month is not
straightforward; a small provider has some advantage over its larger counterpart
in this sense, since smaller ISPs tend to have a simpler business and service
structure.

Voting and charging. How can the announcement process be implemented?
Also, is there a reasonable method to distribute side-payments among the users?
We believe if an ISP uses the proposed method, it is in its best interest to
provide for the announcement, negotiations and the voting process. The voting
process can be entirely web-based. This requires strong identities and a secure
infrastructure. Since such infrastructures already exist, it is reasonable to assume
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that the ISP can fulfill all the requirements. It is important to emphasize that
users do not have to explicitly administer side-payments: the ISP can calculate
and incorporate side-payments into their monthly bill.

Future work. We see the presented mechanism as a first step towards a user-
controlled pricing system. We plan to plug slightly more complicated schemes,
such as three-part tariffs, to the framework of user-influenced pricing introduc-
ing further benefits both for the user and the provider. Also, we plan to conduct
a simulation study on a competitive market setting where multiple ISPs are
present. This will enable us to evaluate the proposed scheme without the limi-
tations introduced by the analytical model.

7 Conclusion

In this paper we presented results on a novel pricing mechanism for Internet
Service Providers called user-influenced pricing, where users can vote for the
exact pricing scheme implemented in the next billing cycle. Our assumptions
were that ISPs want plannable revenues, while users want to keep their costs
low. We showed that under user-influenced pricing, users of different traffic vol-
umes (heavy, medium, light) can cooperate to achieve lower costs utilizing side-
payments. We modeled this process as a weighted cooperative voting game, and
derived the equilibrium solutions and payoffs on the individual user and group
level. We showed how the ratio of different users and maximum reasonable side-
payments affect the outcome of the voting game. We also derived the distribution
of power in various regimes of the game. Results indicate that medium users are
pivotal in the decision-making process.
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Abstract. Due to a lack of incentives, Internet peerings are a notorious band-
width bottleneck. Through the use of direct interconnection and content delivery 
networks, content providers are able to provide better services to their customers. 
These technologies have a profound impact on the business models of internet 
service providers. Instead of competing for consumers and keeping uplink con-
nection costs low, ISPs face a two-sided market in which they compete for EUs 
and generate revenues on the CP side of the market. This work presents a formal 
model for the providers’ pricing decision towards content providers and dis-
cusses consequences for the Internet.  

Keywords: Quality of Service, Network Economics, Peering, Internet. 

1   Introduction 

The Internet is made up of many independent sub-networks – so called “autonomous 
systems” (AS). Generally speaking these ASs correspond to different carriers or Inter-
net service providers (ISPs): firms that own and operate the infrastructure (cables and 
routers) that make up the Internet. These ISPs have customers who are either content 
providers (CP) with mostly outgoing traffic or end-users (EU) with mostly incoming 
traffic. To form the Internet, each ISP offers all of its customers’ connectivity to all of 
the other ISPs’ customers. In order to uphold this universal connectivity, the ISPs have 
to exchange user traffic, an activity that is governed by contractual agreements be-
tween the ISPs and physically enabled by infrastructure that interconnects their net-
works. Thus, even though the Internet consists of many independent sub-networks, 
each user can reach every website on the web. However, it is also well known, that 
ISPs are not very cooperative in their peering behavior [7]. The decision to intercon-
nect usually is more expensive for one party than for the other and therefore peerings 
tend to have smaller capacity than what would be optimal. 

The rules regulating the exchange of traffic between ISPs have been subject to ex-
tensive treatment in the literature. Issues like hot potato routing [22, 24] and determi-
nation of access charges have been extensively studied and are quite well understood 
[8, 10, 17]. However, the available literature studies an idealized Internet in which 
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Fig. 1. Physical Interconnection 1 

there are EUs, CPs and ISPs that have relations as depicted in fig. 1. The Internet is 
modeled as a strictly hierarchical system in which traffic flows from a CP to its ISP, is 
exchanged with the requesting user’s ISP and is then sent to the EU.  

A key characteristic of this setup is that traffic is exchanged through a peering 
point. Depending on the contract between two ISPs this traffic exchange may happen 
in exchange for a payment or “for free”. Due to lacking incentives to extend peering 
capacity sufficiently, these peerings represent major traffic bottlenecks [1, 7, 15]. 

In contrast to the available work [17, 18, 23], this paper focuses on two important 
variations of this idealized model of Internet infrastructure as shown in figures 2 and 3. 
The existing literature has ignored the possibility that content providers and terminat-
ing internet service providers interconnect directly.  

There are two modes of “direct interconnection” that we will consider. Firstly, a 
content provider can directly buy transit from the terminating ISPs, thus effectively 
paying them for preferential access to end-users. This practice shown in fig. 2 is 
called multi-homing (MH) and contributes to exponential growth of routing tables [5]. 
Secondly, content delivery networks (CDNs) shown in fig. 3 are a popular way to 
enhance the flow of information on the Internet. A CDN uses local caches to keep 
distributed images of content close to EUs without the need to traverse several ISPs’ 
networks [26]. Both technologies provide viable means to improve the speed and 
reliability of data transport from a CP’s website to EUs. They allow bypassing peer-
ings and gaining more direct access to the EUs, thus increasing the probability of 
timely delivery of data to the end-user. The motivation to use CDN or MH is to pro-
vide better quality of service (QoS) with the following chain of causality: Traversing 
peerings degrades user experience by creating delays  QoS access to EUs through 
CDN and MH creates better user experience  more visitors to a website  higher 
revenues from selling ad space on the website. 

This paper uses the economic theory of two-sided markets to understand the pric-
ing decision an ISP has to make with respect to the charges levied on the CP side of 
the market in settings such as those in Fig. 2 and 3. Neither the Internet as a whole, 
nor individual internet service providers (ISPs) can straightforwardly be considered 
platforms that optimize their revenue from two sides of a market. With the standard 
Internet business model, each terminating ISP lacks the power to charge content  
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Fig. 2. Physical Interconnection 2 

 

Fig. 3. Physical Interconnection 3 

providers that are signed up with another ISP. There are technical as well as contrac-
tual barriers to charge some remote content provider for single data packets it sends to 
an ISP’s network. The access charge (the interconnection fee) exchanged between 
two ISPs is only an imperfect tool to exploit an access monopoly on the Internet due 
to the fact that it is often reciprocal or zero for external reasons [2, 13, 17]. This is a 
key difference between the Internet and telephone services (PSTN), where for each 
call, sender and receiver can be identified and billed per unit of time and a per unit 
settlement between providers is possible [4, 6, 10]. With CNDs or MH, the property 
of PSTN that the participating parties can be identified (and are billable customers) is 
recreated.  

The CDN is a third party mediating between CP and ISP but the ISP can charge the 
CDN for delivery of traffic which will pass this cost on to its CPs. This situation is 
different from the case of access charges between different providers (as analyzed by 
[17] with a focus on the Internet or [9] with a focus on PSTN) because in a CDN 
relationship there is no reciprocity or two way access which is an important condition 
for that model to be applicable. For the rest of this article we simplify the role that 
CDNs play on the Internet by treating them as pure mediators between atomic CPs 
and ISPs. They aggregate CP demand but do not engage in strategic actions. This 
simplification allows us to model the situation of fig.1 and fig. 2 in the same way. In 
the last section of this work we sketch a path to relaxing this rather strong assumption. 

The paper is structured as follows: Firstly we review the relevant literature on two-
sided markets and related topics in telecommunications pricing. Then we explain the 
abstracted situation we wish to understand and motivate our use of a two-sided market 
model. Thirdly, we present a formalized model for an ISP facing a two-sided market, 
deriving results from the market setup. We derive optimal prices charged by ISPs to 
CPs and CDNs that wish to directly interconnect with them. Lastly we summarize our 
findings and discuss implications and future research topics. 

2   Literature Review 

Armstrong’s discussion of competition in two-sided markets [3] provides much of 
the foundation for this work. Two-sided markets are markets where a platform opti-
mizes profit across two distinct sets of customers instead of just one. In the credit 
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card industry, the card issuing company would be the platform and the merchants 
accepting the card constitute one group of customers while the buyers using the card 
to pay form the other. Armstrong analyzes three distinct settings with different cus-
tomer behaviors and levels of platform competition. The situation relevant for this 
work is termed “competitive bottleneck”: One group of customers can use any num-
ber of platform providers simultaneously, while the other group chooses only one of 
the competing platforms. In our problem, this situation corresponds to EUs being 
subscribed to only one single ISP while CPs can deal with any number of ISPs at the 
same time.  

Rochet et al. [21] provide a comprehensive overview of the current literature on 
two-sided markets. They define two-sided markets as markets in which not only the 
total price but also the price structure influences the number of transactions on the 
market. For the case at hand, the ISP provides the platform on which transactions 
between EUs and CPs can take place. They also provide definitions for membership 
and usage externalities. In the first case one party profits from the sheer presence of 
the other, while a usage externality is a network effect that arises in an transaction 
between members of the two sides. They also discuss the effects of fixed and variable 
prices on the platform. Since variable prices reduce the externality exerted by one 
group of customers on the other, participation incentives are reduced. 

Laffont et al. [17] are not directly concerned with two-sided markets. This work 
analyzes the access charge paid from one ISP to another for passing traffic on to that 
ISP’s network. In their model the ISP optimizes the prices it charges to CPs and EUs 
subject to the access charges it pays (for sending traffic to an EU on another ISP’s 
network) and receives (for terminating traffic with its own EUs). In their model the 
access charge turns out to be a pure tool for reallocating termination costs between 
EUs and CPs. In the common case of zero access charges all termination costs are 
born by the EU which corresponds to a subsidy to CPs.  

Musacchio et al. [19] compare the effects of single and multi-homing of CPs. They 
provide explicit formulations of welfare under both regimes and offers results for an 
economy with many ISPs. However, they do not model EU and CP demand sepa-
rately but base their model on the assumption of click rates of EUs as a measure of 
demand for both customer groups and only differentiate CPs from EUs via the per-
click price. 

3   Problem Description 

This work uses the theory on two-sided markets to explore two special cases of inter-
connection that are different from the symmetric and reciprocal case studied by [17]. 
The standard model of Internet traffic exchange as shown in fig. 1 follows the pattern 

o taCP ISP ISP EU→ ↔ ← (t=terminating, o=originating, a=access charge) as shown 

in fig. 4. CP and EU pay their respective ISP and the ISPs exchange traffic for a fee a. 
This scheme ignores the source of the CP’s funding and emphasizes the analysis of 
the inter-ISP settlement a, which has an influence on the prices paid to the ISPs. By 
contrast, this work focuses on the setup EU ISP CP .t Adv→ ← ← as shown in fig. 5. 

EUs derive utility from high quality of service (QoS) access to CPs’ websites while 
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Fig. 4. Business View 1 Fig. 5. Business View 2 

 
CPs generate profits from selling ad space to third parties. There is no monetary flow 
between CPs and EUs. Both, however, may exchange money with the ISP, which acts 
as a profit maximizing platform. This situation corresponds to the majority of today’s 
Internet business models. CPs create websites that appeal to many EUs, thus generat-
ing page views that translate into value of ad-space on that site. (Fig. 1, 2 and 3 focus 
on physical interconnection while Fig. 4 and 5 depict the business view on connection 
relationships.) 

This CP business model has received wide attention in the two-sided markets lit-
erature as it corresponds to the business model of newspapers [3, 20, 21]. This work, 
however, does not consider the business model of the CP but that of the ISP. CPs pay 
a transaction-independent price for direct connection to EUs through buying band-
width from the terminating ISP. EUs on the other hand pay a flat rate fee to the ISP to 
be connected to the Internet and no transaction based fee for viewing content. There is 
no payment between EU and CP. The case with payments between the CPs and the 
EUs has been analyzed in [12]. 

In the sense of the two-sided market literature we have the following setup: Plat-
form = ISP, single homing side = EU, multi-homing side = CP. The platform charges 
both sides a lump sum fee for facilitating transactions. This is more reasonable than a 
linear fee since for EUs, flat rates are the common pricing model and CPs commonly 
buy a certain bandwidth or a fixed traffic volume. Furthermore the price for Internet 
services delivered by an ISP might depend on the data volume but rarely on the value 
of a transaction. Therefore we assume that there is no linear payment that reduces the 
size of the externalities exerted on the other side of the market, respectively. 

4   ISPs as Platforms in Two-Sided Markets  

The analysis in this section is related to the competitive bottleneck case of [3]. Com-
petitive bottlenecks arise, when one firm has a monopoly over access to certain cus-
tomers. Suppose there are two ISPs in a region denoted {1;2}ISP ,i iε . There are also 

two groups of agents. Group one agents are called end-users (EUs) while group two 
members are called content providers (CPs) or websites. There is a fraction i

jn of 

agents of Group j participating on platform i . In other words, iISP  has 1
in  subscribed 

EUs and 2
in  directly interconnecting customers from the CP side.  

The setup is such that two ISPs are present in a market and serve two distinct 
groups of EUs with Internet connectivity. EUs are single-homing with their ISP. This 
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means that they are only subscribed with one ISP at a given time. CPs on the other 
hand multi-home. They may be connected to zero, one or two ISPs in order to reach 
potential customers (EUs).  

To analyze this situation we start by modeling the target function of two ISPs that 
compete in a market for EUs. The ISPs maximize their respective profits. Symbolically,  

 1 1 2 2 1 2( , ), {1;2}i i i i i i i in p n p C n n iπ = + − ∈  (1) 

which is a function of the number of EUs times the price they have to pay, plus the 
number of CPs times the price they have to pay minus the cost for connecting the two 
types of customers. The fraction 1 [0,1]in ∈  of EUs that are customers of ISPi is given 

as a function of the utilities offered by the two ISPs: 

 1 1,
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⎝ ⎠
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The function iφ  is thus increasing in the first argument and decreasing in the second. 

Note that 1 1 1i jn n+ =  holds since EUs do not multi-home. To specification of EU- 

demand in equation (2), i.e. the fraction of EUs that are signed up with either ISP is 
described in a Hotelling [14, 25] way. This implies that the two ISPs share the market 
equally if they are undifferentiated from the consumers’ point of view. If, however, 
one ISP offers superior utility, it can capture more than half of the market. 

The utility EUs get from subscribing to ISPi  is given by  

 1 2 1 2 11( ) -i i i i i iu U n p n pα= − = . (3) 

It equals the gross utility they get from being connected with superior QoS to 2
in  

directly interconnected CPs minus the price they have to pay for that connection. The 
function iU  is increasing in 2

in  since more content in better quality is always better 

than less. The parameter 1α can be interpreted as the utility an EU derives from being 

able to reach one high QoS CP. The EUs perceive the ISP with more CPs connected 
with QoS as providing a better connection to the Internet.  

The fraction 2 [0,1]in ∈  of CPs that is connected to ISPi is given by 

 2
2 2 1 2

1

( , ) ) with 
i

i i i i i i
i

p
n n p 1-

n
= φ = ( =Fγ γ . (4) 

It is a function of the number of EUs that can be reached through ISPi  and the price 

charged. The number of CPs the ISP can persuade to directly interconnect depends on 
the parameter 2 1

i i ip n=γ . This parameter is calculated as the fraction of the fixed 

price for connectivity over number of reachable EUs. Thus it can be interpreted as the 
perceived price per EU. The distribution )i(Fγ  then yields the fraction of CPs that 

are not willing to pay that price and 1 - F  yields the fraction of CPs that are willing 
to pay that price because their expected revenue per EU covers the expense.   
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The CPs do not deal exclusively with a single ISP but may be connected to zero, 
one or two ISPs, depending on their participation constraint being fulfilled. Therefore 
in general 2 2 1i jn n ≠+ .  

While equation (4) only depends on factors under control of ISPi , equation (2) also 

depends on factors controlled by the other ISP. This reflects the fact that there is 
competition for EUs, but none for CPs. 

Costs for interconnection are defined as  

 1 2 2( , )i ii iC n n cn=  . (5) 

This implicitly includes the assumption that the cost of the access network is not 
part of the considerations for interconnecting with CPs. This assumption is justified 
by the fact that access networks largely represent sunk costs.  

Now, in order to solve the ISPs’ optimization problem max iΠ , assume that the 

platforms have reached an equilibrium and offer utility 1̂
iu  to their 1̂

in  EUs, respec-

tively. That is, we keep these values fixed while varying the others. This corresponds 
to today’s situation in many markets for DSL or cable. There is some churn, but by 
and large networks operate in saturated markets with stable customer numbers. Since 
(4) defines 2

in  as a function of 2
ip , we can eliminate 2

ip and only have 2
in  left as a 

dependent variable. Thus, given an equilibrium 1 1ˆ ˆ( , )i iu n , we can solve for the optimal 

number of CPs 2
in .  

Rewriting equation (3) as 1 2 1( )i i i ip U n u= −  we can insert this expression into (1) 

to get 
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 (6) 

This expression shows that given an arbitrary equilibrium we can explicitly write 
the profit of the platform as a function of the price charged to its group two customers 
(i.e. CPs). The platform can thus easily calculate the optimal price and the resulting 
number of CPs, given its current competitive situation on the EU side of the market. 

To give a concrete example, we define the distribution F  and explicitly calculate 
the profit maximizing price 2

ip . Let the distribution function F  be given by the prob-

ability density function ( 1 0) , [ ; ]f γ τ γ τ∀= ∈  of the uniform distribution. γ repre-

sents the expected revenue from ad-clicks per EU and τ  represents the maximum 
price a CP is willing to pay for access to such an EU. The corresponding cumulated 
distribution function is  

 2 1 .i ip nγ τ τ=F =  (7) 

Any other distribution function would work as well. However, the normal distribu-
tion for example is not easily manipulated and thus would only allow a numerical 
solution to the problem at hand.  
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Now we insert (4) and (7) into (6)  
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and find the maximizer of the resulting expression: 
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This is the optimal number of CPs the ISP should allow on its platform (since the 
2nd order condition for a maximum holds). Together with (4) and (7) this yields the 
optimal price to CPs 

 12 1 1

1
ˆ ˆ( ) .

2
i i ip c n nτ α+ −=  (10) 

Therefore, CPs pay a price that is calculated on the basis of the cost they cause, in-
creased by a factor relating to their per-EU-valuation and decreased by the externality 
they exert on the EUs. The factor 1 2 should not be over-interpreted since it is an 

artifact of the definition of the distribution function in (7). 
We thus have calculated the optimal number of CPs and the optimal price that an 

ISP should charge atomistic and ex-ante identical CPs for quality interconnection. 

5   Conclusions and Further Research 

To sum up, we have firstly explained two phenomena of the Internet that fundamen-
tally change the way CPs and EUs are interconnected. CDNs and MH foster more 
direct links between these two user groups with only one mediating ISP instead of 
many. Employing the theory of two-sided markets we then went on to show how 
direct interconnection puts the ISP into a position to charge CPs directly. In the main 
section we showed how the optimal price 2

ip can be calculated for any given equilib-

rium on the EU side of the market.  
While today it is uncommon to explicitly charge content providers for delivering 

traffic to their customers, there are clearly developments in the marketplace that can 
be understood in the above context. Google’s effort to provide free W-Lan to custom-
ers in the US is only one example. Google wants to control the platform over which 
its content is delivered so that the profits it makes on the advertisement side cannot be 
extracted by ISPs.  

To interpret the results obtained, lets first compare the predicted price to today’s 
bill and keep regime. In today’s peering agreements between ISPs, the fee for carry-
ing traffic is very often zero. As [17] point out, this corresponds to a subsidy to CPs, 
since EUs carry most of the transmission cost. In our two-sided market framework on 
the other side, the CPs have to bear the cost they cause.  They may be furthermore 
charged by the ISP, depending on their willingness to pay. This charging is balanced 
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by a “bonus” for the externality they exert on the ISP’s EUs. Since the difference 
between being subsidized and paying bottleneck prices can be quite large, there will 
probably be a transitional period before ISPs can leverage their whole power in charg-
ing CPs. However, the presence of charges to content providers in itself does not 
represent a market failure. As long as ISPs are competing in the market for EUs, the 
profits they make on the CPs are used to compete in the EU market [3]. A waterbed 
effect might occur, but would merely be a sign of imperfect competition in the EU 
market [11].  

Secondly, the last term in (10) illustrates a very interesting result. Imagine that the 
ISP could perfectly discriminate between two different groups of CPs. The group that 
exerts a higher externality on the customers through its presence would pay a lower 
price than the group with the lower externality effect. Thus, CPs that are very impor-
tant to EUs will pay a low price to the bottleneck ISP, while those CPs, the presence 
of which is less valued by EUs, will pay a high price for access to EUs. Thus, a power 
balance could develop, in which CPs are charged by the network if they have low 
market power; or charge the network, if their content is highly desired by EUs. 

Lastly, look again at the externality exerted by CPs. Here might lie an interesting 
option for future ISP business models. The ISP could try to capture some of the exter-
nality. This could happen for example through transaction dependent charges. Aside 
from contractual problems this would fulfill many ISPs’ long standing vision to cap-
ture some of the profits of the content business. This development can already be 
witnessed in the mobile sector where Vodafone provides high quality ad-financed 
content to its customers.  

An important aspect of this work that requires further research is the effect of the 
two-sided markets phenomena on the quality of standard peerings. As it stands today, 
peerings do not generate revenue for ISPs but only costs. With revenues from direct 
interconnection there is obviously a strong incentive for ISPs to move as many CPs as 
possible to a paying interconnection model. The ultimate consequence of this would 
be that, in order to foster a self selection process, standard peering quality would be 
considerably degraded to make sure that all customers with a willingness to pay are in 
the paying group. While such price discrimination is welfare enhancing, it is crucially 
important the market for EUs is competitive since otherwise, ISPs are in a position to 
appropriate rents. 

This paper demonstrates the use of two-sided market theory to analyze the decision 
problems faced by Internet service providers in more complex setups then the stan-
dard peering scenario examined in earlier works. A first analysis demonstrates that 
new business models such as content delivery networks and multi-homing can fun-
damentally change the rules for interconnection pricing. This work thus extends the 
work on Internet interconnection [17] and the work on voice interconnection such as 
[16] or [2] (as well as the references cited therein).  

As this is only a first step towards a thorough understanding of the new rules of in-
terconnection pricing brought about by new interconnection regimes, there remains 
considerable work to be done: 

Firstly, the presented analysis cuts short some more in depth equilibrium analysis 
by assuming a market equilibrium as given. 

Furthermore, a more thorough analysis of the effects of the ISPs actions on the 
secondary markets for advertisements would be interesting. How do two vertically 
dependent two-sided markets interact?  
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In a similar line of thought, the aspect that CDNs are intermediaries between ISPs 
and CPs has been used as a starting point of the analysis but is then abstracted from in 
the further analysis. This can be justified by assuming that CDNs only pass on costs 
but their role certainly deserves more attention, especially since CDNs are potent 
players in the Internet market. A further topic to be analyzed is the role of peer to  
peer traffic. 

The paper has shown an aspect of the quality of service debate that has been under-
researched. The market for Internet interconnection has a considerable influence on 
the deliverable quality of Internet services. Understanding these markets (the contri-
bution of this work) and “engineering” them to function better (future research) pro-
pose challenging research topics that might shape the next generation of networks. 
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Abstract. In order to manage financial risks online charging of composite  
services is becoming increasingly important for service providers to support 
service delivery in inter-domain environments. The 3rd Generation Partnership 
Project (3GPP) has developed a framework for off-line and online charging of 
IMS-based services. At service level, delivery of composite services often in-
volves many service providers, where each service provider is responsible for 
the delivery of one or more service components (e.g. access service, IMS com-
munication service, content service, etc.). Current Online Charging System 
(OCS) specified by 3GPPP does not support an online charging function for 
composite services. This paper discusses a number of implications of online 
charging of composite services, in particular inter-domain composite services. It 
addresses important shortcomings of the current 3GPP online charging architec-
ture and suggests a way to overcome these shortcomings. The contribution of 
this paper is twofold. Firstly, it proposes an information model to support 
charging of inter-domain composite services. The proposed information model 
is based on the NGOSS and SID concepts of the TeleManagement Forum. Sec-
ondly, it proposes additional functionalities required for existing OCS in IMS to 
handle online charging of inter-domain composite services. 

Keywords: Online charging, composite services, IP Multimedia Subsystem 
(IMS), inter-domain. 

1   Introduction 

Most telecom service providers are currently implementing multi-service IP infra-
structures to cope with huge customer demand for advanced multimedia services over 
fixed and wireless broadband networks. Rapid penetration of smart phones with com-
fortable large screen sizes also contributes to a positive customer experience. The 
combination of these two trends results in a significant growth of usage of mobile 
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services such as Voice, SMS, MMS, email, location-based services, instant messag-
ing, community gaming, IPTV, etc. In particular, these multimedia services are com-
posed of services that are delivered by different providers in different administrative 
domains. At service level, delivery of composite multimedia services may involve 
different service providers such as e.g. telecom service providers, content providers or 
game providers. We therefore speak of inter-domain composite services.  

The 3rd Generation Partnership Project (3GPP) has developed the IP Multimedia 
Sub-system (IMS) [1] to support multimedia services. Besides the IMS architecture, 
the 3GPP also provides a framework for off-line and online charging. Off-line charg-
ing implies that charging for service usage occurs after a service event or service 
session has occurred. Online charging implies that charging occurs right after a ser-
vice event has occurred or during a service session usage. 

Now, customers of composite services want (near) real-time charging and billing 
information to manage their expenses while using these services. Service providers 
also have the same needs in order to manage their financial risks. However, today’s 
charging systems are not capable of dealing with requirements related to composite 
services. In particular, current online charging systems specified by 3GPPP [2] do not 
support online charging functions for inter-domain composite services. 

In this paper a number of implications are discussed of online charging of inter-
domain composite services. Note that here inter-domain is the generic case. The case 
where one deals with composite services in the same administrative domain can be 
derived from it. Hence, in this paper significant shortcomings of the current 3GPP 
online charging architecture are described while also a way to overcome these short-
comings is given. The major contribution of this paper is twofold. Firstly, an infor-
mation model is proposed to support charging of inter-domain composite services. 
The proposed information model is based on the TeleManagement Forum’s (TMF) 
programme of New Generation Operations Systems and Software (NGOSS) [3, 4]. 
Secondly, in this paper additional functionalities are suggested for the current Online 
Charging System (OCS) of IMS in order to handle online charging of composite 
services.  

The remainder of this paper is organized as follow: Section 2 provides a brief 
overview of related work. Section 3 discusses a motivating example in which com-
posite services are delivered across different domains. Section 4 presents the problem 
domain of online charging of composite services. Section 5 proposes a service com-
position information model. Section 6 discusses important functionalities for coping 
with the charging of composite services. Finally, Section 7 presents the conclusions 
and contribution of this paper together with some future directions. 

2   Related Work 

In this section related work with respect to the service composition of inter-domain 
services and its charging is described.  

The TMF launched an initiative on their Service Delivery Framework (SDF) in 
2007, which aims at specifying standards for managing service delivery across multi-
ple administrative domains. The ultimate objective of these future standards is to 
enhance partnerships among many kinds of service providers and to achieve efficient 
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interoperation between different domains. In such an environment the service man-
agement processes of all service providers involved need to be orchestrated to ensure 
smooth and consistent service delivery to end-users. The work in progress of TMF [5] 
shows clear direction of the SDF to standardize “overlay” service delivery platforms 
that will rely on existing and future networks such as the IMS core infrastructure.  

The 3GPP has proposed the concept of a Service Broker to enable service composi-
tion and orchestration [6, 7]. In the context of IMS a service broker has two funda-
mental tasks: 1. service execution and orchestration, which ensures that sub-services 
(being part of a composite service) are deployed and co-exist in harmony; and 2. ser-
vice offering coordination, which ensures that service composition is conducted in 
real-time in order to fulfill requests of customers. One can think of three alternative 
service broker models, i.e. a centralized, distributed or hybrid model. A centralized 
service broker model implies that different application servers interact with a single 
S-CSCF (Serving-Call Session Control Function) via a single service broker. A dis-
tributed service broker model implies only a one-to-one relationship between an ap-
plication server and a service broker. In turn, service brokers communicate with a 
single S-CSCF. Finally, a hybrid service broker model allows one-to-one as well as 
many-to-one relationships between application servers and service brokers. In turn, 
service brokers communicate with a single S-CSCF. 

With respect to charging, the 3GPP has proposed two reference charging models 
for different service scenarios [2], namely: an off-line and an online charging model. 
The latter charging model covers near real-time charging issues such as charging 
authorization, credit control during service sessions. However, it lacks a service com-
position model to deal with charging of composite services. For instance, a video 
conference can fall back from video plus voice to only voice due to some network 
problem. This introduces a change in charging of the voice component for the rest of 
the conversation. In this kind of situation, it is necessary for a charging system to keep 
track of the service composition information to adapt charging accordingly.   

In [12], the authors introduced a concept called Time Interval Calculation Algo-
rithm (TICA) for online charging to deal with performance issues. That is, to avoid 
large overhead caused by credit checks. TICA supports flexible tariff functions to 
cope with sophisticated business relationships between the involved business partners. 
TICA and the proposed solution in this paper are complementary. Hence, a combina-
tion of TICA and our proposed solution helps to tackle performance issues of online 
charging of inter-domain composite services.   

3   An Inter-domain Service Scenario  

Below we will describe a motivating example of a service scenario with inter-domain 
service composition and related charging. In our scenario a young business profes-
sional Jane leaves her office after a working day and takes the train back home. During 
the journey she wants to catch the evening news from a national television channel. 
Jane uses her smart phone to connect to the 4G mobile network of her service provider 
and requests on-demand TV service. The service provider responds by offering her two 
options: 1. premium TV-on-demand (TVoD) service without mobile advertising for a 
premium price and 2. TVoD service with mobile advertising for a sponsored price. As 
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she likes discounts Jane first chooses mobile advertising integrated in the TVoD ser-
vice. At some point in time she is bored with this service and switches the advertising 
banner off.  

In our example scenario the Service Provider is assumed to be capable of providing 
core IMS services (e.g. access, mobile internet, VoIP, Push-to-talk, Messaging, etc.) 
using an IMS-based infrastructure. Here the TVoD services and the mobile advertising 
service are provided by third parties in other administrative domains. The business 
rationale behind this scenario is as follows. On the service delivery side: the Service 
Provider combines the TVoD services and mobile advertising to create attractive ser-
vice offerings to customers. The Service Provider purchases the TVoD services from 
the TV-on-demand Provider. On the paying side: the Mobile Advertising Provider pays 
the Service Provider for inserting mobile advertising into each TVoD service session. 
Furthermore, Jane pays for the composite service to the Service Provider (all-in). 
However, Jane receives discounts for the TVoD services from the Service Provider by 
accepting mobile advertising. If Jane switches off the mobile advertising during the 
TVoD service session, the premium price is applied from that point forwards. 
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Fig. 1. Inter-domain service scenario depicting functional relationships (dash lines) and the 
physical paths of the delivered data (solid lines). The arrows and the blue box denote the prob-
lem domain of online charging over multiple administrative domains.  

Figure 1. depicts the above described inter-domain service scenario. In this service 
scenario the Service Provider is responsible for the user-facing charging and billing of 
Jane, as well as the 3rd party-facing charging and billing of the TVoD Provider and 
the Mobile Advertising Provider. Here, charging is expected to be online (near-real-
time) in order to manage the financial risks for both the user Jane and the Service 
Provider. 

4   Problem Domain of Online Charging of Composite Services 

This section deals with the scope of our research into the problem domain of online 
charging of composite services. Moreover a summary of the research questions we 
deal with is given.  
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4.1   Research Scope 

This paper focuses on online charging of composite services. Depending on the im-
plementation strategy online charging may involve different distributed Online Charg-
ing Systems (OCS). However, we abstract from a concrete distribution and focus on 
one single OCS. We assume that composite services will be delivered across several 
administrative domains and across several delivery platforms. Hence, a combination 
of web services and IMS services based on SOA (Service Oriented Architecture) [7] 
is considered.  

In order to master the complexity of such a service delivery, the concept of service 
broker as advocated in [6, 7] is used. There are different possible configurations of 
service brokers in an actual deployment. In this paper, two types of service broker are 
considered: 1. An IMS Service Broker within the IMS domain and 2. An Inter-domain 
Service Broker within the Web-Services domain. Here, the Inter-domain Service Bro-
ker is leading and is responsible for the end-to-end service composition for the user. 
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Fig. 2. Provisioning and Charging of Composite Services in an Inter-domain Environment 

Figure 2 above illustrates a possible model for provisioning and charging of com-
posite services in a multi-domain environment. A composite service is delivered across 
different administrative domains: the service provider domain, which is supported by 
IMS core infrastructure, and the third party domains, which are not necessarily sup-
ported by an IMS but some different network infrastructures. The service composition 
and orchestration occurs at the web-service level through the Inter-domain Service 
Broker. This implies that the Inter-domain Service Broker has the knowledge of the 
service composition and needs to communicate this information with the OSC for 
online charging purposes. Note that here off-line charging is out-of-scope. 
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4.2   Research Questions 

The 3GPP framework describes online charging for both events and sessions. However, 
there exists no standard model yet for service composition within 3GPP specifications. 
Although an IMS service may consist of different service components (e.g. VoIP over 
IP-access), current online charging systems do not correlate charges between these 
service components. As a result, when a service component is added or removed from 
an incurred composite service session, adjustment of online charging due to possible 
tariff changes (e.g. zero rate bearer usage when a VoIP session is active) cannot be 
handled. Since the composition of a composite service may change at run time, online 
charging needs to adapt to this dynamic behavior as well. This implies that the OCS 
needs to have knowledge about how the ongoing service composition is built up and the 
corresponding tariff of an individual service component. Furthermore, charging policies 
need to be enforced appropriately according to some pre-defined service level agree-
ment between the end-user and the service provider.  

Hence we come up to the following research questions regarding online charging 
of composite services: 

1. What is the service composition model used by the OCS? This involves infor-
mation exchange between an inter-domain service broker function and the OCS.  

2. Which technical details should be included in the service composition model? 
A charge request should contain enough details to enable the OCS to conduct 
credit reservations and correlate different charges. 

3. How do the charging processes of individual service components influence each 
other during an ongoing service session? There must be a way to keep the state 
of service composition within the OCS. In addition, the cross dependency of tar-
iff between different service components depends strongly on imposed charging 
policies. Hence, the OCS also needs to take charging policies in to account. 

The above questions will be addressed in the sections 5 and 6 below where we 
propose solutions. 

5   Service Composition Information 

This section presents a service composition information model to deal with online 
charging of inter-domain composite services. An example is also given to concretize 
the proposed solution.   

5.1   Service Composition in the Context of TMF’s SDF 

According to [5], there are three steps to arrive at the eventual service delivery, 
namely: product design, service creation and service execution. During the product 
design phase, a service designer from the service provider domain can look up avail-
able service components in a catalog and chooses the necessary service components 
to form a composite service. During the creation phase, the designed composite ser-
vice is tested throughout. When a composite is accepted, a meta information model of 
the composite service is created and stored in a composite service catalog. In the last  
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phase, whenever a user requests a composite service, an instance to the corresponding 
meta information model is generated. Figure 3 depicts when a meta service composi-
tion model comes into existence.  

In order to compose a composite service, the service provider sometimes needs to 
acquire external services from third party providers. A service composition model 
therefore must express the relationship between the constituent service components. 
The TMF has been working on the Shared Information/Data (SID) model [4], which 
provides guidelines for the modeling of information/data for the purpose of product 
design, service construct and service provisioning. Currently, the SID model is widely 
accepted as standard in the industry. Among many aspects, the SID model addresses 
the basic entities: product, service, end-user-facing service and provider-facing service 
and their relationships. The next section will discuss a service composition information 
model based on SID, which can be used for online charging of composite services. 
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Fig. 3. Service Composition Information in the context of TMF’s SDF 

5.2   Service Composition Model 

A Product is a particular “item” that an end-user can buy. For example, the end-
user can browse through a list of products (e.g. video’s) and pick out a preferred one. 
A Service is part of a Product. A Service cannot exist by itself, but is bound 
to a Product. An end-user can only buy a product, not a service. For example, the 
end-user buys 30 minute of ToVD of channel A (as a product) and experience high 
quality news (as a service). A Service represents the things, which are experienced 
by an end-user. A Provider-facing Service represents the resources which 
are needed to support the End-user-facing Service, which is to the Ser-
vice Provider but invisible to an end-user. 

The heart of the service composition is the Service, which is distinguished into an 
End-user-facing Service and a Provider-facing Service. The 
End-user-facing Service is linked to Product, which an end-user can 
choose. The Provider-facing Service consists of one or more Atomic 
Services, which can be Provider Services (i.e. internal resources), or Part-
ner-facing services (i.e. external resources) or both. The relationship between 
the Provider-facing Service and the Atomic Service is a transformation 
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duality relationship [8, 10]. Hence, in order to arrive at a Provider-facing Ser-
vice, the Service Provider needs to compose a service session from different 
service components. Figure 4 below depicts the service composition model. 

(Composite) Service

serviceID: string
serviceName: string
serviceClass: string
IMSChargingID: identifier
timeStamp: time

Provider-facing Service

interOperatorID: identifier
providerFacingServiceID: identifier
providerFacingServiceName: string
providerFacingServiceClass: string
chargingKey: identifier

User-facing Service

userSessionID: identifier
timeStamp: time

supported by

1..*

Atomic Service

1..*

Provider Service

interOperatorID: identifier
serviceID: identifier
serviceName: string
serviceClass: string
chargingKey: identifier
timeStamp: time

Partner-facing Service

interOperatorID: identifier
serviceID: identifier
serviceName: string
serviceClass: string
chargingKey: identifier
timeStamp: time

 

Fig. 4. Service Composition Model ChargingKey 

The separation between the End-user-facing Service and Provider-
facing Service makes it possible to construct service session compositions 
which contain detailed information about how a service session is built and what 
service components are used in a service session. The how and the what are expressed 
by Provider-facing Service. What an end-user “experiences” is the End-
user-facing Service, which is transparent and abstracted from detailed busi-
ness information intended only to the Service Provider. 

The service composition information model contains necessary detail information 
to ensure the correlation of service components and their corresponding charge. The 
following pieces of information are crucial: 

• serviceID - an unique identifier of a provided composite service or a service 
component.  

• interOperatorID – a unique identifier of a service provider or a 3rd party 
provider. 

• chargingKey - an identifier used by the OCS to determine the tariff of a com-
posite service or a service component. 

The combination of an interOperatorID, the corresponding serviceID and 
the chargingKey allows for an appropriate credit authorization request at the OCS. 

Figure 5 below shows an example of an instance of a service composition informa-
tion created for a TVoD request as described in the service scenario of Section 2. 
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Service Provider Co : Provider-facing Service

serviceID = NewsonDemand001
serviceName = TVoD News
serviceClass = Gold
timeStamp = 2009-05-25 T07 25
IMSChargingID
interOperatorID = ServiveProviderCo.com
providerFacingServiceID = TVoD0010
providerFacingServiceName = TVoD Sponsored News
providerFacingServiceClass = gold
chargingKey = CKEY1000

Service Provider Co : Provider Service

interOperatorID = ServiceProviderCo.com
serviceID = IP-CAN001
serviceName = 4G Access
serviceClass = gold
chargingKey = CKEY1010

TVNews Co : Partner-facing Service

interOperatorID = TVNews.com
serviceID = NewsChannel01
serviceName = Headlines
serviceClass = gold
chargingKey = CKEY1020

MobileAds Co : Partner-facing Service

interOperatorID = MobileAdsCo.com
serviceID = Banner10
serviceName = Coca Cola Ads
serviceClass = gold
chargingKey = CKEY1030  

Fig. 5. Example of an instance of service composition sent to the OCS 

6   Online Charging Functions for Supporting Composite Services 

This section discusses the functionalities required for existing IMS’s OCS to handle 
online charging of inter-domain composite services. In particular, it focuses on credit 
control mechanisms to deal with financial risks. 

6.1   Credit Control for Composite Service Sessions 

The main objective of online charging is to provide service providers with a mechanism 
to control user credit allowance. A credit allowance can be a pre-defined upper limit of a 
postpaid account (e.g. parents setting up spending limits for their children) or a current 
amount of money of a prepaid account. For this purpose, it is necessary to check the 
user credit balance prior to service provisioning. Moreover, if the user credit balance is 
sufficient, credit reservation must be made for the requested composite service session. 
In some cases, it will be necessary to create separate credit reservations for individual 
service components. To this extent, the Diameter Credit Control Application [13] is 
suitable to support the credit authorization requests for (inter-domain) composite service 
sessions. The charging of composite services can be divided into three phases:  

1) Charging request – The Inter-domain Service Broker (ISB) sends a request to 
the OCS asking for charge authorization of a composite service session. The 
service composition information must be included in this request to enable 
the OCS determining the required credit reservation. At this point, the OCS 
creates a “parent claim” for the requested composite service. We note that the 
service session information sent from the ISB to the OCS must be combined 
with necessary information from the customer domain such as subscriber 
identifier and user identifier to enable the OSC to look up the appropriate ac-
count (not shown in this paper). 

2) Charging initiation – If the user credit balance is sufficient, the ISB continues 
to initiate the required service components. For each service component a 
credit authorization request can be sent to the OCS, e.g by an individual  
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Application Server (AS). Each credit authorization request is followed by a 
corresponding credit authorization response which includes (among other 
things) an assigned usage quota (e.g. data or time unit). 

3) Service Charging – During the service session usage, credit re-authorization 
might be necessary when the usage quota is approaching zero. An individual 
AS can undertake this action with the OCS independently. When the provi-
sioning of a service component is terminated (this can be user-initiated, AS-
initiated or OCS-initiated caused a credit constraint), the involved AS sends a 
final charge report to the OCS and a service termination message to the ISB. 

Figure 6 shows the interaction between the ISB and OCS in the charging request 
phase. To avoid unnecessary load caused by credit requests for individual service 
components, we propose to conduct the “parent claim” for each request using a  
 

charging requestseq

UE Inter-domain Service Broker Online Charging System

1 : service request()

2 : generate service composition information()

3 : send service compsition + credit authorization request()

4 : charge calculation()
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6 : credit autorization response()

service composition 

infomration

 

Fig. 6. Exchange of Service Communication Information 
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3 : credit reservation()

4 : credit response()
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7 : start service usage()
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12 : report final charging()
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Fig. 7. Online Charging Initiation and Online Service Charging 
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limited data set of information contained in the service composition. Moreover, the 
combination of {interOperatorID’s + serviceID’s + chargingKey’s} 
and their mutual relationships provide enough information for the OCS to determine 
the “parent claim”. Hence, the ISB does not need to gather detailed technical informa-
tion from the involved AS before being sure that the service provisioning is allowed. 

Finally, Figure 7 below shows the interactions during the charging initiation and 
service charging phase between the User Equipment (UE), Inter-domain Service Bro-
ker (ISB), Application Server (AS) and Online Charging System (OCS). It is worthy 
to note that in case a service component is removed from a service session, the ISB 
needs to inform the UE about the new tariff of the remaining service session (not 
shown in Figure 7). 

6.2   Dealing with Dynamic Change of Service Components 

Online charging of composite services becomes complex when the composition of the 
ongoing composite service session changes (i.e. adding or removing service compo-
nents) and when there is a tariff dependency between the involved service components. 
In such a situation, two major impacts on online charging are observed: 1. possible 
tariff changes of the remaining service components; 2. adjustment of user credit bal-
ance. To deal with these issues, we can think of three charging strategies.  

The first strategy is to apply a tariff-dependent charging scheme. Here, the OCS 
must conduct credit reauthorization for the involved service components whenever 
the service composition changes. The advantage of this strategy is that it allows the 
OCS to adjust tariffs in near real-time, which can be desirable from a business view-
point. The trade-off is that this strategy might induce extra load on the OCS. The 
second strategy is to use a tariff-independent charging scheme. Here, the OCS can 
apply a fixed tariff for each chargeable service component and a fixed tariff for each 
awardable service component (i.e. component from which an user receives compensa-
tion such as advertising). The advantage of this tariff-independent scheme is to avoid 
tariff recalculation, thus avoids extra load on the OCS. The third strategy is to apply a 
hybrid charging scheme where a combination of the two strategies is used. For in-
stance, the tariff of a connectivity service component can be fixed, whereas the tariff 
of a TVoD service component depends on the rewarding of an advertising service 
component. In case the advertising component is removed from the service session, 
the OCS only needs to adjust one tariff for the TVoD component.  

Moreover, in order to support the above charging strategies, existing functions 
within the OCS such as SBCF (Session-Based Charging Function), ABMF (Account 
Balance Management Function) and RF (Rating Function) need to take into account 
the dynamic character of the composite services and the tariff dependency amongst 
the service components. For instance, the ABMF needs to manage both “credit 
claims” of chargeable service component as well as the “rewarding prospect” of 
awardable service component.  

6.3   Impact on Existing 3GPP Interfaces  

Regarding the interfaces of the OCS, the main impact of our proposed solution in 6.1 
and 6.2 is on the Ro reference point between the ISB and the OCS [11]. The current  
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specification of the Ro reference is only capable of supporting “flat” structure of ser-
vice components. Thus, no distinction can be made between a composite service as a 
whole and its (sub) service components. However, the hierarchical structure of service 
components and their corresponding charging keys are critical for the determination 
of the charging dependencies between service components. As a result, some adapta-
tion should be made at the Ro reference point to enable the exchange of service com-
position information sent from the ISB to the OCS. Altogether, having a hierarchical 
structure of service components, their corresponding charging keys and an adapted Ro 
reference point will allow us to apply flexible charging policies. Hence, this extension 
of the capability of the OCS will support a broad variety of business models between 
service partners in different domains. 

7   Conclusion and Future Work 

This paper addresses the problems of online charging for composite services which are 
delivered across IMS-based and web-based infrastructures. One of the main challenges 
is the lack of a service composition information model that expresses the hierarchical 
structure of the service components and the relationships between their corresponding 
charging keys. To overcome this problem, a service composition model based on the 
SID framework is proposed. Furthermore, this paper discusses the implication of credit 
control when dealing with composite services and tariff dependency between the in-
volved service components. To this extent, three charging strategies have been dis-
cussed in order to tackle the dynamic changes of service composition during run time. 
The impact of the proposed solution on the existing 3GPP charging reference architec-
ture [2] is limited. Minor adaptation at the Ro reference point is required to include the 
proposed service composition information in the charging request phase. 

Future work will study the correlation function that should be introduced to the 
OCS [11]. Further impact of online charging of composite services on existing func-
tions such as OCF (Online Charging Function), ABMF (Account Balance Manage-
ment Function) and RF (Rating Function) will be examined.  

References 

1. Cuevas, A., Moreno, J.I., Vidales, P., Einsiedler, H.: The IMS service platform: a solution 
for next-generation network operators to be more than bit pipes. IEEE Communication 
Magazine 44(8) (August 2006) 

2. 3GPP, Charging Architecture and Principles, TS 32.240, version 8.4.0 (September 2008) 
3. Strassner, J., Fleck, J., Huang, J., Faurer, C., Richardson, T.: TMF Whitepaper on NGOSS 

and MDA, version 1 (November 2003) 
4. TMForum, Shared Information/Data (SID) Model – Business View Concepts, Principles 

and Domains, release 6 (November 2005) 
5. TMForum, Service Delivery Framework Overview, release 2.0 (September 2008) 
6. 3GPP, Study on Architecture Impacts of Service Brokering, TR 23.810, release 8.0  

(September 2008) 



84 M. van Le et al. 

7. Huslak, N.S., McQuaide, A.C.: Service Brokering: Opportunities and Challenges. In: In-
ternational Conference on Intelligent Network (ICIN), Bordeaux, France, October 20-23 
(2008) 

8. Le, M.V., Beijnum, B.J.F., Niewenhuis, L.J.M., Huitema, G.B.: An Enterprise Model for 
Real-time Inter-domain Billing of Services. In: Workshop on ODP Enterprise Computing 
(WODPEC), Muchen (September 2008) 

9. de Laat, C., Gross, G., Gommans, L., Vollbrecht, J., Spence, D.: Generic AAA Architec-
ture, IETF RFC 2903 (August 2000) 

10. Geerts, G.L., McCarthy, W.E.: An ontological analysis of the economic primitives of the 
extended-REA enterprise information architecture. International Journal of Accounting In-
formation Systems 3, 1–16 (2002) 

11. 3GPP, Online Charging System (OCS): Applications and interfaces, TS 32.296, version 
8.2.0 (June 2008) 

12. Kurtansky, P., Reichl, P., Stiller, B.: The Evaluation of the Efficient Prepaid Scheme TICA 
for All-IP Networks and Internet Services. In: 10th IEEE/IFIP Symposium on Integrated 
Network Management (IM 2007). IEEE, Munich (2007) 

13. 3GPP, PS Domain Charging, TS 32.251 v8.3.0 (September 2008) 
14. Hakala, H., Mattila, L., Koskinen, J.P., Stura, M., Loughney, J.: Credit Control Applica-

tion, IETF RFC 4006 Diameter (August 2005) 



P. Reichl, B. Stiller, and B. Tuffin (Eds.): ICQT 2009, LNCS 5539, pp. 85–96, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

A New Bilateral Arrangement between Interconnected 
Providers 

Ruzana Davoyan1, Jörn Altmann2, and Wolfgang Effelsberg1 

1 Department of Mathematics and Computer Science 
University of Mannheim, 68131 Mannheim, Germany 

2 TEMEP, School of Industrial and Management Engineering, College of Engineering  
Seoul National University, South-Korea 

{ruzana.davoyan,wolfgang.effelsberg}@informatik.uni-mannheim.de, 
jorn.altmann@acm.org 

Abstract. Cost allocation between interconnected networks is based on  
measured traffic flows. This principle, however, does not provide a fair way for 
sharing costs. In this paper, a new bilateral model, called Differentiated Traffic-
based Interconnection Agreement (DTIA) for intercarrier compensation is pre-
sented. In particular, the approach aims to determine the original initiator of a 
transmission by means of traffic differentiation into two types and to compen-
sate the interconnection costs. Unlike the existing financial settlements, under 
which the payments are made based on the traffic flows, the proposed method 
suggests costs compensation according to the differentiated traffic flows. Fur-
ther, in order to support the described payment scheme, a simple and scalable 
traffic management mechanism was designed. The results obtained from the 
comparative analysis showed that determination of a transmission initiator in-
duces cost sharing between all parties and therefore, reduces the interconnection 
payments between providers. 

Keywords: Interconnection arrangement, intercarrier compensation, Internet 
economics. 

1   Introduction 

The Internet is a system of interconnected networks, which are connected either 
through a direct link or through an intermediate point, called Internet exchange point 
(IXP) to exchange traffic. Historically, the Internet provides two types of interconnec-
tions: peering and transit [1]. Peering is the arrangement of traffic exchange on a free-
settlement basis, called bill-and-keep (BAK), so that the Internet service providers 
(ISPs) do not pay each other and derive revenues from their own customers [2]. It is 
fair and efficient under symmetry of traffic flows, termination charges, and costs. 
Under the transit model, a customer provider pays a transit provider to deliver the 
traffic between the customers. The outcome of the negotiation process of being a 
transit or peered customer reflects on the assessment of the actual cost of traffic ex-
change [3-4]. Peering offers several advantages in terms of interconnection costs and 
quality of data transmission, but gives access to a part of the entire Internet. Accord-
ing to the estimates in [5], 80% of the Internet traffic is routed via private peering. In 
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some cases, however, in order to recover the infrastructure costs, instead of peering 
with the smaller ISPs, the larger ISPs offer transit arrangements at a certain rate, pro-
viding access to the whole Internet. In addition to this, new types of interconnection 
models, such as paid peering and partial transit, emerged in the market [6].  

Traditionally, before interconnecting, a provider calculates whether the interconnec-
tion benefits would outweigh the costs [7]. The simple economic principle suggests 
sharing the costs between all parties. The survey and discussion on interconnection 
with two-sided benefits are provided in [8-9]. In the case of telephony, the study [10] 
argued that both calling and called parties benefit from the call, and consequently, 
should share the interconnection costs. In the Internet, under symmetry of traffic flows, 
the termination costs are set to zero, since it is assumed that the termination fees are 
roughly the same, and a peering arrangement is used. However, because no termination 
cost is charged, BAK is considered inefficient in terms of the cost compensation [11]. 
Generally, if providers are asymmetric in terms of size, peering model is not appropri-
ate, since providers incur different costs and benefit differently.  

Therefore, if traffic is unbalanced, interconnection arrangement is governed by the 
financial compensation in a bilaterally (paid peering) or unilaterally (transit) negotiated 
basis to recover the costs of the network. In bilateral settlements, the payments are 
done based on the net traffic flow. Considering the Internet hierarchical structure, 
Internet backbone providers (IBPs) sell the wholesale services to competitive ISPs. As 
a result, in unilateral settlement agreements, a customer provider pays for sent and 
received traffic, even though traffic flows in both directions. As cited in [5], it was 
recommended to establish bilateral arrangements and to compensate each provider for 
the costs that it incurs in carrying traffic generated by the other network. However, the 
study [5] argued that traffic flows are not a reasonable indicator to share the costs, 
since it is not clear who originally initiated any transmission and therefore, who should 
pay for the costs. In other words, compensation between providers cannot be solely 
performed based on the traffic flows, which provide a poor basis for cost sharing. 

Various aspects of interconnection of ISPs have been analyzed by [10], [12-16]. 
When analyzing economics of interconnection, existing literature considers intercarrier 
compensation based on the flows of traffic.  Analytical studies provided in [17-18] 
investigated the impact of determination of an original initiator of a transmission on 
intercarrier compensation, demand as well as profits of the providers in the case of 
private peering arrangement.  

This paper follows the problem of cost sharing between providers and presents a 
new intercarrier compensation model, called differentiated traffic–based interconnec-
tion agreement (DTIA). The key aspect of the described model is based on the deter-
mination of a transmission initiator by means of traffic differentiation into two types, 
referred to as native that is originally initiated by the provider’s own customers and 
stranger, which is initiated by the customers of any other network. In comparison to 
the existing bilateral or unilateral settlements [3], under which the payments are based 
on the traffic flows, this study proposes to compensate the interconnection costs ac-
cording to the differentiated traffic flows. In particular, each provider is compensated 
fully for the costs that it incurs in carrying native traffic and partially for the costs that 
it incurs in carrying stranger traffic. Unlike telephony, the proposed model does not 
consider a transmission initiator as a cost causer, who should cover the joint costs. 
Instead, all parties share the entire costs.  
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Further, a simple and scalable traffic management mechanism that supports the 
traffic differentiation approach was designed. A similar mechanism only for private 
peering arrangements was presented in our earlier work [19]. The major advantage of 
the described mechanism is that providers have not to inspect the IP header of a 
packet in order to determine how it should be accounted. The proposed mechanism 
introduces a membership label, which allows accounting the volume of a particular 
traffic type. Hence, a significant reduction in computational costs is achieved by using 
a membership label.  

Finally, a comparative study of the agreements based on the traffic flows and dif-
ferentiated traffic flows compensation was provided. The obtained results demon-
strated that the determination of the original initiator of a transmission reduces the 
interconnection payment between networks.  

The rest of the paper is organized as follows. Section 2 discusses the financial settle-
ments between providers. Section 3 describes the motivation for traffic differentiation. 
Section 4 presents the design of the traffic management mechanism for interconnection 
arrangements. Section 5 provides analytical studies. Finally, Section 6 concludes this 
paper. 

2   Financial Settlements 

Generally, providers arrange financial settlements in order to determine the distribu-
tion of the interconnection costs [3], [20]. Before examining financial settlements 
within the Internet, we consider the telephony system. As an example, assume the 
scenario, where Alice makes a call to Bob. Accepting the call, Bob incurs termina-
tion costs to its provider that should be covered either directly by billing Bob or 
indirectly by billing the calling party’s carrier. As cited in [11], “existing access 
charge rules and the majority of existing reciprocal compensation agreements require 
the calling party’s carrier, […], to compensate the called party’s carrier for terminat-
ing the call”. Thus, an initiator of the call, i.e. Alice pays to the subscribed provider 
for the entire call, since Alice asked to reserve the circuit. In contrast to the teleph-
ony example, establishing a connection in the Internet does not require any reserva-
tion of the circuit. Usually packets between Alice and Bob are routed independently, 
sometimes even via different paths. Therefore, as cited in [12], “it is very important 
to distinguish between the initiator and the sender, and likewise between the destina-
tion and the receiver”. The initiator is the party that initiates a call or a session, and 
the destination is the party that receives a call. In comparison, the sender (the origi-
nator) is the part that sends traffic, and the receiver (the terminator) is the part that 
receives traffic.  

In telephony, the initiator is considered to be the originator and is charged based on 
the transaction unit, namely a “call minute” for using the terminating network. On the 
Internet, it might be argued that a TCP session can be considered as a call, where the 
initiator of a session pays for the entire traffic flow. However, considering the actual 
use of the network resources, financial settlement should be done at the IP level, ac-
counting each packet of a flow. In addition to this, session-based accounting, which 
faces technical difficulties, is more complicated than simple packet-based accounting, 
under which the volume of the exchanged traffic in both directions is measured. 
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Therefore, generally, under unilateral business relationships, providers adopt service-
provider settlements, where a customer ISP pays to a provider ISP for sent and re-
ceived traffic, and under bilateral relationship, providers accept negotiated-financial 
settlements, where the payments are based on the net traffic flow. For detailed discus-
sion see [3], [12], [21]. 

3   Motivation for Traffic Differentiation 

The principle that we follow is that both parties derive benefits from the exchange of 
traffic and, therefore, should share the interconnection costs. Considering a system 
without externalities [3], [22], the costs should be shared based on the benefits ob-
tained by each party. However, in the real world, it is impossible to measure the bene-
fits of parties and so to share the costs. If content is not equally distributed between 
providers, traffic imbalance occurs, and hence, costs and revenues are not shared 
evenly. Indeed, the network that sends more traffic incurs lower cost than the network 
that receives more traffic [23]. As cited in [24], traffic flow is dominant towards a 
customer requested the content and generates 85% of the Internet traffic. This implies 
that inbound traffic is much more compared to outbound traffic of content request.  

It was recommended to compensate each provider for the costs that it incurs in car-
rying traffic based on the traffic flows. However, according to [5], traffic flows are 
not a good meter for costs sharing, since “it is impossible to determine who originally 
initiated any given transmission on the Internet” and therefore, provide a poor basis 
for cost sharing. Furthermore, providers are unwilling to inspect the IP header of a 
packet, since “the cost of carrying an individual packet is extremely small, and the 
cost of accounting for each packet may well be greater than the cost of carrying the 
packet across the providers” [21]. 

In order to determine the party that originally initiated the transmission, we differen-
tiate traffic into two types, referred to as native, which is originally initiated by the 
provider’s own customers, and stranger that is originally initiated by the customers of 
any other network. Indeed, outgoing traffic of ISPi that is the same as adjacent pro-
vider’s incoming traffic may be i) either a part of a transmission initiated by a customer 
of ISPi, ii) or a part of a transmission initiated by a customer of any other network. In 
particular, we suggest that a provider compensates the incurred costs i) fully, if the 
exchanged traffic is native, and ii) partially, if the originated traffic is stranger. More 
specifically, interconnected networks settle DTIA, whereby each partner is compen-
sated for the costs, which it incurs in carrying traffic according to the differentiated 
traffic flows. 

4   Traffic Management Mechanism 

The traffic management mechanism for interconnection arrangements, which we 
propose, allows recognizing the packet type throughout the network. The key aspect 
of the proposed mechanism is the identification the type of traffic based on a two-bit 
field in the IP packet header, referred to as the Membership Label (ML). 
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4.1   Packet Marking by a Transmission Initiator 

We assume that all nodes within the network support packet marking, where each 
node sets the first bit of the ML field of native packet to ‘1’ and the packet of stranger 
traffic to ’0’. The assignment of the first bit of the label to ’1’ is done once, when a 
node originally initiates a transmission.  

A consumer can request a webpage either from a subscribed network or from any 
other network. This implies that a transmission endpoint, such as the destination can 
belong to the same network as the transmission initiator or to any other network. 
Therefore, a packet that appears in the network can be originated either by a local 
transmission endpoint or by an endpoint, which is located in any other network. 
Hence, we distinguish the location of a transmission endpoint originated a packet with 
respect to the network, where the packet appears.  

The second bit of the label set to ‘1’ indicates that the endpoint is local, and ‘0’ 
shows that one is located in another network. The assignment of the second bit of ML 
to ‘1’ is done once, when an endpoint of transmission originates a packet. Conse-
quently, an original initiator of a transmission sets the ML field to ‘11’. Table I pre-
sents the description of the four available values of the label, which will be discussed 
latter in this section. 

4.2   Outgoing Packet Re-marking 

It is obvious, that native traffic with regard to one network is stranger with regard to 
the other. Hence, it is necessary to differentiate the exchanged traffic between net-
works. In order to achieve that we distinguish provider’s border nodes, which are trust 
boundaries and maintain connection with an adjacent network, and refer to as the 
Provider-to-Provider Border (PPB) nodes. For calculating the first bit of the mem-
bership label of outgoing traffic, a PPB node performs the XOR logical operation on 
both bits of the ML label. Obviously, that the PPB nodes set the second bit to ‘0’. 
Even though packets within a domain can be marked by any available value of ML, 
interdomain traffic can take on only ‘00’ or ‘10’ values of the label (i.e. stranger or 
native traffic originated by a transmission endpoint located in any network).  

In addition, in order to carry out intercarrier compensation based on the differenti-
ated traffic (DT) flows, each PPB node keeps two counters (one for inbound and an-
other for outbound traffic), which calculate the volume of a particular type of traffic, 
i.e. native or stranger with regard to its network. The volume of the other type of 
traffic can be easily determined by subtracting the counted volume from the total one. 
Table 2 demonstrates the logic of the PPB nodes for outgoing packet re-marking and 
for counting outgoing native traffic. 

4.3   Incoming Packet Re-marking 

As mentioned before, the website requested by a consumer can be subscribed either to 
the local network or to any other network. As a result, traffic originated by the end-
point of transmission (e.g. destination), can be part of a transmission initiated either by 
the network’s customer or by the customer of any other network. Therefore, the identi-
fication the type of traffic (i.e. native or stranger) originated by the transmission end-
point is necessary. For incoming traffic that is destined to the network (i.e. destination 
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IP address is local), the PPB nodes perform the NOT logical operation on the second 
bit of the label and do not change the first bit.  

A transmission endpoint does not re-examine the label. It sends response packets 
with the same ML field (i.e. the values ‘01’ or ‘11’ are copied from the request 
packet). It is obvious that incoming network traffic with the first bit set to ‘1’ and 
destined to the network is a part of a transmission initiated by its own customers. 
Table 3 shows the logic of the PPB nodes for incoming traffic and for counting in-
coming native traffic. An example that helps to understand how the described traffic 
management mechanism works is described below. 

Table 1. Available values of the ML field 

Values of 
ML  

Description 

00 Stranger packet, originated by the endpoint located in another network  
01 Stranger packet, originated by the local endpoint  
10 Native packet, originated by the endpoint located in another network 
11 Native packet, originated by the local endpoint  

 
Table 2. Outgoing packet re-marking and 
counting 

Input Output Counter 
00 00 counter1 
01 10 counter1 
10 10 counter1 
11 00   counter1++ 

counter shows the current value of the 
counter for outgoing traffic  

Table 3. Incoming packet re-marking and  
counting 

Input Output (Counter) 
 If destination IP 

address is local 
 

Otherwise 

00 01 (counter2) 00 (counter2) 
10 11 (counter2++) 10 (counter2) 

counter shows the current value of the counter for 
incoming traffic  

 
As an example, consider a model consisting of ISPi, ISPj, and their customers as 

well as the transit network ISPk, where each provider calculates the volumes of native 
traffic. Assume that a customer of ISPi requests data available on ISPj. Let N1 be the 
PPB node of ISPi, which receives a packet marked by ‘11’. Before forwarding it to 
ISPk, N1 performs the XOR operation on the ML field of the outgoing packet (i.e. sets 
the label to ‘00’), and increases the counter for outgoing native traffic. The PPB node 
N2 of ISPk reads the destination IP address, however does not re-mark the label (since 
the packet is not destined to its network), and then forwards the packet to PPB node 
N3, which maintains connectivity with ISPj. N3 node performs the XOR operation on 
the outgoing packet label (as a result, the ML value remains the same, i.e. ‘00’) and 
forwards it to PPB node N4 of ISPj. N4 node reads the destination IP address, and 
since the packet is destined for its network, applies the NOT operation on the label of 
the incoming packet (i.e. sets ML to ‘01’) and forwards it to the destination, e.g. the 
N5 node. After receiving the packet, N5 sends a packet stream with the requested 
data, where the label remains the same (‘01’ i.e. stranger traffic, which is originated 
locally). The similar procedure follows on the inverse path with only one difference 
that ISPi considers the incoming traffic as native, initiated by its own customers. 
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4.4   Incentive Compatibility 

It is well known that strategic agents have an incentive not to be truthful and, there-
fore, end-systems or the defined PPBs nodes can perform mendacious packet mark-
ing. However, there are several favorable reasons to adopt our approach. First, we 
considered that PPB is a trust boundary, and therefore, its operations can be recorded 
and then audited. Second, applying commonly used pricing scheme, such as flat-rate 
creates no incentive to the end-systems to perform untruthful packet marking, since it 
does not affect fees and quality of service. Finally, interconnection is a long-term and 
repeated process, arranged under mutual benefits, and, therefore, sustainable coopera-
tion between interconnected ISPs is a reasonable and natural solution. Nevertheless, 
we intend to address incentive compatibility in our future work. 

5   A Simple Benchmark 

In our analysis two types of the customers, namely consumers and websites are con-
sidered. Actually, traffic is exchanged 1) between consumers, 2) between websites, 3) 
from websites to consumers, and 4) from consumers to websites. Generally, traffic 
between websites and from consumers to websites is negligible. Recently, peer-to-
peer (P2P) traffic has increased rapidly. The significant part of the Internet traffic, 
comprised of FTP, Web, and streaming media traffic, is from websites to consumers. 
In order to investigate the impact of determination of the transmission initiator on the 
intercarrier compensation in its simplest way, we focus on traffic exchange i) from 
consumers to websites, and ii) from websites to consumers. Traffic between consum-
ers and between websites is neglected, since it does not have any significant impact 
on the results of the analysis. It is worth noting that according to the proposed ap-
proach, a node in a P2P network can be considered as a consumer as well as a website 
simultaneously, since it can act as a server and a client. To simplify the analytical 
studies the following assumptions were made throughout the paper: 

 

Assumption 1. Let )1,0(∈iα  be a network’s market share for consumers and )1,0(∈iβ  
its market share for websites. The market consists of only one transit provider and two 
customer networks, i and j, where i≠j, and 1=+ ji αα , 1=+ ji ββ . 

Assumption 2. The number of consumers and the number of websites in the market 
are denoted as N  and M  respectively. Each customer chooses only one provider to 
join, because of homogeneity of the services. 

Assumption 3. For simplicity, a balanced calling pattern, where each consumer re-
quests any website in any network with the same probability is considered. Each con-
sumer originates one unit of traffic per request of website and downloads a fixed 
amount of content. 

 

We examine a scenario, in which ISPi and ISPj exchange traffic through the transit 
provider ISPk. The amount of differentiated traffic originated from ISPi with destina-
tion ISPk is given by 

NMt ji
nat
ik βα=  (1) 

NMxt ij
str
iк βα=  (2) 
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where nat
ikt  denotes the amount of outgoing native traffic (exchanged from consumers 

to websites) and str
ikt  the amount of outgoing stranger traffic (exchanged from websites 

to consumers) with respect to ISPi. The variable x  denotes the average amount of 
traffic caused by requesting a website.  

Similarly, the DT volumes originated by ISPj and destined to ISPi are given by 

NMt ij
nat
jk βα=  (3) 

NMxt ji
str
jk βα=  (4) 

Here, nat
jkt  represents the outgoing native traffic and str

jkt  represents the outgoing 
stranger traffic with respect to ISPj. The total amount of traffic from ISPi and ISPj are 
calculated as 

str
ik

nat
ikik ttt +=  (5) 

str
jk

nat
jkjk ttt +=  (6) 

Since this paper is not about examining how the access charges are defined, there-
fore, we assume for the purpose of simplicity that access charges between providers 
are set by an industry regulator and then applied reciprocally. Let ISPi (ISPk) charges 
ISPk (ISPi) i

ka  ( k
ia ) and i

kb  ( k
ib ) for every unit of received native and stranger traffic 

respectively, where i
k

i
k ba >  ( k

i
k
i ba > ), since the providers compensate partially the costs 

of terminating stranger traffic. For the case of symmetric access charges 
aaaaa k

j
j

k
k
i

i
k ====  and bbbbb k

j
j

k
k
i

i
k ==== , whereas ab ε=  and 15.0 <≤ε . However, in 

order to simplify analysis, we fix 5.0=ε . The net interconnection payments from ISPi 
to the transit provider and vice versa are denoted by ikq  and kiq  correspondingly  

str
ik

nat
ikik btatq +=  (7) 

( )str
jk

nat
jkki ttbq +=  (8) 

From (8), it can be noticed that the transit provider is charged based on the rate for 
stranger traffic, because it does not have any customers of its own. Similarly, the net 
transfers from ISPj to the transit provider and vice versa are denoted by jkq  and kjq re-
spectively  

str
jk

nat
jkjk btatq +=  (9) 

( )str
ik

nat
ikkj ttbq +=  (10) 

The costs of ISPi (ISPj) can be interpreted as a composition of two independent com-
ponents i) one for native traffic business, and ii) another for stranger traffic business.  
 
Proposition 1. If ji αα =  and ji ββ = , then the costs of the customer network providers 
are the same. 

Proof: From the conditions (1)-(4) follows that str
jk

nat
jk

str
ik

nat
ik tttt +=+ . As a result, using (7) 

and (9) it can be obtained that jkik qq = . 
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Proposition 2. If ji αα =  and ji ββ > , then the costs of ISPi are higher than the costs 
of ISPj. 

Proof: Observing conditions (1)-(4) it can be obtained that str
jk

nat
jk

str
ik

nat
ik tttt +>+ . Conse-

quently, from the conditions (7) and (9) follows that jkik qq > . 

Proposition 3. If ji αα >  and ji ββ = , then the costs of ISPi are lower than the costs of 
ISPj. 

Proof: From the conditions (1)-(4) follows that str
jk

nat
jk

str
ik

nat
ik tttt +<+ . Hence, from the 

conditions (7) and (9), it can be obtained that jkik qq < . 

When ji αα >  and ji ββ > , the following cases for traffic volumes are obtained from 
the conditions (5) and (6): 1) jkik tt > , 2) jkik tt < , and 3) jkik tt = . The cases 1) and 2) are 
analogous to those described above. The last case when jkik tt =  is analyzed below. 

Proposition 4. If ji αα > , ji ββ > , and jkik tt = , then ii βα = . 

Proof: The result is obtained from the conditions (1)-(6). 

Corollary 1. If ji αα > , ji ββ > , and jkik tt = , then nat
jk

nat
ik tt =  and str

jk
str
ik tt = . 

Proposition 5. If ji αα > , ji ββ > , and jkik tt =  then the costs of the customer providers 
are equal. 

Proof: The result is obtained from the conditions (7) and (9).  

Proposition 6. If ji αα >  and ji ββ < , then the costs of ISPj are higher than the costs of 
ISPi.  

Proof: Considering conditions (1)-(4) it can be obtained that str
jk

nat
jk

str
ik

nat
ik tttt +<+ . As a 

result, from the conditions (7) and (9) follows that jkik qq < .  

Table 4. Results of DTIA 

Case α  β natt strt q  

I 
ji αα =  ji ββ =  nat

jk
nat
ik tt =  str

jk
str
ik tt =  jkik qq =  

II 
ji αα =  ji ββ >  nat

jk
nat
ik tt <  str

jk
str
ik tt >  jkik qq >  

III 
ji αα >  ji ββ =  nat

jk
nat
ik tt >  str

jk
str
ik tt <  jkik qq <  

IV 
ji αα >  ji ββ >  If nat

jk
nat
ik tt =  If str

jk
str
ik tt =  jkik qq =  

V 
ji αα >  ji ββ <  nat

jk
nat
ik tt >  str

jk
str
ik tt <  jkik qq <  

 
Tables 4 and 5 summarize the outcomes of the analytical studies. Table 4 shows 

how the interconnection payments of the customer providers depend on the DT flows. 
In addition to this, the results demonstrate the influence of providers’ market shares 
on intercarrier compensation.  
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Table 5. Comparative results of the agreements based on traffic flow (TF) and DTIA  
compensation 

Case
DTIA TF DTIA TF DTIA TF DTIA TF

I 0.5 0.9 1500 52500 1500 52500 27750 108000 27750 108000 54000 0 1500 216000

II 0.5 0.9 300 94500 2700 10500 47550 108000 7950 108000 54000 0 1500 216000
0.5 0.8 600 84000 2400 21000 42600 108000 12900 108000 54000 0 1500 216000
0.5 0.7 900 73500 2100 31500 37650 108000 17850 108000 54000 0 1500 216000
0.5 0.6 1200 63000 1800 42000 32700 108000 22800 108000 54000 0 1500 216000

III 0.9 0.5 2700 10500 300 94500 7950 108000 47550 108000 54000 0 1500 216000
0.8 0.5 2400 21000 600 84000 12900 108000 42600 108000 54000 0 1500 216000
0.7 0.5 2100 31500 900 73500 17850 108000 37650 108000 54000 0 1500 216000
0.6 0.5 1800 42000 1200 63000 22800 108000 32700 108000 54000 0 1500 216000

IV 0.9 0.9 540 18900 540 18900 9990 38880 9990 38880 19440 0 540 77760
0.8 0.8 960 33600 960 33600 17760 69120 17760 69120 34560 0 960 138240
0.7 0.7 1260 44100 1260 44100 23310 90720 23310 90720 45360 0 1260 181440
0.6 0.6 1440 50400 1440 50400 26640 103680 26640 103680 51840 0 1440 207360

V 0.9 0.2 4320 4200 120 151200 6420 159840 75720 159840 79920 0 2220 319680
0.8 0.25 3600 10500 300 126000 8850 140400 63300 140400 70200 0 1950 280800
0.7 0.35 2730 22050 630 95550 13755 120960 48405 120960 60480 0 1680 241920
0.6 0.4 2160 33600 960 75600 18960 112320 38760 112320 56160 0 1560 224640

=
=                     provider k 's profit obtained from interconnection

total costs of the transit provider 

iα iβ nat
ikt str

ikt

ji αα =
ji ββ >

ji αα >
ji ββ =

ji αα >

ji ββ >

ji αα >

ji ββ <

na t
jkt str

jkt

ji αα =
ji ββ =

ikq jkq kjkik qqq += kπ

kπ
kq

kjkik qqq −+  

 
The comparison results between the unilateral settlements based on the traffic flows 

compensation and DTIA, where payments are made on the DT flows are presented in 
Table 5. In order to calculate specific outcomes, we imposed the following parameter 
values 1=a , 35=x , 100=N , and 60=M . The following observations can be made 
from the obtained results. Firstly, in comparison to the unilateral settlement, under 
which the customer providers compensate equally, in DTIA the customer provider that 
sends more traffic compensates more. Secondly, considering transit provider costs, it 
can be noticed that in DTIA, the transit provider along with the customer providers 
carries the burden of the interconnection costs. In particular, in contrast to the classical 
model, compensations of the transit ISP according to the proposed model are different 
from zero. As a result, determination of a transmission initiator induces reduction in 
the interconnection payments subsidized by the customer ISPs. And finally, under 
bilateral DTIA, the profits of the transit provider obtained from interconnection are 
decreased, since costs are allocated between all parties. 

6   Conclusions 

In this paper we described a new bilateral model, called Differentiated Traffic-based 
Interconnection Agreement (DTIA), for intercarrier compensation between providers. 
We proposed to differentiate traffic into two types, referred to as native and stranger in 
order to determine an original initiator of a transmission for calculating intercarrier 
compensation. In comparison to the existing financial settlement agreements, under 
which the payments are based on traffic flows, the described model governs cost com-
pensation according to the differentiated traffic flows. More specifically, each provider 
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is compensated fully for the costs incurred from delivering native traffic, which is 
originally initiated by its own customers, and partially for the costs incurred from car-
rying stranger traffic that is originally initiated by the customers of any other network.  

For supporting DTIA, we designed a traffic management mechanism, in which 
only border nodes perform packet management. The main advantage of the presented 
mechanism is its simplicity and scalability that is a basic requirement for a deploy-
ment in the Internet. In particular, the provider has not to maintain a complex identi-
fication process of transmission initiator and to inspect the IP header of packets in 
order to determine and record all subsequent packets of the transmission. Instead, the 
defined membership label (ML) allows accounting the volume of the appropriate 
traffic type and, therefore, leads to low computational complexity (see Table 1). The 
logic of the border nodes for packet marking and counting is demonstrated as well 
(see Tables 2 and 3). 

Our analytical studies showed how the interconnection payments differ to the ex-
isting solution (see Tables 4 and 5). The comparative analysis between the classical 
model and DTIA indicated that determination of a transmission initiator reduces the 
payments of the customer providers. This is achieved due to the fact that the transit 
provider along with the customer ISPs shares the interconnection costs. Overall, it can 
be concluded that the DTIA model is beneficial for the customer providers, since it 
outperforms the classical model in terms of payments, which are relatively small and 
unequal.  
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Abstract. Large volumes of Internet traffic are nowadays generated by 
BitTorrent. In this article, we propose the insertion of high-bandwidth 
ISP-owned peers as an optimization approach to improve end-users’ 
performance and reduce inter-domain traffic. An ISP-owned peer  
participates in BitTorrent swarms in order to download chunks and sub-
sequently serve regular peers. We have run simulations on the ns-2 plat-
form showing that our approach results in considerable reduction of 
both inter-domain traffic and the downloading times of users. We also 
show that the insertion of an ISP-owned peer can complement effec-
tively the use of locality awareness, and lead to further performance 
improvements.  

Keywords: BitTorrent, insertion, interdomain, QoE, locality. 

1   Introduction 

File-sharing applications are used widely by Internet users to share content such as 
music tracks, movies or even software releases. Because of their high popularity and 
the large size of the files that are shared, file sharing applications generate huge vol-
umes of traffic in the Internet. This in turn implies a change of traffic patterns and an 
increase of costs (in terms of both CAPEX and OPEX) for the ISPs. In addition, 
monetary penalties related to the existing interconnection agreements are incurred and 
the nature of such agreements might also change, e.g. a peering agreement may have 
to be converted to a transit one, due to the change of traffic ratio between the peering 
ISPs. Consequently, it is necessary for the underlay network to take the overlay appli-
cations and their generated traffic into serious account in order to achieve efficient 
traffic management and optimal resource utilization in the underlying network. How-
ever, the ISP should meet his objectives in a way that is incentive compatible for the 
overlay provider, i.e. improving (or at least retaining) the overlay application per-
formance. This is actually the topic of FP7-ICT project SmoothIT [1]. 

BitTorrent being the most popular file sharing application is the source for up to 
60% of the overall traffic in the Internet. The BitTorrent protocol [2] was originally 
designed and implemented with the objective to disseminate one large file or a com-
position of large files to a large number of users without the original distributor  
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incurring entirely the costs of hardware, hosting and bandwidth resources. BitTorrent 
can be deployed either by using trackers, or by using structured lookup overlays 
without trackers, the so-called trackerless BitTorrent. The tracker is a centralized 
component which stores information about all peers that participate in a swarm. Its 
main role is helping peers to discover other peers.  

An optimization approach that has been employed in several research works is the 
so-called locality awareness. This amounts to biased selection of peers based on local-
ity criteria; e.g. being in the same autonomous system as the requesting peer. In this 
paper, we propose and investigate an innovative approach to achieve a more efficient 
operation of the underlying network and therefore a cost reduction for the ISPs to-
gether with performance improvements for the BitTorrent users; namely, the insertion 
of a high-bandwidth ISP-owned peer, which aims to reduce both inter-domain traffic 
and downloading-completion times. The motivation for this approach stems from 
BitTorrent’s tit-for-tat mechanism; due to the high upload capacity of the ISP-owned 
peer, regular peers establish connections to the IoP with higher probability than to 
other peers, thus resulting in performance improvements. Moreover, we consider the 
combination of the ISP-owned peer insertion together with locality awareness. In this 
case, even further performance improvement is expected due to the fact that local 
peers are more likely to select the ISP-owned peer to download from. The perform-
ance improvements attained by these approaches are evaluated by means of simula-
tion experiments, which verify the aforementioned arguments. We also explain that 
pure locality awareness without the ISP-owned peer may not always be a beneficial 
approach for the ISP, contrary to what is widely argued in the literature. It should be 
noted that the insertion of an ISP-owned peer coincides neither with the use of an 
intervening cache as proposed in [10], nor with the enforcement of biased selection of 
peers as studied in the various articles overviewed in Section 2.  

The paper is organized as follows: in Section 2, we present research works related 
to optimization of BitTorrent performance. In Section 3, we propose the insertion of 
ISP-owned peer as an optimization approach and discuss implementation issues. In 
Section 4, we describe our simulation model. In Section 5, we present and discuss our 
simulation results. Finally, in Section 6, we further discuss conclusions and open 
issues to be studied in the future. 

2   Related Work 

Peer-assisted content distribution is a cost-effective and bandwidth-intensive solution 
for ISPs. Indeed, peer-assisted, decentralized and self-organized systems such as Bit-
Torrent provide significant benefits to end-users and content providers. However, such 
systems create their own logical networks and perform their own routing based on 
performance metrics, without taking into account the underlying topology. In this 
sense, overlay paths might end up reusing unnecessarily physical links or even contain-
ing circles. On the other hand, network management may not take into account the 
requirements of overlay applications, leading to a tussle between ISPs and Overlay 
Providers. This is due to information asymmetry, and may cause an increase of traffic 
on ISPs both intra- and inter-domain links and, as a result, higher costs. In [3] and [4], 
it is shown that this objective misalignment of ISPs and P2P networks in combination 
with the information asymmetry lead to performance degradation both for the underlay 
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and the overlay. An ISP-friendly peer-assisted content distribution protocol that would 
exploit topology information is expected in [5] to alleviate ISPs’ induced costs and as 
well as to improve P2P users QoE.  

It can be intuitively expected that using topological information in a P2P system 
would significantly improve network performance (both overlay and underlay), if a 
better selection of a “good” server or a close-by peer, in terms of latency, were per-
formed. This approach has been undertaken in several research works. In particular, in 
order to achieve this, a distributed, scalable binning scheme that requires a small num-
ber of landmark machines spread across the Internet is proposed in [6]. Because of 
landmarking being not self-organizing though, a new model is proposed in [7]. The 
model uses Geographical Longest Prefix Matching (Geo-LPM) and RTT to organize 
nodes into clusters each of which is a group of nodes that share a common prefix and 
are close to each other. The fact that clustered Geo-LPM is combined with an appro-
priate RTT threshold ensures that a node entering the network will find other overlay 
nodes that belong to the same physical domain. However, in case of clusters that share 
a common prefix, a solution is given by means of Geo-Partitioning. Furthermore, in [8] 
a 2-D Euclidean space model of the connectivity among BitTorrent peers has been 
proposed with the objective to evaluate BitTorrent’s topology. Parameters such as 
number of peers in the swarm, maximum number of unchokes, etc., have been also 
taken into account. Moreover, in [9], a lightweight approach to reduce inter-ISP costs 
is proposed that exploits network information derived at low cost from CDN queries.  

In [10], biased neighbor selection is studied as an approach to enhance BitTorrent 
traffic locality, in which a peer is enforced by the tracker to select the majority of his 
neighbors from peers within the same ISP and only a few (namely, k neighbors) that 
are outside the ISP. Additionally, the peer is modified to request a new list of 
neighbors whenever its peer list has less local peers than a specific threshold. This 
locality-awareness scheme can be implemented either by modifying tracker and cli-
ent, or by situating P2P shaping devices along-side the edge routers of the ISPs, so 
that deep packet inspection is used to identify P2P traffic and manipulate it accord-
ingly by intercepting and modifying the exchanged messages. Instead of enforcing 
locality, in [11] an ‘oracle’ is proposed that ranks peers according to some metric, e.g. 
proximity, bandwidth, etc., and provides this underlay information to users so that 
they can choose appropriate neighbors. In order to reduce downloading times of Bit-
Torrent networks, also alternative chunk selection policies have been proposed in 
[12], while in [13] a cost-aware model to reduce both ISPs’ costs and distribution time 
is proposed. The latter approach employs also alternative peer selection policies based 
on chunk availability on each peer. Finally, in [14] alternative peer selection based on 
RTT and number of hops is considered, which seems to reduce ingress inter-domain 
traffic as well as downloading times. 

3   Insertion of ISP-Owned Peers 

An ISP-owned peer (IoP) is an entity that aims at increasing the level of traffic local-
ity within an ISP and at improving the performance enjoyed by the users of peer-to-
peer applications. The IoP, either belongs to an ISP’s infrastructure and is controlled 
by the ISP itself; or is a regular but highly active peer (HAP) that is granted by the 
ISP with extra resources, e.g. higher downlink/uplink bandwidth, at no extra cost. In 
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principle, if dynamic adjustment of the end-user’s bandwidth is possible, then the 
end-users might even not be aware of this enhancement. However, agreement be-
tween the ISP and the HAP is also meaningful in order for the approach to be more 
effective; e.g., in order to assure extended seeding time by the HAP.  In any case, the 
most important issue and what differentiates IoP from other related approaches, is that 
IoP runs the standard overlay protocol, e.g. BitTorrent, like every other peer in the 
swarm; yet, there are introduced certain changes in some parameters of the protocol 
that serve IoP’s purposes and that are beneficial for other peers as well. In particular, 
the IoP is capable of unchoking more peers than the regular ones, in order to exploit 
its extra uplink capacity. Since the IoP runs the overlay protocol, it is also assumed 
that is capable of storing the content that it downloads and of course offering it back 
to the network. In other words, until an IoP has a complete copy of a file, it is consid-
ered to be a leecher in that file’s swarm; subsequently, it is considered to be a seed. 
Henceforth, we use only the term ISP-owned peer, and include the HAP in this as 
well. The term “HAP’ is used only when certain subtleties of this approach are dis-
cussed. Below, we distinguish two approaches for deploying an ISP-owned peer: 

A. Plain insertion of IoP in a BitTorrent network: All peers are assumed to run the 
original BitTorrent protocol. No other mechanism such as locality awareness is em-
ployed by the ISP, and no agreement with the overlay provider is considered. Thus, the 
overlay, e.g. the tracker, is not aware of the IoP’s existence as a special entity but treats 
it as a regular peer. In this case, the IoP is expected to be preferred by other peers due 
to the tit-for-tat mechanism employed by BitTorrent’s unchoking algorithm and be-
cause of its high uplink capacity. The IoP follows here the tit-for-tat rule exploiting the 
immediate incentives of the latter that are directly related to the underlay [14].  

B. Combination of IoP with locality-awareness mechanisms: The use of locality-
awareness mechanisms that affect the overlay network’s structure is considered here 
as being imposed by the ISP. Furthermore, depending on their implementation, these 
mechanisms could be either: a) transparent to the peers, i.e., they run along with the 
original protocol, or b) non-transparent i.e., they are introduced along with a modi-
fied version of the protocol. Metrics that can be used as proximity criteria are RTT 
and number of hops associated with remote peers, peers’ autonomous system iden-
tity, BGP information, etc. Due to these locality-awareness mechanisms, the IoP 
would be mostly preferred by peers that are ‘closer’ to it according to one or more of 
the proximity criteria. 

Below important issues regarding implementation are addressed: 

Dimensioning of the IoPs: Dimensioning is expressed in terms of downlink/uplink 
bandwidth and storage capacity the IoP should be equipped with. Recall that the aim 
of the approach is twofold: meet the objectives of the ISP while coping with the users’ 
performance requirements from the overlay application, since it is highly important 
not to downgrade their completion times. 

Number of IoPs: Increasing the number of IoPs up to a certain number implies im-
provement of performance but also increases the CAPEX of the ISP. Additionally, the 
more IoPs exist in an ISP’s network, the more intra-domain traffic is generated. After 
this traffic exceeds a threshold, more congestion on intra-domain links may result, 
thus leading to deteriorated performance and increase of OPEX for the ISPs. Thus, the 
number of IoPs should be carefully selected. 
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Physical location of the IoPs: The ISP should decide, based on the overlay traffic 
patterns, the physical locations where the IoPs should be deployed, e.g. 1) one “large” 
IoP in a specific location (centralized approach), 2) multiple “smaller” IoPs in a spe-
cific location (moderately centralized) or 3) multiple “smaller” IoPs in different loca-
tions (decentralized). Terms such as “large” or “small” refer to resources capacity. 
Before the selection of such an approach many issues require to be addressed such as 
availability, content duplication, etc. The location of the IoPs is related but not identi-
cal to problems on cache dimensioning and placement. Related techniques from that 
field could be employed. 

Generally, both the number and the location of the IoPs within an ISP have to be 
decided by the ISP itself taking under consideration traffic measurements on inter- 
and intra-domain links, as well as impact of the traffic on the interconnection costs. 

Content Selection. The ISP has also to make certain decisions that are expected to 
have impact on the efficiency of the IoP. First, the ISP should decide on which con-
tent will the IoP be downloading, i.e., in which swarms to participate. The selection of 
the content can be deployed either in a centralized or in distributed way. In the cen-
tralized cases, it could be performed with or without human intervention. In the dis-
tributed case, it would probably be more efficient, if it were performed automatically. 
In particular, content selection approaches could be: 

1) Trial-and-error: The IoP could join randomly selected swarms in popular track-
ers, monitor whether his intervention has the desired impact for the ISP and de-
cide whether to maintain its position, and/or when to leave a swarm etc.  

2) Swarm-size based: The selection of content to be downloaded would greatly 
benefit from information provided by the overlay, e.g. trackers keeping statistics 
about the number of peers that participate in each file’s swarm. 

3) Popularity-based: The underlying idea is that the IoP should download a file that 
is expected to become popular before other peers start asking for it even of the 
swarm size is originally small but expected to become larger.  

Content legality. In the case of IoPs (excluding HAPs) the content downloaded is 
stored in ISP’s equipment. Thus, only licensed or non-copyrighted content can be 
downloaded by the ISP. Additionally, the ISP could establish agreements with content 
providers, e.g. content distribution networks, software vendors, music industry, mov-
ies distributors, TV channels, etc. and they should consequently establish agreements 
with the overlay in order to download, store and serve licensed content. On the other 
hand, in the case of HAPs no licenses or agreements are required since the content is 
stored in the users’ premises. 

4   Simulation Model 

Our simulation experiments were performed on the ns-2 simulator [16] using the Bit-
Torrent patch [17] implemented by K. Eger. This patch contains four classes that  
implement a simplified version of the BitTorrent protocol that was not originally im-
plemented for the ns-2 platform. We have modified several methods of the BitTorrent 
classes in order to deploy a locality-aware BitTorrent protocol, which is employed in 
half of the experiments.  
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As a base topology, we use the Dumbbell Topology, e.g. a complex topology that 
comes from the interconnection of two simple star topologies (Fig. 1). Each star to-
pology represents an AS; the left network is AS0 and the right network is AS1. We 
considered both the symmetric case (the two ASs have the same number of peers), 
e.g. two Tier-2 ISPs, and the asymmetric case (one AS has many more peers than the 
other), e.g. corresponding to a Tier-2 ISP and a Tier-3 ISP. Each peer within an AS is 
considered to be a regular BitTorrent peer and is connected to the router of its AS via 
a duplex asymmetric intra-domain link. One of the peers belonging to AS0 is consid-
ered to be the unique seed of the swarm and appears in the system at time 0. Further-
more, each peer becomes a seed after finishing its download. 

In Table 1, we present all parameters used in the simulation experiments and their 
respective values. 

Table 1. Simulation parameters 

Description Value Description Value 

Number of regular BT peers 50, 52 
Number of local peers replied by 
tracker 

20, 15 

Number of initial seed 1 
Number of autonomous systems 
(AS) 

2 

File size 20M Number of IoP(s) 1, 2 

Upload capacity of reg. peers 512K 
Download capacity of regular 
peers 

8x512K 

Unchoked connections  
permitted per reg. peer 

4 
Unchoked connection permitted 
per IoP 

20 

Number of open connection per 
peer 

20 Up-/download capacity of IoP 20x512K 

Total number of peers replied by 
tracker 

25 Inter-AS capacity (each direction) 30x512K 

The main performance metrics of interest are the users’ downloading time and the 
ingress inter-domain traffic to both ASs. Downloading time is defined as the differ-
ence between the time when the peer received the last chunk of the file and the time 
when the peer sent a request to the tracker to get a first list of neighbors. Ingress inter-
domain traffic is measured in the inter-domain link, i.e. the link that interconnects the 
two star topologies. We monitor traffic to both directions in order to make conclu-
sions for interconnection costs following specific charging schemes. Namely, we 
measure all TCP traffic moving towards AS1 and denote this as ingress inter-domain 
traffic to AS1. The traffic is calculated from the original trace file generated by ns-2. 
We considered different scenarios in a variety of cases: 

• Pure BitTorrent scenario (BT): The tracker replies a random list of peers to 
each peer’s request. 

• BitTorrent with locality awareness: We assume that the tracker replies a lo-
calized list according to Biased Neighbor Selection approach of [9].  

• Insertion of IoP in BitTorrent: One ISP-owned peer (down/up-load capacity: 
20x512K, 20 unchokes) is inserted in AS1 in pure BT (Fig. 1). 

• Insertion of IoP in BitTorrent with locality awareness: Combination of the 
two aforementioned scenarios (Fig. 2). 
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Below, we present further variations of the above scenarios: 

• Symmetric: AS0 and AS1 have 25 regular peers each. The seed is in AS0. 
• Asymmetric: AS0 has 35 regular peers, while AS1 has only 15. 
• All-together: All peers’ starting times are selected according to the uniform 

distribution U(0,10); note that 10 coincides with the choking interval. 
• Split: The 5 latest peers’ starting times of each AS are selected according to 

U(150,300); the IoP always follows U(0,10). 
The experimental results, e.g. the downloading times and the traffic volumes 
on inter-domain links, are presented in trace figures in the section 5. 

 

 

Fig. 1. Insertion of ISP-owned peer in pure BT 

 

Fig. 2. Insertion of ISP-owned peer in BT with locality awareness 

5   Results 

Reduction of inter-domain traffic: The insertion of ISP-owned peers achieves im-
portant reduction of the inter-domain traffic that enters the AS which deploys the IoP, 
namely in our scenario AS1. On the other hand, due to the fact that no constraints are 
posed, the IoP can serve peers outside its domain; thus, inter-domain traffic that exits 
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AS1 towards AS0 will be increased. In Fig. 1 and Fig. 2, the ingress inter-domain 
traffic to AS1, in symmetric and asymmetric cases respectively, is shown. We note 
here that we consider only the case where peers start “all together”, but similar results 
hold also for the “split” case. In each case, we compare all four scenarios: pure Bit-
Torrent, insertion of IoP in pure BitTorrent, BitTorrent and locality awareness and 
insertion of IoP in BitTorrent with locality. In the symmetric scenario, we observe 
that  the insertion of the IoP achieves up to 35% inbound traffic reduction both in pure 
BitTorrent scenario (red-cyan lines) and in BitTorrent employing locality awareness 
(blue-green lines). Overall, we see that the combination of the IoP with locality 
awareness brings up to 53% improvement of the traffic compared to the pure BitTor-
rent scenario where no locality or IoP are considered. Note also that the IoP insertion 
on its own achieves similar results to pure locality awareness. On the other hand, in 
the asymmetric scenario, we observe up to 31% and 37% reduction of inbound traffic 
by the IoP insertion, in pure BitTorrent and BitTorrent with locality awareness respec-
tively. In this case the IoP insertion on its own is more effective than pure locality. 
The gain reaches up to 44% when comparing the IoP combined with locality aware-
ness and the pure BitTorrent scenarios. On the other hand, the traffic that enters AS0 
increases up to 10-20% (not presented here due to space limitations) when compared 
with the respective non-IoP scenario, due to aforementioned reasons.  

 

 

Fig. 1. Ingress inter-domain traffic to AS1 
(symmetric case) 

Fig. 2. Ingress inter-domain traffic to AS1 
(asymmetric case) 

Reduction of end-users’ completion times: In Fig. 3 and Fig. 4, we compare the 
end-users’ completion times for pure BitTorrent vs. insertion of IoP in pure BitTor-
rent, and BitTorrent with locality vs. insertion of IoP in BitTorrent with locality, re-
spectively. In each figure are presented: (a) the simulation times and (b) the relative 
improvement of the completion times of the two scenarios compared. We have con-
sidered here the symmetric and “split” case, where the two ASs have same number of 
peers and some of the peers (peers with id 20 to 25 from AS0 and peers with id 45 to 
50 from AS1) enter the swarm later. We observe that the insertion of IoP has impor-
tant impact on the completion times. In particular, reduction of times up to 15% for 
peers starting along with the IoP (similar reduction is achieved also in ”all-together” 
case where all peers start along with the IoP), and reduction up to 35-40% for those 
starting later (spikes in Fig. 3 and Fig. 4). 
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Insertion of IoP vs. locality awareness; comparison w.r.t. reduction of charge for 
inter-domain traffic: As already noted, insertion of the IoP results in a higher reduc-
tion of inbound traffic, than locality awareness, particularly in the asymmetric sce-
nario (see Fig. 2), which fits better to cases of transit agreements. Clearly, under a 
charging scheme for the inter-domain traffic that is based on statistics of the inbound 
traffic, the IoP insertion would lead to a higher reduction of charge than locality 
awareness. Furthermore, we turn attention to compare the effectiveness of the two 
approaches under charging models that are based on the difference between inbound 
and outbound traffic, e.g. using the 95th percentile rule1. Note that this 95th percentile 
charging scheme, like any difference-based scheme, is sensitive to asymmetric 
changes only, while symmetric changes have no direct impact on the costs.  
 

 

Fig. 3. End-users’ completion times (scenar-
ios without locality)  

Fig. 4. End-user’s completion times (scenar-
ios with locality)

 
To this end, we present in Fig. 5 and Fig. 6 the instantaneous difference of inbound 

and outbound traffic to AS1, for pure BitTorrent and BitTorrent with locality, respec-
tively. Again, we have considered here the asymmetric scenarios, i.e. AS0 has 35 peers 
and AS1 has 15 peers. We can observe that locality awareness on its own achieves 
more or less symmetric reduction of inbound and outbound inter-domain traffic. In-
deed, the corresponding difference curve fluctuates around zero (Fig. 6 – top curve). 
This is due to the tit-for-tat mechanism that assures that the amount of traffic trans-
ferred to both directions is equivalent.  On the contrary, the insertion of IoP in AS1 
achieves asymmetric traffic reduction, regardless of whether locality is employed or 
not (Fig. 5 & Fig. 6 – bottom curves), due to the fact that the IoP quickly turns into a 
seed that serves peers regardless of the tit-for-tat mechanism which does not apply for 
seeds by the definition of the BitTorrent protocol. While locality does not affect this 
difference, the IoP clearly shifts the traffic difference in the favor of the AS deploying 
the IoP. When interpreting AS1 as a Tier 3-ISP and AS0 as a Tier 2-ISP the use of an 
IoP is beneficial for the Tier 3-ISP. Whether there is an actual monetary benefit de-
pends on the OPEX and CAPEX for the IoP insertion, on the parameters of the charg-
ing model considered in each case and the achieved traffic reduction.  
                                                           
1 The 95th percentile rule is applied every 5 seconds. The difference of inbound and outbound 

traffic is calculated and the upper 5% of that difference is cut away. The rest is what the ISP 
is charged for.  
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Fig. 5. Pure BitTorrent: Instantaneous differ-
ence between inbound-outbound to AS1 

Fig. 6. BitTorrent with locality: Instantane-
ous difference between inbound-outbound to 
AS1 

 

Fig. 7. Ingress traffic to AS1 for IoP capac-
ity, c = {10, 20, 30, 40}x512kbps  

Fig. 8. End-user’s completion times for IoP 
capacity, c = {10, 20, 30, 40}x512 kbps 

Impact of the IoP dimensioning on performance: Figures 7 and 8 present the in-
gress inter-domain traffic to AS1 and end-users’ completion times, respectively, when 
an IoP is inserted in pure BitTorrent, for different values of capacity c assigned to the 
IoP. Recall that the number of unchokes of the IoP is equal to 20 and that  
its download and upload capacities are considered to be symmetric. In particular, in 
Fig. 7 traffic curves for c = 10, 20, 30, 40 x512 kbps are depicted. We observe that 
the traffic that enters the AS1 is generally decreasing when c increases. However, for 
c = 40 (cyan line), we see that the traffic is slightly higher than that for c = 30. This 
tradeoff is due to the fact that the IoP downloads more content from external peers 
before it becomes a seed. Furthermore, in Fig. 8 (top curve), the completion-time 
curves for c = 10, 20, 30, 40 and in Fig. 8 (bottom curve), the relative difference (%) 
of the completion times achieved for c = 10, 30, 40 compared to the times achieved 
for c = 20 are depicted. We can observe that, for c = 10, 5% worse times are 
achieved, whereas for c = 20, 30, 40, the completion times are similar. To summarize, 
providing more resources to the IoP is beneficial only up to a certain point. 
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6   Conclusions 

In this paper, we have proposed and investigated the insertion of ISP-owned peers 
both in pure BitTorrent networks and in BitTorrent networks where locality aware-
ness is also employed. The objective is to achieve both reduction of the inter-domain 
traffic caused by BitTorrent and reduction of downloading-completion times. Fur-
thermore, we have conducted simulations for several scenarios in order to evaluate the 
performance implications of the IoP insertion and presented related results. 

Simulations have shown that the insertion of the IoP achieves significant reduction 
of the inter-domain traffic that enters the AS where it is deployed. Further improve-
ments are achieved when the IoP insertion is combined with locality-aware mecha-
nisms. Moreover, the insertion of IoP in a pure BitTorrent network leads to higher 
inter-domain traffic reduction than just the use of locality awareness. On the other 
hand, the insertion of IoP achieves reduction of end-users’ completion times in all 
cases that have been studied, whereas sole locality awareness implies slight perform-
ance degradation for end-users, as it was shown in [10] and was also observed in our 
simulation experiments. Furthermore, the symmetric reduction of inter-domain traffic 
achieved by locality awareness has no impact on interconnection costs when charging 
models based the difference of inbound-outbound traffic. On the contrary, the IoP 
achieves important asymmetric traffic reduction, which is expected to have also im-
portant impact on interconnection costs. Additionally, even when only inbound traffic 
is taken into account by the charging scheme, the IoP achieves further improvement 
and cost reduction than locality awareness. 

The idea of the IoP insertion is related to the insertion of caches by the ISP, which 
store the content that is downloaded by peers, as considered in [5], [10]. However, the 
difference is that the solution of caches should be combined with interception of 
peers’ messages whereas the IoP is part of the overlay itself. That is, it runs the over-
lay protocol, without requiring any enforcement. Therefore, communication between 
regular peers and the IoP is optional rather than being not enforced either at the appli-
cation level or by means of special hardware. In this sense, the insertion of the IoP is 
an innovative idea. Of course, similarly to the case of caches, the IoP should only deal 
with legal content.  

Furthermore, the insertion of IoP could be combined with bilateral agreements be-
tween the ISP and the overlay provider, or the ISP and the content provider (see also 
end of Section 3), which are also in line with the aforementioned legal issue. For 
instance, the overlay provider could favor the IoP when replying to peers’ requests, 
e.g. by means of an IoP-aware overlay tracker. On the other hand, if the ISP has es-
tablished some kind of agreement with a content provider, then its content can be 
stored directly in the IoPs and the torrent file generated would immediately contain as 
meta-info the IP addresses of the respective IoP. Essentially, the IoP acts as a seed, 
rather than as a cache that intercepts the requests. These kinds of agreements and 
related business models are under investigation. 

Last, in this paper, we have restricted attention to the insertion of IoP in a BitTorrent 
file-sharing overlay. Investigation of the applicability of the IoP to the optimization of 
BitTorrent-like real-time or streaming applications is also currently in progress. 
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