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Preface

The aim of this book is to focus on Artificial Intelligence (Al) and to provide
broad examples of its application to the field of finance. Due to the popu-
larity and rapid emergence of Al in the area of finance this book is the first
volume in a series called ‘New Developments in Quantitative Trading and
Investment’ to be published by Palgrave Macmillan. Moreover, this particular
volume targets a wide audience including both academic and professional
financial analysts. The content of this textbook targets a wide audience who
are interested in forecasting, modelling, trading, risk management, econom-
ics, credit risk and portfolio management. We offer a mixture of empirical
applications to different fields of finance and expect this book to be beneficial
to both academics and practitioners who are looking to apply the most up to
date and novel Al techniques. The objective of this text is to offer a wide vari-
ety of applications to different markets and assets classes. Furthermore, from
an extensive literature review it is apparent that there are no recent textbooks
that apply Al to different areas of finance or to a wide range of markets and
products.

Each Part is comprised of specialist contributions from experts in the field
of Al. Contributions offer the reader original and unpublished content that
is recent and original. Furthermore, as the cohort of authors includes various
international lecturers and professors we have no doubt that the research will
add value to many MA, MSc, and MBA graduate programmes. Furthermore,
for the professional financial forecaster this book is without parallel a compre-
hensive, practical and up-to-date insight into Al. Excerpts of programming
code are also provided throughout in order to give readers the opportunity to
apply these techniques on their own.



Vi Preface

Authors of this book extend beyond the existing literature in at least three
ways. The first contribution is that we have included empirical applications
of Al in four different areas of finance: time-series modelling, economics,
credit and portfolio management. Secondly, the techniques and methodolo-
gies applied here are extremely broad and cover all areas of Al Thirdly, each
chapter investigates different datasets from a variety of markets and asset
classes. Different frequencies of data are also investigated to include daily,
monthly, macroeconomic variables and even text data from different sources.
We believe that the Parts presented here are extremely informative and practi-
cal while also challenging existing traditional models and techniques many
of which are still used today in financial institutional and even in other areas
of business. The latter is extremely important to highlight since all of the
applications here clearly identify a benefit of utilizing Al to model time-series,
enhance decision making at a government level, assess credit ratings, stock
selection and portfolio optimization.

Contents

Part |

Following the introduction, the first part focuses on numerous time-series,
which will include commodity spreads, equities, and exchange traded funds.
For this part the objective is to focus on the application of Al methodologies
to model, forecast and trade a wide range of financial instruments. Al method-
ologies include, Artificial Neural Networks (ANN), Heuristic Optimization
Algorithms and hybrid techniques. All of the submissions provide recent
developments in the area of financial time-series analysis for forecasting and
trading. A review of publications reveals that existing methodologies are either
dated or are limited in scope as they only focus on one particular asset class at
a time. It is found that the majority of the literature focuses on forecasting for-
eign exchange and equities. For instance, Wang et al. [14] focus their research
and analysis on forecasting the Shanghai Composite index using a Wavelet-
Denoising-based back propagation Neural Network (NN). The performance
of this NN is benchmarked against a traditional back propagation NN. Other
research is now considered redundant as the field of Al is evolving at a rapid
rate. For instance, Zirilli [19] offers a practical application of neural networks
to the prediction of financial markets however, the techniques that were used
are no longer effective when predicting financial variables. Furthermore, data
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has become more readily available so input datasets can now be enriched to
enable methodologies to capture the relationships between input datasets and
target variables more accurately. As a result, more recent research and techno-
logical innovations have rendered such methodologies obsolete.

While numerous journal publications apply Al to various assets our search
did not uncover recent textbooks that focus on Al and in particular empirical
applications to financial instruments and markets. For this reason we believe
that an entire section dedicated to time-series modelling, forecasting and trad-
ing is justified.

Part Il

The second part focuses on economics as a wider subject that encompasses the
prediction of economic variables and behavioural economics. Both macro-
and micro-economic analysis is provided here. The aim of this part is to pro-
vide a strong case for the application of Al in the area of economic modelling
and as a methodology to enhance decision making in corporations and also
at a government level. Various existing work focuses on agent-based simu-
lations such as Leitner and Wall [16] who investigate economic and social
systems using agent-based simulations. Teglio et al. [17] also focus on social
and economic modelling relying on computer simulations in order to model
and study the complexity of economic and social phenomena. Another recent
publication by Osinga et al. [13] also utilizes agent-based modelling to cap-
ture the complex relationship between economic variables. Although this part
only provides one empirical application we believe that it goes a long way to
proving the benefits of Al and in particular ‘Business Intelligence’.

With extensive research being carried out in the area of economic model-
ling it is clear that a whole section should also be devoted to this particular
area. In fact we expect this section to draw a lot of attention given its recent
popularity.

Part lll

The third part focuses on analyzing credit and the modelling of corporate struc-
tures. This offers the reader an insight into Al for evaluating fundamental data
and financial statements when making investment decisions. From a prelimi-
nary search our results do not uncover any existing textbooks that exclusively
focus on credit analysis and corporate finance analyzed by Al methodologies.
However, the search uncovered a few journal publications that provide an
insight into credit analysis in the area of bankruptcy prediction. For instance,
Loukeris and Matsatsinis [9] research corporate finance by attempting to pre-
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dict bankruptcy using Al models. From results produced by these journal
publications we believe that corporate finance could benefit from more recent
empirical results published in this part.

Earlier research in the area of credit analysis is carried out by Altman et al.
[1] who examine the use of layer networks and how their use has led to an
improvement in the reclassifying rate for existing bankruptcy forecasting
models. In this case, it was found that Al helped to identify a relationship
between capital structure and corporate performance.

The most recent literature reviewed in the area of corporate finance applies
Al methodologies to various credit case studies. We suspect that this was
inspired by the recent global credit crisis in 2008 as is the case with most
credit-based research published after the 2008 ‘credit crunch’. For instance,
Hajek [6] models municipal credit ratings using NN classification and genetic
programs to determine his input dataset. In particular, his model is designed
to classify US municipalities (located in the State of Connecticut) into rating
classes based on their levels of risk. The model includes data pre-processing, the
selection process of input variables and the design of various neural networks'
structures for classification. Each of the explanatory variables is extracted
from financial statements and statistical reports. These variables represent the
inputs of NNs, while the rating classes from Moody’s rating agency are the
outputs. Experimental results reveal that the rating classes assigned by the NN
classification to bond issuers are highly accurate even when a limited sub-set
of input variables is used. Further research carried out by Hajek [7] presents
an analysis of credit rating using fuzzy rule-based systems. A fuzzy rule-based
system adapted by a feed-forward neural network is designed to classify US
companies (divided into finance, manufacturing, mining, retail trade, ser-
vices, and transportation industries) and municipalities into the credit rating
classes obtained from rating agencies. A genetic algorithm is used again as a
search method and a filter rule is also applied. Empirical results corroborate
much of the existing research with the classification of credit ratings assigned
to bond issuers being highly accurate. The comparison of selected fuzzy rule-
based classifiers indicates that it is possible to increase classification perfor-
mance by using different classifiers for individual industries.

Leén-Soriano and Mufioz-Torres [8] use three layers feed-forward neural
networks to model two of the main agencies” sovereign credit ratings. Their
results are found to be highly accurate even when using a reduced set of pub-
licly available economic data. In a more thorough application Zhong et al.
[20] model corporate credit ratings analyzing the effectiveness of four different
learning algorithms. Namely, back propagation, extreme learning machines,
incremental extreme learning machines and support vector machines over
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a dara set consisting of real financial data for corporate credit ratings. The
results reveal that the SVM is more accurate than its peers.

With extensive research being carried out in the area of bankruptcy predic-
tion and corporate/sovereign credit ratings it is clear that the reader would
benefit from a whole section being devoted to credit and corporate finance.
In fact the first chapter provides an interesting application of Al to discover
which areas of credit are most popular. Al is emerging in the research of credit
analysis and corporate finance to challenge existing methodologies that were
found to be inadequate and were ultimately unable to limit the damage caused
by the 2008 ‘credit crisis’.

Part IV

The final section of the book focuses on portfolio theory by providing exam-
ples of security selection, portfolio construction and the optimization of
asset allocation. This will be of great interest to portfolio managers as they
seek optimal returns from their portfolios of assets. Portfolio optimization
and security selection is a heavily researched area in terms of Al applications.
However, our search uncovered only a few existing journal publications and
textbooks that focus on this particular area of finance. Furthermore, research
in this area is quickly made redundant as Al methodologies are constantly
being updated and improved.

Existing journal publications challenge the Markowitz two-objective
mean-variance approach to portfolio design. For instance, Subbu et al. [15]
introduce a powerful hybrid multi-objective optimization approach that
combines evolutionary computation with linear programming to simultane-
ously maximize return, minimize risk and identify the efficient frontier of
portfolios that satisfy all constraints. They conclude that their Pareto Sorting
Evolutionary Algorithm (PSEA) is able to robustly identify the Pareto front
of optimal portfolios defined over a space of returns and risks. Furthermore
they believe that this algorithm is more efficient than the 2-dimensional and
widely accepted Markowitz approach.

An older textbook, which was co-authored by Trippi and Lee (1995),
focuses on asset allocation, timing decisions, pattern recognition and risk
assessment. They examine the Markowitz theory of portfolio optimization
and adapt it by incorporating it into a knowledge-based system. Overall this
is an interesting text however it is now almost 20 years old and updated appli-
cations/methodologies could be of great benefit to portfolio managers and
institutional investors.
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The Editors

All four editors offer a mixture of academic and professional experience in
the area of Al. The leading editor, Professor Christian Dunis has a wealth of
experience spanning more than 35 years and 75 publications, both in aca-
demia and quantitative investments. Professor Dunis has the highest expertise
in modelling and analyzing financial markets and in particular an extensive
experience with neural networks as well as advanced statistical analyses. Dr
Peter Middleton has recently completed his PhD in Financial Modelling and
Trading of Commodity Spreads at the University of Liverpool. To date he has
produced five publications and he is also a member of the CFA institute and
is working towards the CFA designation having already passed Level I. He
is also working in the finance industry in the area of Asset Management. Dr
Konstantinos possesses an expertise in technical and computational aspects
with backgrounds in evolutionary programming, neural networks, as well as
expert systems and Al. He has published numerous articles in the area of com-
puter science as well being an editor for Computational Intelligence for Trading
and Investment. Dr Andreas Karathanasopoulos is currently an Associate
Professor at the American University of Beirut and has worked in academia
for six years. He too has numerous publications in international journals for
his contribution to the area of financial forecasting using neural networks,
support vector machines and genetic programming. More recently he has also
been an editor for Computational Intelligence for Trading and Investment.

Acknowledgements

We would like to thank the authors of who have contributed original and
novel research to this book, the editors who were instrumental in its prepara-
tion and finally the publishers who have ultimately helped provide a showcase
for it to be read by the public.

Final Words

We hope that the publication of this book will enhance the spread of Al
throughout the world of finance. The models and methods developed here
have yet to reach their largest possible audience, partly because the results
are scattered in various journals and proceedings volumes. We hope that this
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book will help a new generation of quantitative analysts and researchers to
solve complicated problems with greater understanding and accuracy.
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1

A Review of Artificially Intelligent
Applications in the Financial Domain

Swapnaja Gadre-Patwardhan, Vivek V. Katdare,
and Manish R. Joshi

1 Introduction

Undoubtedly, the toughest challenge faced by many researchers and managers
in the field of finance is uncertainty. Consequently, such uncertainty intro-
duces an unavoidable risk factor that is an integral part of financial theory.
The manifestation of risk not only complicates financial decision making but
also creates profitable opportunities for investors who can manage and analyze
risk efficiently and effectively. In order to handle the complex nature of the
problem an interdisciplinary approach is advocated.

Computational finance is a division of applied computer science that deals
with practical problems in finance. It can also be defined as the study of data
and algorithms used in finance. This is an interdisciplinary field that combines

S. Gadre-Patwardhan (5<)
Institute of Management and Career Courses, Pune, India
e-mail: swapnaja.gadre24@gmail.com

V.V. Katdare
LM.R. College, Jalgaon, India
e-mail: vvkatdare@rediffmail.com

M.R. Joshi
School of Computer Sciences, North Maharashtra University, Jalgaon, India
e-mail: joshmanish@gmail.com

© The Editor(s) (if applicable) and The Author(s) 2016 3
C.L. Dunis et al. (eds.), Artificial Intelligence in Financial Markets,

New Developments in Quantitative Trading and Investment,
DOI10.1057/978-1-137-48880-0_1


mailto:swapnaja.gadre24@gmail.com
mailto:vvkatdare@rediffmail.com
mailto:joshmanish@gmail.com

4 S. Gadre-Patwardhan et al.

Discriminant
Analysis

] Parametric
Statistical Methods

Logistic Regression

[%2]
o
o
e
+ . .
) —  Decision Tree
= Non-Parametric
%) — . —
‘@ Statistical Methods
T>°" — — Nearest Neighbor
c
<
g — Artificial Neural Network
c
©
£
- — Fuzzy Logic
— SoftComputing —
| | Support Vector
Machine
— Genetic Algorithm

Fig. 1.1 Techniques for analysis of financial applications

numerical methods and mathematical finance. Computational finance uses
mathematical proofs that can be applied to economic analyses thus aiding the
development of finance models and systems. These models are employed in
portfolio management, stock prediction and risk management and play an
important role in finance management.

During past few years, researchers have aimed to assist the financial sector
through trend prediction, identifying investor behaviour, portfolio manage-
ment, fraud detection, risk management, bankruptcy, stock prediction, finan-
cial goal evaluation, finding regularities in security price movement and so
forth. To achieve this, different methods like parametric statistical methods,
non-parametric statistical methods and soft computing methods have been
used as shown in Fig. 1.1. It is observed that many researchers are exploring
and comparing soft computing techniques with parametric statistical tech-
niques and non-parametric statistical techniques. Soft computing techniques,
such as, Artificial Neural Network (ANN), Fuzzy Logic, Support Vector
Machine (SVM), Genetic Algorithm, are widely applied and accepted tech-
niques in the field of finance and hence are considered in this review.

(A) Parametric statistical methods: Parametric statistics is a division of sta-
tistics. It assumes that data is collected from various distributed systems and



1 A Review of Artificially Intelligent Applications to Finance 5

integrated in order to draw inferences about the parameters of the distribu-
tion. There are two types of parametric statistical methods namely discrimi-
nant analysis and logistic regression:

(I) Discriminant analysis: Discriminant analysis is a statistical analysis car-
ried out with the help of a discriminant function to assign data to one of two or
more naturally occurring groups. Discriminant analysis is used to determine
the set of variables for the prediction of category membership. Discriminant
function analysis is a type of classification that distributes items of data into
classes or groups or categories of the same type.

(II) Logistic regression: Logistic regression is a method of prediction that
models the relationship between dependent and independent variables. It the
best-fit model to be found and also identifies the significance of relationships
between dependent and independent variables. Logistic regression is used to
estimate the probability of the occurrence of an event.

(B) Non-parametric statistical methods: These are the methods in which
data is not required to fit a normal distribution. The non-parametric method
provides a series of alternative statistical methods that require no, or limited,
assumptions to be made about the data. The techniques of non-parametric
statistical methods follow.

(I) Decision tree: A decision tree is a classifier that is a tree-like graph that
supports the decision making process. It is a tool that is employed in mul-
tiple variable analyses. A decision tree consists of nodes that a branching-tree
shape. All the nodes have only one input. Terminal nodes are referred to as
leaves. A node with an outgoing edge is termed a test node or an internal
node. In a decision tree, a test node splits the instance space into two or more
sub-spaces according to the discrete function.

(II) Nearest neighbour: The nearest neighbour algorithm isa non-parametric
method applied for regression and classification. Nearest neighbour can also
be referred as a similar search, proximity search or closest-point search, which
is used to find the nearest or closest points in the feature space. The K-nearest
neighbour algorithm is a technique used for classification and regression.

(C) Soft computing: Soft computing is a set of methods that aims to handle
uncertainty, partial truth, imprecision and approximation that are fundamen-
tally are based on human neurology. Soft computing employs techniques like:
ANN, fuzzy logic, SVM, genetic algorithm [1].

(I) Artificial neural network: A neuron is a fundamental element of
ANN. These neurons are connected to form a graph-like structure, which are
also referred to as networks. These neurons are like biological neurons. A neu-
ron has small branches, that is, dendrites, which are used for receiving inputs.
Axons carry the output and connect to another neuron. Every neuron carries
a signal received from dendrites as shown in Fig. 1.2 [2]. When the strength
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Inputs
o

Fig. 1.2 Structure of Artificial Neurons

of a signal exceeds a particular threshold value, an impulse is generated as an
output, this is known as the action signal.

Like biological neurons, artificial neurons accept input and generate out-
put but are not able to model automatically. In ANN information or data is
distributed and stored throughout the network in the form of weighted inter-
connections. Simulation of a neuron is carried out with the help of non-linear
function. Interconnections of artificial neurons are referred as weights. The
diagram below shows the structure of an artificial neuron in which xi is the
input to the neuron and wi is the weight of the neuron. The average input is
calculated by the formula [2].

a= inwi (1.1)
i=0

ANN has a minimum of three layers of artificial neurons: input, hidden
and output as shown in Fig. 1.3 [3]. The input layer accepts the input and
passes it to the hidden layer. The hidden layer is the most important layer
from a computational point of view. All the complex functions reside in this
layer.

(IT) Fuzzy logic: Fuzzy logic is a type of many values logic that deals with
approximate values instead of exact or fixed reasoning. Fuzzy logic is a method
of computing based on the degree of truth rather than a crisp true or false
value. Its truth value ranges in between 0 and 1.

(III) Support vector machine: SVM is a supervised learning model with
related learning algorithms that is used for data analysis and pattern recogni-
tion in classification and regression. SVM uses the concept of a hyperplane,
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Fig. 1.3 Three layer architecture of ANN

which defines the boundaries of a decision. The decision plane separates the
objects based on class membership and is able to handle categorical and con-
tinuous variables.

(IV) Genetic algorithm: A genetic algorithm is an artificial intelligence
technique that mimics a natural selection process. This technique is mostly
used for optimization and search problems using selection, crossover, muta-
tion and inheritance operations.

This chapter emphasizes the application of soft computing techniques
namely artificial neural network, expert system (ES) and hybrid intelligence
system (HIS) in finance management.

In recent years, it has been observed that an array of computer technologies
is being used in the field of finance; ANN is one of these. From the array of
available Al techniques, financial uncertainties are handled in a more efficient
manner by ANN. These uncertainties are handled by pattern recognition and
future trend analysis. The most difficult aspects to incorporate in finance anal-
ysis are changes in the interest rates and currency movements. Large ‘noisy’
data can be handled well by ANN. ANN are characterized as numeric in
nature. In statistical techniques, like discriminant analysis or regression analy-
sis, data distribution assumptions are required for input data. However, ANN
does not require any data distribution assumptions and hence could be appli-
cable to a wider range of problems than other statistical techniques. Statistical
techniques and symbolic manipulation techniques are batch oriented; old and
new data are submitted in a single batch to the model and later new mining
results are generated. In contrast, in ANN it is possible to add new data to a
trained ANN so as to update the existing result. Since financial markets are
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dynamic in nature, ANN can accommodate new data without reprocessing
old data and hence it is used in finance management [4].

An ES is knowledge-based system used to solve critical problems in a partic-
ular domain. These are rule-based systems with predefined sets of knowledge
used for decision making. Generic ES contain two modules—the inference
engine and the knowledge base. The inference engine combines and processes
the facts associated with the specific problem using the chunk of the knowl-
edge base relevant to it. The knowledge base is coded in the form of rules,
semantic nets, predicates and objects in the system. ES are characterized as
efficient, permanent, consistent, timely, complete decision-making systems
and hence their use in finance management. ES are characterized as intelli-
gent, capable of reasoning, able to draw conclusions from relationships, capa-
ble of dealing with uncertainties and so forth. ES are capable of reproducing
efficient, consistent and timely information so as to facilitate decision making
[5]. Furthermore Rich and Knight (1991) specified long ago that financial
analysis is an expert’s task.

HIS are software systems that combine methods and techniques of artificial
intelligence, for example, fuzzy expert systems, neuro-fuzzy systems, genetic-
fuzzy systems. The integration of various learning techniques is combined
to overcome the limitation of an individual system. Because of its facility of
combined techniques, it can be used effectively for finance management.

With reference to the financial market, we identified portfolio manage-
ment, stock market prediction and risk management as the three most impor-
tant Al application domains. As investment is an important aspect of finance
management hence these three cases are considered. In this study, we consider
the contribution of researchers in financial domains from the past 20 years in
order to study and compare the applications of ANN, ES and HIS with tra-
ditional methods. The chapter is organized thus: the second, third and fourth
sections deal with the application of ANN, ES and HIS respectively. In the
fifth section conclusions are put forth. We enlist popularly used data min-
ing tools as set out in Appendix 1 that includes some sample coding of NN
techniques using MATLAB [6] in Finance Management. Code excerpts for
implementing typical statistical functions including regression analysis, naive
Bayes classification, fuzzy c-means clustering extracted from different openly
available authentic sources [7] are also presented in Appendix 1.

Applications of ANN in Finance

ANN are computational tools and are used in various disciplines for model-
ling real-world complex problem [8]. ANN resemble biological neurons

acting as a source inspiration for a variety of techniques covering a vast field
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of application [9]. In general, ANN are referred to as information processing sys-
tems that which use earning and generalization capabilities, which are adaptive
in nature. Due to their adaptive nature, ANN can provide solutions to problems
such as forecasting, decision making and information processing. In recent years,
ANN have proved to be a powerful tool for handling dynamic financial market
in terms of prediction [10], panning, forecasting [11] and decision making [12].

With reference to this various studies have been carried out in order to
classify and review the application of ANN in the finance domain [13, 14].
Mixed results have been obtained concerning the ability of ANN in finance
domain. It has been observed that financial classification like financial evalua-
tion, portfolio management, credit evaluation and prediction are significantly
improved with the application of ANN in the finance domain. We further
consider the application of ANN in the finance domain in portfolio manage-
ment, stock market prediction and risk management. The details of these
applications are presented as described previously.

Portfolio Management

The determination of the optimal allocation of assets into broad categories, for
example, mutual funds, bonds, stocks, which suits investment by financial insti-
tutions across a specific time with an acceptable risk tolerance is a crucial task.
Nowadays investors prefer diversified portfolios that contain a variety of securities.

Motiwalla et al. [15] applied ANN and regression analysis to study the
predictable variations in US stock returns and concluded that ANN models
are better than regression. Yamamoto et al. [16] designed a multi-layer Back
Propagation Neural Network (BPNN) for the prediction of the prepayment
rate of a mortgage with the help of a correlation learning algorithm. Lowe
et al. [17] developed an analogue Neural Network (NN) for the construction
of portfolio under specified constraints. They also developed a feed forward
NN for prediction of short-term equities in non-linear multi-channel time-
series forecasting. Adedeji et al. [18] applied ANN for the analysis of risky
economic projects. For the prediction of the potential returns on investment,
an NN model could be used. On the basis of results obtained from the neural
network, financial managers could select the financial project by comparing
the results to those obtained from conventional models. The survey conducted
in this paper for portfolio management concludes that ANN performs better
in terms of accuracy. Without any time consuming and expensive simulation
experiments, accuracy can be obtained by combining conventional simula-
tion experiments with a neural network.
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Research papers surveyed for portfolio management demonstrates that
when compared to other traditional methods, ANN performs better particu-
larly BPNN. Zimmermann et al. [19] demonstrated the application of the
Back/Litterman portfolio optimization algorithm with the help of an error
correction NN. Optimization of the portfolio includes (1) allocation that
comply investors constraints and (2) controlled risk in the portfolio. The
method was tested with internationally diversified portfolios across 21 finan-
cial markets from G7 countries. They stated that their approach surpassed
conventional portfolio forecasts like Markowitz’s mean-variance framework.
Ellis et al. [20] performed a portfolio analysis by comparing BPNN with a
randomly selected portfolio method and a general property method conclud-
ing that ANN performs better.

Stock Market Prediction

In recent years with the help of online trading, the stock market is one of the
avenues where individual investors can earn sizeable profits. Hence there is a
need to predict stock market behaviour accurately. With this prediction inves-
tors can take decisions about where and when to invest. Because of the volatil-
ity of financial market building a forecasting model is a challenging task.
ANN are a widely used soft computing method for stock market predic-
tion and forecasting. White applied ANN on IBM daily stock returns and
concluded that the NN outperformed other methods [21]. Kimoto et al. [22]
reported the effectiveness of learning algorithms and prediction methods of
Modular Neural Networks (MNN) for the Tokyo Stock Exchange price index
prediction system. Kazuhiro et al. [23] investigated the application of prior
knowledge and neural networks for the improvement of prediction ability.
Prediction of daily stock prices was considered a real-world problem. They
considered some non-numerical features such as political and international
events, as well as a variety of prior knowledge that was difficult to incorporate
into a network structure (the prior knowledge included stock prices and infor-
mation about foreign and domestic events published in newspapers.) It was
observed that event knowledge combined with an NN was more effective for
prediction with a significance level of 5 %. Pai et al. [24] stated that ARIMA
(autoregressive integrated moving average) along with SVM can be combined
to deal with non-linear data. The unique strengths of ARIMA and SVM are
used for more reliable stock-price forecasting. Thawornwong et al. [25] dem-
onstrated that the NN model with feed-forward and probabilistic network
for the prediction of stock generated high profits with low risk. Nakayama
et al. [26] proposed a Fuzzy Neural Network (FNN) that contained a specific
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structure for realizing a fuzzy inference system. Every membership function
consists of one or two sigmoid functions for inference rule. They concluded
that their FNN performed better. Duke et al. [27] used Back Propagation
Network (BPN) for the prediction of the performance of the German govern-
ment’s bonds

Risk Management

Financial risk management (FRM) is the process of managing economic value
in a firm with the help of financial instruments to manage risk exposure espe-
cially market risk and credit risk. Financial Risk Management (FRM) is the
process of identification of risk associated with the investments and possibly
mitigating them. FRM can be qualitative or quantitative. FRM focuses on
how and when hedging is to be done with the help of financial instruments
to manage exposure to risk.

Treacy et al. [28] stated that the traditional approach of banks for credit
risk assessment is to generate an internal rating that considers subjective as
well as qualitative factors such as earning, leverage, reputation. Zhang et al.
[29] compared Logistic Regression (LR), NN and five-fold cross validation
procedures on the database of manufacturing firms. They employed Altman’s
five functional ratios along with the ratio current assets/current liabilities as an
input to NN. They concluded that NN outperforms with accuracy 88.2 %.
Tam et al. [30] introduced an NN approach to implement discriminant anal-
ysis in business research. Using bank data, linear classification is compared
with a neural approach. Empirical results concluded that the neural model
is more promising for the evaluation of bank condition in terms of adapt-
ability, robustness and predictive accuracy. Huang et al. [31] introduced an
SVM to build a model with a better explanatory ability. They used BPNN as
a benchmark and obtained around 80 % prediction accuracy for both SVM
and BPNN for Taiwan and United States markets.

Table 1.1 provides details of the literature that considers the applica-
tion of ANN for portfolio management, stock market prediction and risk
management.

2 Application of Expert Systems in Finance

An expert system is a computer system that is composed of a well-organized
body of knowledge that emulates expert problem-solving abilities in a lim-
ited domain of expertise. Matsatsinis et al. [54] presented a methodology
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of acquisition of knowledge and representation of knowledge for the devel-
opment of ES for financial analysis. Development of FINEVA (FINancial
EVAluation), a multi-criterion knowledge base DSS (decision support soft-
ware) for assessment of viability and corporate performance and the applica-
tion of FINEVA was discussed. For a particular domain, a set of inference
rules are provided by a human expert. The knowledge base is a collection of
relevant facts, data, outcome and judgments [34]. Components of expert sys-
tems include the knowledge base, the user interface and the inference engine.
Knowledge is represented through the techniques such as, predicate logic,
frames and semantic nets but the most popular and widely used technique is
the IF-THEN rule also referred as the production rule.

Liao et al. [55] carried out a review of the use of an ES in a variety of areas
including finance during period 1995 to 2004. They observed that ES are
flexible and provide a powerful method for solving a variety of problems,
which can be used as and when required. Examples of the application of ES
in finance domain follow.

Portfolio Management

It is a difficult and time-consuming task to explore and analyze a portfolio in
relation to the requirements and objectives of the fund manager. Ellis et al. [34]
examined the application of rule-based ES in the property market and port-
folios randomly constructed from the market. They observed that rule-based
outperform the random portfolio or market on risk adjusted return basis.
Bohanec et al. [56] developed a knowledge-based tool for portfolio analysis
for evaluation of a project. This ES was developed for the Republic of Solvenia.
The model is demonstrated with a tree structure supplemented by IF-THEN
rules. Sanja Vrane$ et al. [57] developed the Blackboard-based Expert Systems
Toolkit (BEST) for combining knowledge from different sources, using dif-
ferent methodologies for knowledge acquisition. As far as investment decision
making is concerned, information from proficient economist critical invest-
ment ranking might be combined with knowledge evolved from operational
research methods. When decisions are made based on information combined
from many sources, there is a probability of redundancy reduction and more
promising results. Varnes et al. [58] suggested INVEX (investment advisory
expert system) for investment management. This system assists investors and
project analysts to select a project for investment. Mogharreban et al. [59]
developed the PROSEL (PORtfolio SELection) system that uses a set of rules

for stock selection. PROSEL consists of three parts (1) an information centre
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(2) a fuzzy stock selector and (3) a portfolio constructor. A user-friendly inter-
face is available in PROSEL to change rules at run time. Mogharreban et al.
identified that PROSEL performed well.

Stock Market Prediction

One more promising area for ES is in stock market prediction. Many invest-
ment consultants use these types of systems to improve financial and trading
activities. Midland Bank of London use an ES for interest rate swap, portfo-
lios and currency management [34].

Grosan et al. [60] applied MEP (multi-expression programming), a
genetic programming technique for prediction of the NASDAQ) index of the
NASDAQ stock market and the NIFTY stock index. The performance is
compared with the help of an SVM, a Levenberg-Marquardt algorithm and a
Takagi—Sugenoneuro-fuzzy inference system. They concluded that MEP per-
forms outstandingly. Quek [61] applied neuro-fuzzy networks and ANFIS
investor’s measures forecasting to the US Stock Exchange where it proved best
for stock price prediction. Trinkle [62] used ANFIS (adaptive network-based
fuzzy inference system) and an NN for forecasting the annual excess return of
three companies. The predictive ability of ANFIS and NN is compared with
ARMA (autoregressive moving average). The result stated that ANFIS and
NN are able to forecast significantly better. Afolabi et al. [63] used a neuro-
fuzzy network, fuzzy logic and Kohonen’s self-organizing plan for stock price
forecasting. They concluded that, compared to other techniques, deviation of
Kohonen’s self-organizing plan is less. Yunos et al. [64] built a hybrid neuro-
fuzzy model with the help of ANFIS to predict daily movements in the KLCI
(Kuala Lumpur Composite Index). For data analysis four technical indicators
were chosen. The conclusion showed that ANFIS performed better. Atsalakis
et al. [65] developed a neuro-fuzzy adaptive control system for forecasting the
price trends of stock for the following day of the NYSE and ASE index. The

experimental analysis stated that the system performed well.

Risk Management

There is a vast potential in using ES in financial risk prediction and management.
Matsatsinis et al. [54] presented a methodology for acquisition and representa-
tion of knowledge for the development of an ES. FINEVA is a multi-criteria
knowledge-based ES for the assessment of viability and performance using
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an M4 ES shell. The interface uses forward and backward chaining method.
Matsatsinis et al. concluded that the ranking of analyzed firms depends upon
the class of risk.

Shue et al. [66] built an ES for financial rating of corporate companies.
This ES was developed by integrating two knowledge bases (a) Portege—a
domain knowledge base and (b) JES—an operational knowledge base. The
model is tested and verified by inputting data from financial statements of
various companies listed on the Taiwan stock market. Luke et al. [67] pre-
sented an ES, CEEES (credit evaluation and explanation ES) to take decisions
about whether to allow credit lines to identified firms. CEEES used rule-
based language for the decision-making process. They concluded that CEEES
will recommend whether to consider or reject the application of credit.

Table 1.2 provides details of the literature that considers the application of
ES for portfolio management, stock market prediction and risk management.

3 Applications of Hybrid Intelligence
in Finance

HIS is a software system that is formed by combining methods and techniques
of artificial intelligence, that is, a fuzzy expert system, a neuro-fuzzy system, a
genetic-fuzzy system, for example. HIS systems are an effective learning system
that combines the positive features and overcomes the weaknesses of the pro-
cessing capabilities and representations of learning paradigms. HIS are used
for problem solving in various domains [73]. Lertpalangsunti [74] proposed
three reasons for creating HIS: (a) technique enhancement, (b) multiplicity
of application task and (c) realizing multi-functionality. The degree of integra-
tion between the modules may vary from loosely coupled standalone modules
to fully coupled. The application of HIS in the finance domain follows.

Portfolio Management

Portfolio management is a complex activity that involves a crucial decision-
making process. It is an important activity of many financial institutes and
organizations. In the past few years HIS has become widely applied in port-
folio selection [75].

Kosaka et al. [76] applied NN and Fuzzy logic for stock portfolio selec-
tion. They concluded that the proposed model identified price tuning points
with 65 % accuracy. Chen et al. [77] developed a portfolio-selection model.
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In the proposed model triangular fuzzy numbers are used to represent future
return rates and risks of mutual funds. Quek et al. [78] developed a fuzzy-
neural system for portfolio balancing with the help of GenSoFNN (Generic
self-organizing fuzzy NN). They applied supervised learning methods in the
network for detection of inflection points in the stock price cycle. Yu et al.
[79] developed an NN-dependent mean-variance skewness model for port-
folio section on the basis of the integration of an RBF (radial basis function)
and a Lagrange multiplier theory of optimization. Li et al. [80] proposed a
hybrid intelligent algorithm by assimilating NN, simulated annealing algo-
rithm and fuzzy simulation techniques for solving portfolio selection prob-
lems. In the proposed model, NN is used for the approximation of expected
value and variance of fuzzy returns. Fuzzy simulation generates the training
data for NN. Their model and genetic algorithms are also compared. Quah
et al. [81] compared the performance of ANFIS, MLP-NN and GGAP-RBF
(general growing pruning radial basis function). Quah et al. also proposed the
method of selection of equities through the use of a ROC (relative operating
characteristics) curve.

Stock Market Prediction

The volatile nature of stock market requires a variety of computing tech-
niques. As compared to other domains, hybrid Al systems are widely used for
financial prediction because hybrid systems are able to combine the capabili-
ties of various systems with their unique abilities.

Kuo et al. [82] developed a system for stock market forecasting. The pro-
posed model deals with qualitative and quantitative factors simultaneously.
The system was developed by integrating a fuzzy Delphi model with an NN
for qualitative and quantitative factors respectively. The system was tested on
the database of Taiwan Stock Market and found considerably better than.
Romabhi et al. [83] proposed a rule-based ES for financial forecasting. They
combined rule induction and fuzzy logic and observed that their system per-
formed better. Keles et al. [84] developed a model for forecasting domes-
tic debt (MFDD). They applied ANFIS to few microeconomic variables of
Turkish economy. They observed that the MEDD performed better in terms
of forecasting. Huang et al. [85] combined an average autoregressive exog-
enous (ARX) model for prediction with grey system theory and a rough set to
forecast the stock market automatically of the Taiwan stock exchange. They
employed a GM (1,N) model for data reduction. After data reduction, clus-
ters are formed by using K-means algorithm and later supplied to rough set
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classification module. Set of suitable stocks is selected by applying some deci-
sion rules. The results are then compared with GM(1,1). They observed that
the hybrid method has greater forecasting ability for the selected stock.

Risk Management

Risk management is a decision-making activity that involves social, politi-
cal, engineering and economic factors. Risk could arise in the form of fraud,
bankruptcy and so forth. Elmer et al. [86] proposed a hybrid fuzzy logic and
neural network algorithm for credit risk management. An HFNN (hybrid
fuzzy logic-neural network) model is used for credit risk evaluation. Dadios
and Solis conclude that the HFNN model is robust, accurate and reliable
[87]. Lean et al. [88] proposed hybrid intelligence system for credit risk evalu-
ation and analysis using a rough set (RS) and SVM. SVMs are used to extract
features and for noise filtration. RS acted as a preprocessor for the SVM. Lean
et al. concluded that the proposed model performed better.

Hyunchul et al. [89] focused on the important issue of corporate bank-
ruptcy prediction. Various data driven approaches are applied to enhance
prediction performance using statistical and Al techniques. Case based rea-
soning (CBR) is the most widely used data-driven approach. The model is
developed by combining CBR with a genetic algorithm (Gas). It was observed
that the model generates accurate results along with reasonable explanations.
Zopounidis et al. [90] presented a review on the application of a knowledge
base decision support system (KBDSS) in finance and management. KBDSS
is developed by combining the features of an ES and DSS in many fields, for
example, financial analysis, bankruptcy risk assessment and financial plan-
ning. Zopounidis et al. [89] described KBDSS for portfolio management,
financial analysis and credit gaining problems. They observed that a KBDSS
improvises the decision-making process by explaining the operations and the
results generated by the system. Hua et al. [91] applied SVM for bankruptcy
prediction and it proved competitive against neural network, logistic regres-
sion and linear multiple discriminant analysis. Hua et al. [90] developed an
integrated binary discriminant rule (IBDR) for financial distress prediction.
The experimental results proved that IDBR performs better when compared
to the conventional SVM.

Table 1.3 provides details of the literature that considers the application of
HIS for portfolio management, stock market prediction and risk management.
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4 Conclusion

A comprehensive review is conducted on applications of Al in finance man-
agement. The review is organized by considering the type of techniques, their
application domain, objectives and evaluation metrics. The review indicates
that the traditional approach is not sufficient enough to tackle and analyze huge
quantities of financial data. Hence, contemporary methods need to be applied.

Al techniques are an important dimension of contemporary research.
An important conclusion that is drawn from this research is that research-
ers employ various Al techniques to solve, effectively, the problems associ-
ated with finance management. Comparative studies illustrate that ANN are
successful in financial prediction. However, it is quite difficult to determine
the required structure and size of a neural network to solve the given prob-
lem. The major difficulty with ANN is that they are trained using past data,
which may not be repeated. An alternative method for this could be an ES
as they generate predictions. The problem of ES is that they do not learn
through experience and are unable to handle non-linear data. To overcome
these problems hybrid intelligent systems, which are able to handle linear and
non-linear data, could be implemented. HIS can combine the capabilities
of various systems to overcome the limitations of individual techniques. It is
observed that limited literature is available on ES and HIS in finance domain.

Computational finance is a blending of computational power and machine-
learning techniques to cope with problems of practical interest in the financial
domain. This is an application-oriented study that proposes innovative tech-
niques to solve financial domain problems. Although we focus on portfolio
management, stock market prediction and risk management related problems
practically all types of financial problems can be addressed with computer-
ized techniques and with Al techniques in particular. Al techniques are also
used for building models of financial markets. Novel approaches in the field
of research could have a fusion of different techniques [45]. A number of
researchers in various research institutes are working in this area, for exam-
ple, those based at the University of Essex, Illinois Institute of Technology,
University of Washington.

The objective of this chapter was to provide introduction of the field of
computational finance and how Al techniques are being used to deal with
problems of practical interest in the financial domain. Some of the difficulties
in the field of portfolio management, stock market prediction and risk man-
agement include resource balancing and making decisions in the absence of
major information. These problems could be resolved using preliminary and
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detailed investigation, source capacity analysis, integrate portfolio manage-
ment and many more [104, 105]. Furthermore, we wish to elaborate how
researchers are exploring the strengths of certain Al techniques to overcome
the problems that mere statistical techniques cannot deal with. We feel that
this review could be a helpful guideline to study various Al techniques and
we hope that the researchers will attempt to overcome the drawbacks of some
techniques to try to develop an influential integrated system by utilizing
strengths and complementary features of the different techniques.

5 Appendix 1

Frequently used data-mining tools are listed below:

Weka is a group of machine-learning algorithms for data- mining tech-
niques. These algorithms can be applied directly or indirectly to a dataset.
Weka comprises of tools for the preprocessing of data, regression, classification,
association rule, clustering and visualization. It is open-source software [106].

Scilab is open source software that can be effectively used for scientific and
engineering applications. Scilab contains a number of mathematical functions,
optimization, 2D and 3D visualization, statistics and so forth. Scilab is avail-
able for the platforms like Mac OS, GNU/Linux Windows vista/XP/7/8 [107].

R is free software for graphics and statistical computing. It runs on a wide
range of platforms like Windows, Unix and Mac OS [108].

SPMF is a specialized open-source software in pattern mining developed
in Java. SPMF implements 109 data mining algorithms including sequential
rule mining, association rule mining, sequence prediction, item-set mining
and clustering [109].

A sample code for some data mining techniques follows.

Regression Analysis [7]

Regression is the process of fitting models to the data available. Following is
an example of linear regression model using MATLAB.

% init params

N = 1000; % sample size

muX = 12; % params explanatory variable
sigmaX = 2.3;

coeff = 0.8; % regression coefficient
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intcept = 4.3; % regression intercept

% simulate explanatory variable

X = normrnd(muX,sigmaX,N,1);

% simulate standard normally distributed innovations

epsilon = randn(N,1);

% calculate Y according to linear model

Y = intcept + coeff*X + epsilon; % do not use for loop
Parameters are estimated on the basis of values simulated.

% because of intercept, expand matrix of explanatory variables
X = [ones(N,1) X];

% OLS estimation, naive way

paramsHat = inv(X"*X)*X"*Y; % usual estimation formula

% avoiding single matrix inversion as mlint warning suggests
paramsHat2 = (X"*X)\(X"*Y); % faster way

paramsHat3 = X\Y; % best way

% calculate regression line

xLimits = [loor(min(X(:,2))) ceil(max(X(:,2)))]; % use nearest
% neighbouring integer numbers

grid = xLimits(1):0.1:xLimits(2);

vals = paramsHat(1)+paramsHat(2)*grid;

% plotting data

close

scatter(X(:,2),Y,"."); % used for visualizing points cloud

% include regression line

hold on; % plot in same figure
plot(grid,vals,'LineWidth',2,'Color','t") % larger line width
set(gca,'xLim',xLimits)

xlabel('regressor variable')

ylabel('dependent variable')

title(['Linear model: estimated beta is ' num2str(paramsHat(2))])

Classification [7]

Classification can be completed with the help of naive Bayes classifiers, dis-
criminant analysis and decision trees. Data sets comprising observations along
with measurements of various variables, which can also be referred to as pre-
dictors and their predetermined class labels. Predictors’ class can be identified
with the help of new observations obtained. Classification could be done with

the help of following techniques [7, 110]:
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e Fisher’s Iris Data

Sample Code for Fisher’s Iris Data

load fisheriris

gscatter(meas(:,1), meas(:,2), species,'rgb','0sd");
xlabel('Sepal length');

ylabel('Sepal width');

N = size(meas, 1);
* Linear and Quadratic Discriminant Analysis

Sample Code for Linear and Quadratic Discriminant Analysis
lda = fitcdiscr(meas(:,1:2),species);

ldaClass = resubPredict(lda);

ldaResubErr = resubLoss(lda)

* Naive Bayes Classifiers

Sample Code for Naive Bayes Classifiers
nbGau = fitcnb(meas(:,1:2), species);
nbGauResubErr = resubLoss(nbGau)
nbGauCV = crossval(nbGau, 'CVPartition',cp);
nbGauCVErr = kfoldLoss(nbGauCV)

labels = predict(nbGau, [x y]);
gscatter(x,y;labels,'grb','sod")

¢ Decision Tree

Sample Code for Decision Tree

t = fitctree(meas(:,1:2), species, PredictorNames',{'SL" 'SW' });
[grpname,node] = predict(t,[x y]);
gscatter(x,y,grpname,'grb’,'sod")

Clustering [7]

Cluster Creation
close all, clear all, clc, format compact
% number of samples of each class
K =100;
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% define 4 clusters of input data
q = .6; % offset of classes

A = [rand(1,K)-q; rand(1,K)+q];
B = [rand(1,K)+q; rand(1,K)+q];
C = [rand(1,K)+q; rand(1,K)-q];
D = [rand(1,K)-q; rand(1,K)-q];
% plot clusters

figure(1)

plot(A(1,:),A(2,:),'k+")

hold on

grid on

plot(B(1,:),B(2,:),'bd")
plot(C(1,:),C(2,:),'k+")
plot(D(1,:),D(2,:),'bd")

% text labels for clusters
text(.5-q,.5+2*q,'Class A")
text(.5+q,.5+2*q,'Class B')
text(.5+q,.5-2*q,'Class A")
text(.5-q,.5-2*q,'Class B')

Fuzzy c-means clustering [7]

data = load(‘fcmdata.dat’); % load some sample data
n_clusters = 3; % number of clusters
[center,U,obj_fcn] = fcm(data, n_clusters);

Back propagation Algorithm Code in MATLAB [111]

% BACKPROPAGATION ALGORITHM: ONLY FOR SINGLE HIDDEN
LAYER
pattern=[0.1 0.1 0.1

0.1.95.95

.950.1.95

.95.950.1];

eta=1.0; % Learning rate

alpha = 0.7; % Momentum

tol = 0.001; % Error tolerance

Q=4 % Total no. of the patterns to be input

n=2q=2p=1 % Architecture
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Wih = 2 * rand(n+1,q) - 1;
Whj =2 * rand(q+1,p) - 1;
DeltaWih = zeros(n+1,q);
DeltaWhj = zeros(q+1,p);
DeltaWihOld = zeros(n+1,q);
DeltaWhjOld = zeros(q+1,p);
Si = [ones(Q,1) pattern(:,1:2)];
D = pattern(:,3);

Sh = [1 zeros(1,9)];

Sy = zeros(1,p);

deltaO = zeros(1,p);

% Input-hidden weight matrix
% Hidden-output weight matrix
% Weight change matrices

% Input signals

% Desired values

% Hidden neuron signals

% Output neuron signals

% Error-slope product at output

deltaH = zeros(1,q+1); % Error-slope product at hidden

sumerror = 2*tol;

while (sumerror > tol)
sumerror = 0;

fork=1:Q

% Iterate

% To get in to the loop

Zh = Si(k,:) * Wih; % Hidden activations

Sh =11 1./(1 + exp(-Zh))];
Yj = Sh * Whj;

Sy = 1L./(1 + exp(-Yj));

Ek = D(k) - Sy;

deltaO = Ek .* Sy .* (1 - Sy);

forh = 1:q+1

% Hidden signals

% Output activations
% Output signals

% Error vector

% Delta output

DeltaWhj(h,:) = deltaO * Sh(h); % Delta W: hidden-output

end
for h = 2:q+1

% Delta hidden

deltaH(h) = (deltaO * Whj(h,:)’) * Sh(h) * (1 - Sh(h));

end

fori=1:n+l

% Delta W: input-hidden

DeltaWih(i,:) = deltaH(2:q+1) * Si(k,i);

end

Wih = Wih + eta * DeltaWih + alpha * DeltaWihOld;
Whj = Whj + eta * DeltaWhj + alpha * DeltaWhjOld;

DeltaWihOld = DeltaWih;
DeltaWhjOld = DeltaWhj;

% Store changes

sumerror = sumerror + sum(Ek.A2); % Compute error

end

sumerror % Print epoch error

end

33
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Sample Code of NN Using MATLAB for Finance
Management

Required functions [6]

hist_stock_data
processData
LPPL
LPPLfic
constrFunc
LPPLinteractively

Load Historic DAX Prices

The code below is an example of the use of the function hist_stock_data which
will be used to download historic data of stock prices by Yahoo Finance.

% specify ticker symbol as string variable

tickSym = '""GDAXI'; % specify stock data of interest

% specify beginning and ending as string variables

dateBeg = '01011990'; % day, month, year: ddmmyyyy

Dynamic date selection is also possible with the hep of MATLAb com-
mand “today”

% display date of today

fprintf(["\nToday is ' num2str(today) '.\n'])

% Note: fprintf is able to display a string to the command

% window, without having to assign it to a variable or

% MATLAB's placeholder for answer "ans" first. In order to

% get the input string, in this case we first have to

% concatenate smaller strings into one large string.

Plotting Financial Data [6]

At the time of plotting financial data, x-axis denoted date and can be done
using the command “datetick”

figure('position’,[50 50 1200 600]) % create gray window, left

% corner at latitude 50,

% height 50, with width 1200
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% and height 600

subplot(1,2,1); % Include two different white windows within
% the gray figure window. 1,2 denotes

% arrangement (one row, two columns of white

% windows), while the last number (1) denotes

% the currently used window.

% use plot command without further adjustments
plot(DAX.prices) % since no x-values are specified, MATLAB
% automatically numbers observations from 1 to

% numel(DAX.dates).

subplot(1,2,2);

plot(DAX.dates, DAX.prices)

datetick 'x' % exact format of date labels can be chosen with
% additional input, e.g. try datetick('x',29) and

% datetick('x',10)

xlabel('dates’)

ylabel('prices’)

title("historic DAX values')

% crop x-axis to relevant size only

set(gca, xLim',[DAX.dates(1) DAX.dates(end)])

CAPM [6]

The Capital Asset Pricing Model describes the prices of assets. It is based on
the assumptions.

In order to find stock’s position in the market, linear regression of the daily
returns is used.

betas = zeros(1,29);

for ii=1:29

betas(ii) = regress(DAX_stocks.disRet(:,end),...

DAX_stocks.disRet(:,ii)); % no intercept involved

end

% plot betas with expected returns

close

scatter(betas,expRets(1:end-1),".")

% estimate regression coeflicients with intercept

betaHat = [ones(numel(betas),1) betas]\expRets(1:end-1)';

% include regression line
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xLimits = get(gca, XLim');

grid = linspace(xLimits(1),xLimits(end),200);
yVals = [ones(numel(grid),1) grid']*betaHag;
hold on;

plot(grid,yVals,'r')

xlabel('estimated beta coefficients')

ylabel('estimated mean returns')
title('CAPM disproved?’)

Stock Price Prediction Based on Curve Fitting [6]

Following is the Sample Code for Stock Price Prediction
% get log prices
DAX logPrices = log(DAX.prices);
% specify subperiod as strings
begT = '01-Jun-1993';
endT = '29-Jul-1998';
% find indices associated with considered period
indS = find(DAX.dates>datenum(begT,' dd-mmm-yyyy'),1);
indE = find(DAX.dates>datenum(endT,'dd-mmm-yyyy'),1);
% create figure window
close
figure('Position’,[50 50 1200 600])
% plot DAX prices with subperiod highlighted ax(1) = subplot(2,1,1);
plot(DAX.dates,DAX.prices, Color',[1 0.8 0.8]);
hold on;
plot(DAX.dates(indS:indE),DAX.prices(indS:indE));
datetick 'x'
title('linear scale')
% plot log DAX prices with subperiod highlighted
ax(2) = subplot(2,1,2);
plot(DAX.dates,DAX.logPrices,'Color',[1 0.8 0.8]);
hold on;
plot(DAX.dates(indS:indE),DAX logPrices(indS:indE)); shg
datetick 'x'
title('logarithmic scale’)
% connect axes of both graphs: zooming in applies to both plots

linkaxes([ax(1) ax(2)],'x");
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Trading the FTSE100 Index: ‘Adaptive’
Modelling and Optimization Techniques

Peter W. Middleton, Konstantinos Theofilatos,
and Andreas Karathanasopoulos

1 Introduction

Modelling and trading financial indices remains a challenging and demanding
task for market participants. Forecasting financial time-series can be extremely
difficult because they are influenced by a large number of variables. Much
of the analyzed data displays periods of erratic behaviour and as a result
drastic declines and spikes in the data series are experienced. Existing linear
methods are limited as they only focus on one time-series. Some of the older
machine learning models also have trouble producing accurate and profit-
able forecasts due to their rigid architectures. In this chapter the proposed
models improve on these inefficiencies to make the models more dynamic
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similar to the time-series they are tasked with forecasting. This is particularly
important in times of crises as the correlations between different asset classes
and time-series increase. These inadequacies have been studied in great depth
by the scientific community and many methodologies have been proposed to
overcome the disadvantages of previous models [1].

The main disadvantage of existing non-linear financial forecasting
and trading methodologies is that most of them search for global optimal
estimators. The problem with this approach is that most of the time global
estimators do not exist due to the dynamic nature of financial time-series.
Moreover, the algorithms used for modelling financial time-series have a lot of
parameters that need to be tuned and if this procedure is performed without
careful consideration the accuracy of extracted prediction models will suffer
and in some cases result in a data-snooping effect. In existing models the
training of a prediction model is also generally performed separately from the
generation of trading signals, which has been found to reduce overall perfor-
mance. For example, most machine learning algorithms that are designed for
forecasting financial time-series deploy only statistical metrics for the opti-
mization steps of their training phase and do not apply an optimization step
for improving their trading performances. Here a multi-objective algorithm
is employed to optimize both statistical properties and trading performance.

The purpose of this chapter is to present a novel methodology that is capable
of overcoming the aforementioned limitations. This methodology is based on
a sliding window approach for the one day a head prediction of the FTSE100
returns. In order to provide a forecast at every time step the proposed model trains
a machine learning model using a sliding window of explanatory variables. Thus
the proposed method searches for the optimal predictor for each day. The machine
learning model used wasahybrid combination ofan adaptive version of the particle
swarm optimization (PSO) algorithm [2]. Numerous existing papers utilize PSO
RBF (particle swarm optimization radial basis function) neural networks to model
financial time-series however many of these are limited in their application as
they do not optimize the number of hidden neurons nor do they have a selection
criteria for the input series [3]. The adaptive PSO algorithm (aPSO) applied by
Ding et al. [3] was used for selecting the optimal feature subset and optimizing
the structure of RBFNN. Moreover, a multi-objective approach was used to
account for both statistical and trading performance. In particular two fitness
functions are combined to minimize error and maximize annualized returns.
'This approach was first successfully applied to the modelling and trading of for-
eign exchange rates [4]. Another important limitation of existing methodologies
for modelling and trading financial time-series is that only a small set of autore-
gressive (AR) inputs and technical indicators are used as explanatory variables.
In this investigation, a FTSE100 specific superset of 50 inputs is evaluated.
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The novelty of the proposed approach lies in the application of a sliding
window machine learning approach for forecasting and trading the FTSE100
and at the superiority of the proposed machine learning technique. To the
best of our knowledge this is the first time that this adaptive PSO algorithm
has been combined with an RBFNN to model and forecast an equity index.
Our proposed machine learning method also applies the PSO algorithm to
select the more relevant inputs at each time step. This is different from many
other existing non-linear models as most neural networks provide a predic-
tion in the form of a weighted computation of all inputs that are fed into the
network during the training process. Therefore, the proposed model has an
ability to locate the optimal feature subset, which should be used as inputs.
This enables the practitioner to introduce a more expansive universe of inputs
without having to worry about a noticeable reduction in training times or a
redundancy of features. Moreover, the feature selection is a dynamic procedure
and not a static one with different feature subsets being selected in different
time steps. This also helps remove the risk of survivorship bias when back-
testing older data as all major equities can be included as inputs. During the
backtest, and for trading, the algorithm records the number of times an input
is selected, which indicates which variables were more influential than others
over the examined time period.

The performance of the proposed methodology is compared with
numerous linear and adaptive methodologies. To allow for a fair com-
parison, all non-linear methods included in the comparative analysis were
trained with the same sliding window approach. Moreover, the deployed PSO
algorithm was also deployed to optimize the AR and moving average terms in
an ARMA (autoregressive moving average) model.

The rest of the chapter is organized as follows: Section 2 presents a review
of literature focused on forecasting methodologies and in particular neural
networks and the FTSE100. Section 3 describes the dataset used for the
experiments and the descriptive statistics. Section 4 describes the proposed
PSO RBF methodology. Section 5 is the penultimate chapter, which presents
the empirical results and an overview of the benchmark models. The final
chapter presents concluding remarks and future objectives and research.

2 Literature Review

The FTSE100 is an index that has been modelled and forecasted by many
who focus their research on conventional, statistical and machine learning
methods. Some of the earliest research was conducted by Weigend et al. [5],
Lowe [6], Tamiz et al. [7], and Omran [8]. These earlier publications establish
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the value of neural networks (NN) when predicting the daily changes in
closing prices for FTSE100. They conclude that NN have strong predictive
abilities as they outperform linear methods. It is worth noting that for all of
the above studies only AR returns of lagged closing prices for the FTSE100
are used in the input dataset to train the networks.

More recent research conducted by Lee and Ko [9] focuses on RBFNNE.
Lee and Ko [9] proposed a NTVE-PSO (non-linear time-varying evolution
particle swarm optimization) method that compares existing PSO methods,
in terms of predicting the different practical load types of the Taiwan power
system (Taipower) in terms of predicting one day ahead and five days ahead.
Yan et al. [10] contribute to the applications of RBFNN by experiments
with real-world data sets. Experimental results reveal that the prediction
performance of RBFNN is significantly better than a traditional back
propagation neural network models. Marcek et al. [11] estimate and apply
ARCH-GARCH (autoregressive conditional heteroscedasticity-generalized
autoregressive conditional heteroscedasticity) models for forecasting the
bond price series provided by the VUB (VSeobecnd tiverovd banka). Following
the estimation of these models Marcek et al. [11] then forecast the price of
the bond using an RBENN. Cao and Tay [12] compare a support vector
machine model with an RBF and a generic BPNN (back propagation neural
network) model. In their methodology Cao and Tay [12] analyze five futures
contracts that are traded on the CME. Empirical results from this analysis
conclude that the RBENN outperforms the BPNN while producing similar
results to the SVRNN (support vector machine neural network). As an over-
all summary the predictive ability of an RBF is significantly stronger when
compared to any of the aforementioned benchmark models. In some cases
the performance is almost double that of other comparable models.

With the emergence of newer technology and faster processing power
finance has seen numerous advancements in the area of artificial intelligence
(AI). As a result, the accuracy and practicality of such models has led to
Al being applied to different asset classes and trading strategies. Enke and
Thawornwong [13] suggest that machine learning methodologies provide
higher returns when compared to a buy-and-hold strategy. De Freitas et al.
[14] propose a novel strategy for training NN using sequential Monte
Carlo algorithms with a new hybrid gradient descent/sampling importance
resampling algorithm (HySIR). The effectiveness of this model was vali-
dated following an application to forecasting FTSE100 closing prices. The
HySIR model outperformed all the other benchmarks in terms of trading
performance. Their novel technique was fixed from values with weights that
generate a 200 input-output data test. The input test data was then used
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to train the model using the weights estimated at the 200th time step.
Schittenkop et al. [15], Tino et al. [16], Sallans et al. [17], Jasic and Wood
[18] and Bennel and Sutcliffe [19], show results that indicate that for all
markets the improvement in the forecast by non-linear models is significant
and highly accurate. Moreover, Eldeman [20] presented a hybrid Calman
filter RBF model used in forecasting the FTSE100 and ISEQ one day
ahead. This study used lagged returns from previous days as inputs. The
results produced by Eldeman are favourable towards the RBF model as it
outperformed the buy-and-hold strategy, a moving average model and even
a traditional recurrent neural network.

The past few years of Al research has been continued with Ling Bing
Tang et al. [21], which analyses the application and validity of wavelet
support vector machine for volatility forecasting. Results from their com-
puter simulations and experiments on stock data reveal that kernel functions
in SVMs are unable to predict accurately the cluster feature of volatility.
Miazhynskaia et al. [22] attempt to forecast volatility with numerous models.
Their conclusion shows that statistical models account for non-normality
and explain most of the fat tails in the conditional distribution. As a result,
they believe that there is less of a need for complex non-linear models.
In their empirical analysis, the return series of the Dow Jones Industrial
Average index, FTSE100 and NIKKEI 225 indices over a period of 16
years are studied. The results are varied across each of the markets.

More recently Dunis et al. [23] have forecasted the volatility of
FTSE100 with artificial intelligent models. In their analysis higher order neu-
ral networks (HONN) outperform all the others. Moreover, Nair et al. [24]
propose a hybrid GA (genetic assisted) neural network which, when com-
pared with benchmark models, outperforms displaying superior accuracy and
overall performance. Nair et al. [25] forecasts one day ahead and uses closing
prices from the FTSE100, BSE Sensex, Nikkei 225, NSE-Nifty and DJIA
as inputs for their models. Lastly, Karathanasopoulos et al. [26] have used a
sliding window approach that combines adaptive differential evolution and
support vector regression for forecasting and trading the FTSE100.

3 Related Financial Data

A robust backtest was conducted taking the largest stocks by market
capitalization to be included in the training of the networks as a representa-
tion of the FTSE100’s most heavily weighted stocks over the examined time
period. Over the five-year backtest although weightings have changed slightly
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Table 2.1 Total dataset

Name of Period Trading Days Beginning End

Total dataset 1629 1 January 2007 28 March 2013
In sample dataset 1119 1 January 2001 14 April 2011
Out of sample set 510 15 April 2011 28 March 2013

the overall picture is fairly consistent. Two notable ‘dropouts’ however include
Barclays and Royal Bank of Scotland. As a result, financials and banks saw a
reduction from 27.64 %' to 19.16 %.”

The FTSE100 index is weighted according to market capitalization, which
currently comprises of 101 large cap constituents listed on the London Stock
Exchange. For the purpose of the trading simulation the iShares FTSE100
(ISIN: IE0005042456) exchange traded fund is traded to capture daily
movements of the FTSE100 index. Trading signals are generated based on
the forecast produced by each of the models. When the model forecasts a
negative return then a short position (sale) is assumed at the close of each day
and when the model forecasts a positive return a long position (purchase) is
executed. Profit/loss is determined by daily positions and in circumstances
where consecutive negative or positive changes are forecasted the position is
held as a trading decision for the following day.

Arithmetic returns are used to calculate daily returns and they are
estimated using equation (2.1). Given the price level P, P,,...,P, the
arithmetic return at time 7 is formed by:

R =—— (2.1)

Table 2.1 presents the examined dataset.

As inputs to the algorithms, a combination of AR returns, moving averages,
fixed income returns, commodity returns, equity returns, equity index returns
and a volatility time-series were all included. The approach to selecting credible
inputs was not optimized however, an element of logic was applied. For the
individual stock time- series, only those with the largest market capitalizations
were selected as these bear more weight on the FTSE100 index. The sum of
the weightings in the FTSE100 index for the selected stocks amounted to
more than 50 % of the FTSE100 index. Empirical results in Sect. 4 display
the significance of each input during the sample period.

!As at 31 August 2007—source: FTSE Group (2007).
?As at 29 March 2013—source: FTSE Group (2013).
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Each of the inputs was translated into a return series based on equation (2.1)
using the closing prices for each.

Finally, the set of explanatory variables were all normalized in the interval
of [-1,1] to avoid overrating inputs of higher absolute values.

i} Proposed Method

In this algorithm the adaptive PSO methodology was used to locate the
parameters C; of the RBFNN while in parallel locating the optimal number
for the hidden layers of the network. This methodology is extended to the
proposed algorithm to allow its application in a sliding window approach,
to optimize the feature subset. The selected candidates are then used as
inputs in the proposed model with the adaptive PSO methodology and
to reduce the algorithms complexity by using a standard simple neural
network topology that is able to improve the generalization properties of
the model.

The PSO algorithm, proposed by Eberhart and Kennedy [26], is a
population-based heuristic search algorithm based on the simulation of the
social behaviour of birds within a lock. In PSO, individuals, which are referred
to as particles, are placed initially randomly within the hyper-dimensional
search space. Changes to the position of particles within the search space
are based on the social-psychological tendency of individuals to emulate the
success of other individuals. The outcome of modelling this social behaviour
is that the search process is such that particles stochastically return towards
previously successful regions in the search space.

The performance of an RBFNN highly depends on its structure and on
the effective calculation of the RBF function’s centres C; and widths ¢ and
the network’s weights. If the centres of the RBF are properly estimated then
their widths and the networks weights can be computed accurately with
existing heuristic and analytical methodologies that are described below. In
this approach the PSO searches only for optimal values of the parameters
C; and the optimal feature subset, which should be used as inputs. A slid-
ing window approach is used and this enables for a prediction that is based
on daily re-optimization of the model’s parameters and input dataset. For
the number of hidden neurons (the RBENN structure) no further opti-
mization procedure was followed but a simple ten-node architecture was
selected. This simple topology enables us to alleviate the computational cost
of the optimization procedure and to maintain the simplicity in the derived
models to achieve better generalization performance.
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Each particle 7 is initialized randomly to have ten hidden neurons (within
a predefined interval starting from the number of inputs until 100 which is
the maximum hidden layer size that we applied) and is represented as shown
in equation (2.2):

¢, ¢, ... C,
C'= . . . - Inputl Input 2 ... Inputd (2.2)
Cor Cloz - Cloa

Where: /N is a large number to point that it does not represent an RBF
centre. The variables Inputl to Input  take values from -1 to 1 with values
larger than 0 indicating that this feature should be utilized as input.

In our PSO variation, initially we create a random population of particles,
with candidate solutions represented as showed in equation (2.2), each one
having an initially random velocity matrix to move within the search space. It
is this velocity matrix that drives the optimization process, and reflects both
the experiential knowledge of the particle and socially exchanged information
from the particle’s neighbourhood. The form of the velocity matrix for every
particle is described in equation (2.3):

From the centres of the particle described in equation (2.2) using the
Moody-Darken [27] approach we compute the RBF widths using equation
(2.3).

(2.3)

o' = Hc’. —c,
j j

Where: ¢, is the nearest neighbour of the centres ¢/ . For the estimation of
the nearest neighbours we apply the Euclidean distance, which is computed
for every pair of centres.

At this point of the algorithm the centres and the widths of the RBFNN
have been computed. The computation of its optimal weights «/ is accom-
plished by solving equation (2.4).

W :(HiT “H, )_] 'HiT Y (2.4)
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where

o (x,) #x,) - do(x,)

L 4 where #, is the number of
training samples. L

The calculation of (HIT ~Hl.) is computationally intensive when the rows
of H; are highly dependent. In order to solve this problem the in-sample data-
set is filtered and when the mean absolute distance of two training samples
is less than 107 (from the mean values of their input values) then one of
them is selected at random to be included in the final training set. As a result,
the algorithm becomes faster while maintaining its accuracy. This analytical
approach for the estimation of the RBFNN weights is superior in compari-
son with the application of meta-heuristic methods (PSO, genetic algorithms,
swarm fish algorithm), which have been already presented in the literature,
because it eradicates the risk of getting trapped into local optima and the final
solution is assured to be optimal for a subset of the training set.

The algorithm is a multi-objective algorithm that addresses two main ele-
ments. The first is an error minimization algorithm as displayed in equation
(2.5). The second is employed to optimize and improve the trading perfor-
mance. Equation (2.6) optimizes annualized returns as first introduced by
Sermpinis et al. [4].

1

T
E(C,o.w,) ?Z( (w,.C.o)) (2.5)

with y, being the target value and T the number of trading days.

R* - MSE —(n*107) 2.6)
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where:

RA annualized return
MSE  mean square error
n number of inputs

Iteratively, the position of each particle is changed by adding in its velocity
vector and the velocity matrix for each particle is changed using equation (2.7):

VI = wHEV el (Cl —C )+ 2% 2% (Cl, —CT) (27)
where w is a positive-valued parameter showing the ability of each particle to
maintain its own velocity, C,.,, is the best solution found by this specific par-
ticle so far, Cy,,, is the best solution found by every particle so far, ¢1 and 2
are used to balance the impact of the best solution found so far for a specific
particle and the best solution found by every particle so far in the velocity of a
particle. Finally, 71, 72 are random values in the range of [0,1] sampled from
a uniform distribution.

Ideally, PSO should explore the search space thoroughly in the first itera-
tions and so the values for the variables w and ¢l should be kept high. For
the final iterations the swarm should converge to an optimal solution and the
area around the best solution should be explored thoroughly. Thus, ¢2 should
be valued with a relatively high value and w, ¢1 with low values. In order to
achieve the described behaviour for our PSO implementation and to avoid
getting trapped in local optima when being in an early stage of the algorithm’s
execution we developed a PSO implementation using adaptive values for the
parameters w, ¢l and ¢2. Equations (2.8), (2.9) and (2.10) mathematically
describe how the values for these parameters are changed through PSO’s itera-
tions helping us to endow the desired behaviour in our methodology.

w(t)=(04/n*)*(t=n) +0.4 (2.8)
cl(t)=-2%t/n+2.5 (2.9)
c2(t)=2*t/n+0.5 (2.10)

where #is the present iteration and # is the total number of iterations.

For the initial population of particles a small value of 30 particles (number
of articles found with backtesting experiments) is used and the number of
iterations used was 200 combined with a convergence criterion. Using this
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termination criterion the algorithm stops when the population of the particles
is deemed as converged. The population of the particles is deemed as con-
verged when the average fitness across the current population is less than 5 %
away from the best fitness of the current population. Specifically, when the
average fitness across the current population is less than 5 % away from the
best fitness of the population, the diversity of the population is very low and
evolving it for more generations is unlikely to produce different and better
individuals than the existing ones or the ones already examined by the algo-
rithm in previous generations.

In summary, the novelty of the algorithm lies in the following points. First,
the feature selection optimizations step allows the utilization of a large num-
ber of candidate inputs and enables the final model to use only the most
significant variables in order to model and trade on the FTSE100. The sliding
window approach allows for the approximation of a dynamic time-series as is
the case in live trading conditions. Moreover, the adaptive estimation of the
models parameters with a single run helps traders to avoid over-fitting and
data-snooping effects. Finally the problem specific fitness function allows for
the extraction of models that present high statistical and trading performance

5 Empirical Results
Benchmark Models

Three linear benchmark models and five non-linear models were used to
gauge the effectiveness of the proposed PSO RBF model. A naive trading
strategy, a MACD (moving average convergence divergence) strategy and a
buy-and-hold strategy were all used to generate next day trading signals. The
five non-linear models include a generic MLP model, an ‘adaptive’ ARMA
model, a PSO ARMA model, a GA MLP model and a PSO RBF model. The
latter is the same methodology as the proposed PSO RBF however only AR
inputs are used as explanatory variables.

With the buy-and-hold strategy the practitioner simply buys the index
at the beginning of the in-sample period and then sells it at the end of
the sample period. Trading statistics and performance are then recorded.
The naive strategy however is a strategy that generates trades based on the
previous day’s returns. Therefore, the forecast for R, ; is produced by using
R. The MACD strategy is based on a long-term and short-term moving
average. Trading signals are produced when these two moving averages
intersect. A long position is triggered when the short-term moving average
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intersects the long-term moving average from below and a short position
is triggered when the short-term moving average intersects the long-term
moving average from above.

The non-linear models are all re-estimated daily using moving window
parameters of ‘x” days. For instance the AR and MA terms in the ARMA
model are re-estimated based on a window of ¥’ days to produce a forecast.
The PSO ARMA is optimized by a PSO algorithm to find the optimal combi-
nation of AR and MA terms. The MLP model is estimated using a traditional
back propagation algorithm to adjust the weights when forecasting next day
returns. The GA MLP model uses a genetic algorithm to optimized weights
while also imposing input selection criteria at each time step. Finally the PSO
RBF neural network uses a PSO algorithm to select the optimal inputs from
a set of AR returns of the FTSE100 index.

Neural networks exist in several forms in the literature. The most popular
architecture is the MLP. Their most important problem is that they require a
feature selection step and their parameters are hard to optimize. For the
reasons outlined by Theofilatos et al. [28] GAs [29] were used to select suit-
able inputs. The Levenberg—Marquardt back propagation algorithm [30]
is employed during the training procedure, which adapts the learning rate
parameter during this procedure.

In the second benchmark machine learning model the authors proposed
a hybrid GA model as it is designed to overcome some of the limitations of
ANN's. More specifically in this methodology, a genetic algorithm is used to
optimize the MLP parameters and on parallel to find the optimal feature sub-
set. Moreover, this approach used a problem-specific fitness function, which
is believed to produce more profitable prediction models.

Trading Performance

The statistical and trading performance for all the models is presented in
Tables 2.2, 2.3, and 2.4. The trading strategy for all of the models is to
trade based on the forecast produced by each of the models. If the model
forecasts a positive return then the trader buys the iShares FTSE100 ETF
and if the model predicts a negative return then the trader sells the iShares
FTSE100 ETE For consecutive positive or negative signals the trader holds
the previous day’s trade to minimize transaction costs. As the proposed
model is trained using a multi-objective algorithm the second objective
focuses on optimizing annualized returns. As a result, Table 2.4 displays
results from a filtered trading simulation. These models only trade when
the strength of each model’s forecast is greater than the ‘X’ basis points.
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This enables the trader to capitalize on more significant moves in the index
while avoiding trading during less significant periods. The confirmation
filter restricts the model for trading when the forecasted value is less than
the optimal confirmation threshold for its sliding window period. Finally,
as the non-linear methodologies are stochastic by nature a single forecast is
not sufficient to represent a credible forecast. For this reason, an average of
ten estimations were executed to minimize variance.

By observation, it can be seen that the proposed mixed input PSO RBF
model is the strongest statistically. It also predicts the highest number of cor-
rect directional changes.

As it was expected the proposed methodology clearly outperformed the
existing models with leading results across all the examined metrics. Another
interesting observation is made when comparing the proposed PSO RBF
model with the PSO RBF model, which was trained using only AR inputs.
It is clearly beneficial for the trader to examine a larger and more expansive
universe of explanatory variables as it reduces volatility, maximum drawdowns
and improved annualized returns.

In the filtered trading simulation the PSO RBF maintains its ranking as
the best model. This threshold filter is optimized during the in sample and
applied to the examined dataset. Results are improved under the supervision
of a trading filter as overall annualized returns are increased. Furthermore,
overall volatility and maximum drawdowns are also improved. Overall rank-
ings are slightly different as the PSO ARMA model is now ranked fourth
rather than third during the unfiltered trading scenario.

The input selection PSO and GA algorithms can also be compared and
it can be concluded that the PSO algorithm was able to discriminate the
significance of each input over the sample period with greater precision as a
wider range of percentages is observed. The GA algorithm tended to select
more inputs at each time step, which was more computationally intensive.
Therefore, it was not as precise when selecting the ‘more significant’ variables.

By observations of Table 2.5 the more significant inputs are clearer when
reviewing the PSO output. The GA results arent differentiated as much
however it does highlight a few ‘more significant’ inputs. Notably, the GA
algorithm selects the FTSE100 returns lagged by three days, Vodafone Ple,
AstraZeneca Plc, British Pound (CME) Continuous, and the S&P 500 returns
as the variables which most explain the daily change in the FTSE100 index.
The PSO algorithm however highlights a few more explanatory variables over
the examined sliding windows, which include the SNP500, BHP Billiton
PLC, AstraZeneca PLC, the MSCI World Index, the MSCI All Country
World index and the CBOE VIX index.
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Table 2.5 Input selection GA vs. PSO

Percentage selected Percentage selected
during backtest

during backtest

Explanatory variable Lag(s) GA MLP PSO RBF
Autoregressive Returns 1 55.12 50.54
Autoregressive Returns 2 54.76 46.71
Autoregressive Returns 3 57.45 45.55
Autoregressive Returns 4 56.27 48.39
Autoregressive Returns 5 56.59 44.97
Autoregressive Returns 6 57.40 45.68
HSBC Holdings Plc 1 55.38 47.04
Vodafone Group Plc 1 57.10 48.40
BP Plc. 1 55.89 50.57
Royal Dutch Shell Plc Class A 1 54.02 47.41
GlaxoSmithKline Plc 1 55.18 49.81
British American Tobacco Plc 1 56.23 47.30
Royal Dutch Shell Plc Class B 1 54.88 48.72
BG Group Plc 1 56.26 44.45
Diageo Plc 1 55.73 47.54
BHP Billiton Plc 1 56.63 53.22
Rio Tinto Plc 1 54.85 49.93
AstraZeneca Plc 1 57.01 53.35
Gold (NYM $/ozt) Continuous 1 55.14 51.13
Silver (NYM $/o0zt) Continuous 1 55.81 48.79
British Pound (CME) Continuous 1 57.19 49.09
British Pounds per Euro 1 53.82 48.43
Euro per British Pounds 1 53.40 48.65
British Pounds per Swiss Franc 1 53.50 49.13
Swiss Franc per British Pounds 1 55.60 49.58
Japanese Yen per British Pounds 1 53.73 50.00
British Pounds per Japanese Yen 1 54.60 49.63
US Dollar per British Pounds 1 55.38 48.15
British Pounds per US Dollar 1 55.04 48.77
Euro STOXX 50 1 56.30 50.40
S&P 500 1 57.07 71.01
MSCI EAFE 1 55.40 50.23
MSCI The World Index 1 55.48 56.92
MSCI AC World 1 56.10 55.98
CBOE Market Volatility Index 1 56.78 54.10
Crude Oil (NYM $/bbl) 1 56.29 46.89
Continuous
Brent Crude (ICE $/bbl) 1 55.21 37.93
Continuous
US Benchmark Bond—6 Month 1 55.02 48.53
US Benchmark Bond—5 Year 1 55.76 48.62
US Benchmark Bond—30 Year 1 55.35 50.40
US Benchmark Bond—3 Month 1 53.85 48.70
US Benchmark Bond—2 Year 1 56.42 43.14
US Benchmark Bond—10 Year 1 53.76 47.03

(continued)
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Table 2.5 (continued)

Percentage selected Percentage selected

during backtest during backtest
Explanatory variable Lag(s) GA MLP PSO RBF
US Benchmark Bond—1 Month 1 54.05 47.70
21 Day MA 21 54.04 43.90
50 Day MA 50 49.93 41.36
100 Day MA 100 49.61 50.19
150 Day MA 150 48.46 49.03
200 Day MA 200 49.36 50.40
250 Day MA 250 48.17 51.23

6 Conclusions and Future Work

This chapter introduced a novel methodology for acquiring profitable and
accurate trading results when modelling and trading the FTSE100 index.
The proposed PSO RBF methodology is a sliding window combination of an
adaptive PSO with a RBF neural network. It not only addresses the limita-
tions of existing non-linear models but it also displays the benefits of using
an adaptive hybrid approach to utilizing two algorithms. Furthermore, this
investigation also fills a gap in current financial forecasting and trading lit-
erature by imposing input selection criteria as a pre-selection system before
training each of the neural networks. Furthermore, a GA and PSO algorithm
are both tasked with optimizing inputs which, based on an extensive literature
review, has never been done before. The application of a PSO algorithm to a
traditional ARMA model is also an innovation. Lastly, as first employed by
Sermpinis et al. [4] the multi-objective approach to optimizing statistical and
trading performance is applied to an equity index for the first time.

Experimental results proved that the proposed technique clearly outper-
formed the examined linear and machine learning techniques in terms of an
information ratio and net annualized return. This technique is now a proven
and profitable technique when applied to forecasting a major equity index.
Future applications will focus on other equity indices to test the robustness of
the PSO RBF model as well as other asset classes. In addition, the lag structure
of the inputs will be of more focus in future applications as traders could also
benefit from the ‘optimization’ of such parameters. The universe of explana-
tory variables could be enriched further to include more technical time-series
such as the VWAP (volume weighted average price), high, low and opening
prices. Other models outputs could also be included in the input dataset to
benefit from the informational content of both existing conventional models
and other non-linear methodologies.
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Modelling, Forecasting and Trading
the Crack: A Sliding Window Approach
to Training Neural Networks

Christian L. Dunis, Peter W. Middleton,
Konstantinos Theofilatos,
and Andreas Karathanasopoulos

1 Introduction

Petroleum refiners are exposed to price fluctuations on both sides of the refining
process, which may reduce profit margins. Refiner’s primary risk is that posed
by an increase in input (raw materials) prices while output prices such as RBOB
(Reformulated Gasoline Blendstock for Oxygen Blending) gas and heating oil
remain static or simultaneously decrease. This would result in a narrowing of
the spread and perhaps momentarily result in a negative spread as the price of
crude becomes greater than the sum of output prices. In order to hedge this
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risk the ‘Crack Spread’ is traded to safeguard profit margins. The process of
converting crude oil into ‘refined” outputs, which include petroleum gas, gaso-
line, kerosene, diesel, industrial fuel oil (heating oil), lubricating oil, paraffin
wax and asphalt, is known as ‘cracking’. Crude oil is cracked to produce each
by-product. In the refining industry there are two widely used crack ratios as
the hedge traded by each refiner varies based on variables such as capacity and
operational configuration. Furthermore, both the inputs (grades of crude oil)
and outputs vary from region to region depending on requirements for deliv-
ery and demand for finished products. The RBOB unleaded gasoline contract
traded here is relatively new to the NYMEX exchange as the grade of gasoline
changed in 2005 to include ethanol in the mix.

The first hedge is based on the 3:2:1 ratio, which means that three barrels of
crude oil are required to ‘crack’ two barrels of gasoline and one barrel of distil-
late heating oil fuel. The other ratio that refiners also trade is known as the
5:3:2 ratio. In this case, five barrels of crude are ‘cracked’ into three barrels of
gasoline and two barrels of heating oil. Refiners that crack crude with a lower
yield of gasoline relative to distillate are more likely to trade using the latter of
the two combinations.

The spread is positive and hence profitable when the sum of the by-products
is greater than the cost to procure crude oil. As the hedge is executed based on
the output side of the spread refiners generally purchase crude oil futures to
hedge rising crude prices and sell both the gasoline and heating oil futures to
hedge decreasing output prices. This would be considered ‘shorting’ or selling
the spread. Furthermore, these counteracting positions allow the market partic-
ipant to ‘lock into’ a predetermined margin. For the purpose of this investiga-
tion, a spread between crude oil, gasoline and heating oil is formed by trading
three futures contracts of crude oil, two futures contracts of RBOB unleaded
gasoline and one futures contract of heating oil. This spread most closely rep-
resents the WTT Cushing/NYH RBOB 3:2:1 Crack as displayed in Fig. 3.1.

Motivation for this investigation derives from the initial analysis carried
out by Dunis et al. [1] who model the Crack Spread between NYMEX West
Texas Intermediate (WTI) for crude oil and NYMEX Unleaded Gasoline
(GAS). Conclusions reveal that NNs offer interesting results and the aim here
is to offer more insight into the benefits of using non-linear modelling, by
expanding the universe of explanatory variables, to train the network over
different sliding windows using both a PSO algorithm and a traditional back
propagation algorithm. In addition, each model is filtered using a threshold
confirmation filter to enhance performance. Furthermore, the Spread, which
is investigated here, also includes heating oil as an output whereas previous
research does not. Therefore, as a result of heating oil not being traded until
2008, the Crack Spread is calculated using three variables and not just crude
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Fig. 3.1 Full sample price series of the 3:2:1 Crack Spread

oil and gasoline as traded in Dunis et al. [1]. Here, a more in-depth applica-
tion of NN is examined in order to more accurately predict daily changes in
the Crack Spread.

The Crack Spread is calculated using three variables. The input variable
is crude oil (CL), which is denominated in US dollars per barrel, while the
outputs consist of gasoline (RBOB) and heating oil (HO) of which both are
denominated in US cents per gallon. In order to create the spread a conver-
sion of units is required. As the quantity of a crude contract is 1,000 barrels
per contract and both the gasoline and heating oil amount to 42,000 gallons
per contract then the latter two are multiplied by 0.42. This is based on the
calculation that there are 42 gallons of oil per barrel. Using this conversion of
units the outputs are converted into US dollars per barrel as mathematically
depicted in equation 3.1.

((2xRBOBx0.42) + (1x HOx0.42)) - (3xCL ))
3

3:2:1 CRACK SPREAD St = (3.1)

The methodology applied throughout this investigation in order to calculate
the returns of the Crack Spread can be seen below as provided by Butterworth
and Holmes [2] and more recently by Dunis et al. [3] and Dunis et al. [4]:

AS, = G RBOB<I>—PRBOB<H>)+(P w00~ Paoti) _ (P~ Pev) (3.2)

(PRBOB(t—l)) (PHO(t—l)) (PCL(t—l) )

-

Where

AS, Percentage change in returns of the Crack Spread at time ,
Prgopy s the price of RBOB at time , (in dollar per barrel)
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Prposisy is the price of RBOB at time ,; (in dollar per barrel)

Prog is the price of Heating Oil at time , (in dollar per barrel)
Prowry s the price of Heating Oil at time ., (in dollar per barrel)
Py is the price of Crude Oil at time , (in dollar per barrel)
Pern is the price of Crude Oil at time , ; (in dollar per barrel)

The larger cap refiners include Exxon Mobil Corp., Total S.A., Royal Dutch
Shell Plc., Chevron Corp., ConocoPhillips and BP Plc., as displayed in Fig.
3.2. Figure 3.3 on the other hand, focuses on small- to medium-sized refiners
such as Western Refining Inc., Alon USA Energy Inc., Hess Corp., Tesoro
Corp., and Valero Energy Corp. Both Figs. 3.2 and 3.3 display price per-
formance (rebased to 100) of each company compared to the Crack Spread
traded over the period 9 April 2010 to 28 March 2013.

By observation, Fig. 3.2 displays a clear and strong relationship with each of
the refining company’s equity. Refiner’s equity increases as the spread widens
and decreases as it narrows. The one exception or break in this relationship is
in the summer of 2010 when BP Plc’s stock price declined as a result of the oil
spill in the Gulf of Mexico. This however, shows how many other additional
factors besides endogenous factors such as operational efficiency also affect
profit margins. Refining margins are also eroded by fixed costs and in general

Spread vs. Large Cap Refiners
Royal Dutch Shell PLC
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Fig. 3.2 Trading dataset price performance (rebased/indexed to 100). The ‘Crack’
vs. Large Cap Refiners Equity
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Fig. 3.3 Trading dataset price performance (rebased/indexed to 100). The ‘Crack’
vs. Small/Medium Cap Refiners Equity

refiners aim to operate at their determined break-even points to avoid inef-
ficiency associated with excess capacity. Furthermore, as explained by Dunis
et al. [1] the magnitude of adjustments on the upside tend to be greater and
more favourable than the losses endured on the downside. This could indicate
that larger refiners have more influence on the Crack Spread and some may
even manipulate margins to enhance their earnings.

Instead of benchmarking the proposed PSO RBF (particle swarm opti-
mization radial basis function) and MLP (multi-layer perceptron) models
against linear models, which is frequently criticized, this investigation uti-
lizes informational content from traditional models. In the literature there are
many examples that compare traditional methodologies with NN and other
Al models however here the focus is on comparing two competing NN using
different configurations for each. Traditional models are included in the uni-
verse of inputs to produce a mixed-model approach in an attempt to improve
the accuracy and trading performance of each neural network. In particular,
the inclusion of a GARCH (generalized autoregressive conditional heterosce-
dasticity) volatility time-series was justified as it enhanced performance by
reducing volatility and maximum drawdowns.



74 C.L. Dunis et al.

Preliminary research has led to a number of unanswered questions when
using neural networks as a methodology for forecasting commodity spread
time-series. For instance, how large should the training window be? Should
the inputs be preprocessed (i.e. normalization of inputs or the removal of out-
liers)? How should he network be configured (e.g. number of hidden neurons,
number of layers, etc.)? What algorithm should be used to train the data (back
propagation, PSO, genetic algorithms, to mention a few)? In an attempt to
answer these questions the remaining structure of this chapter is presented
as follows. Section 2 provides a review of all current literature relevant to
modelling the Crack Spread and other gasoline spreads. A review of literature,
which draws on previous research on sliding windows as a technique to train
networks is also included in Sect. 2.2. Section 3 presents descriptive statistics
of the data used to model the spread. Section 4 presents the methodologies
and estimation parameters for the PSO, RBE, NN and MLP NN. Section 5
offers an evaluation of empirical results and trading performance. This is then
followed by concluding remarks and research limitations.

2 Literature Review
Modelling the Crack

Numerous linear methodologies have been applied to the task of modelling and
trading various combinations of gasoline spreads as well as the Crack Spread
investigated here. For instance, Al-Gudhea et al. (2006) use threshold co-inte-
gration models to capture the relationships between crude, spot wholesale and
retail gasoline price adjustments during the period of December 1998 to January
2004. In total four spreads are analyzed. The first is a spread between crude oil
prices and retail gasoline prices, the second is between crude oil prices and spot
gasoline prices, the third spot gasoline prices and wholesale gasoline prices, and
the fourth spread is that of wholesale gasoline prices and retail gasoline prices.
Test statistics from each of these spreads confirm that they are all co-integrated
with evidence of asymmetric adjustments toward long-run equilibrium.

Chen et al. [5] also utilize threshold co-integration models when examin-
ing price adjustments for the spread between crude oil and gasoline prices.
They find evidence of asymmetry in both the short- and long-run adjustments
using both futures data and spot prices. In particular, conclusions reveal that
retail gasoline prices respond asymmetrically to crude oil price changes.

In a similar approach to modelling the Crack Spread, Dunis et al. [1] use
both the aforementioned Enders and Granger [6] threshold co-integration
technique and numerous neural network architectures. They apply a Higher
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Order Neural Network (HONN), a Recurrent Neural Network (RNN) and
a Multilayer Perceptron Neural Network (MLP NN) to the task of predicting
next day spread returns. All of which are trained using the most common BP
algorithm. A fixed training period is used to train each of the networks with the
training set being divided into training and test datasets in order to avoid ‘over-
fitting’. Over-fitting in this application is largely avoided due to the fact that
the training window slides X’ amount of days splitting each period into train-
ing and test datasets each time a forecast is produced. This is however discussed
in more detail in Sect. 3. Results from Dunis et al. [1] reveal that the spread
does in fact exhibit asymmetric adjustment. It is also observed that movements
away from fair value are almost three times larger on the downside than on the
upside. Overall the fair value co-integration model produces the most profit-
able trading performance. Out of three neural networks the HONN produces
profits in excess of those achieved by the RNN and MLP neural networks.

Training of Neural Networks

Different approaches to training neural networks have been explored by many
over the years and even more so in recent years. Kaastra and Boyd [7] discuss
various techniques used to train neural networks. The most popular and widely
used approach is one where the practitioner elects fixed windows for training
and validation datasets. For example, this training approach was adopted by
Dunis et al. [1] who also model the Crack Spread. Using a fixed training and
test dataset they train the network using 80 % of the data and then validate the
neural parameters over the remaining 20 % of the dataset (out-of-sample trad-
ing). Training datasets usually account for 70-90 % of the in-sample period
while the validation dataset covers anywhere from 30 % to as little as 10 %.
Another approach is one where the practitioner randomly selects the valida-
tion data set that is usually within the training dataset. This however may bias
the test and reduce the accuracy when validating the training using larger
out-of-sample datasets. For this reason the first approach is usually favoured
by practitioners. In addition, the first approach of selecting simultaneous in-
sample and out-of-sample datasets allows practitioners to test the parameters
of the ‘trained’ neural network on more recent data, which is usually more
relevant than older data. The final approach Kaastra and Boyd [7] propose is
a ‘sliding window’ approach as used in this investigation when training both
the PSO RBF and MLP neural networks. Kaastra and Boyd [7] call this a
‘walk-forward’ testing routine, which is commonly adopted by commodity
trading systems to model and trade data in dynamic and changing market
conditions. In order to adapt to these changing conditions a sliding window
is utilized to provide a more robust and time varying approach. Furthermore,
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NN are trained more frequently using more recent data. Hence, this tech-
nique continuously updates the training dataset and as a result it also provides
a more practical and realistic approach to trading financial assets.

More recently, Tsai and Wang [8] use an average of different sliding windows
to obtain an ensemble forecast when predicting next day returns for Taiwanese
electronic stocks. They run four different sliding windows and take an average
of these four training sets to produce a forecast. Chang et al. [9] find that the
performance of neural networks is enhanced when using ensemble and hybrid
techniques such as combining multiple forecasts of varying sliding windows.
Thawornwong and Enke [10] use a sliding window training technique to fore-
cast an S&P500 monthly time-series using a total of 31 inputs from 24 years of
data. In particular they use four different sliding windows to capture different
trends while also registering the significance of inputs during each of these win-
dows. Over the four training periods, Thanwornwong and Enke [10] find that
six inputs were consistently selected. These include the consumer price index
for all urban consumers (CP), the money supply (M1), the 3-month T-bill
rate (T3), the one-month certificate of deposit rate (CD1), the default spread
between BAA and AAA credit ratings, the default spread between BAA and
T120 (DE2) and the default spread between BAA and T3 (DE5). Therefore, it
can be assumed that these variables were ‘reasonably’ significant as explanatory
variables for the prediction of a monthly S&P500 time-series.

In a comparative analysis of ANNS and Genetic Evolutionary Algorithms
(GEAs) Cortez et al. [11] discuss the implications that may arise when select-
ing the duration of sliding windows. For instance, a large sliding window may
increase the complexity of the neural network that could ultimately reduce
the learning capabilities of the model. On the other hand, smaller windows
may not contain a sufficient amount of information for the neural network
to be able to train the data and produce ‘informationally’ significant forecasts.

3 Descriptive Statistics

All data was sourced from Bloomberg for the period of 24 April 2008 to 28
March 2013 for WTI Crude, RBOB Unleaded Gasoline and Heating Oil
futures contracts. The RBOB Unleaded Gasoline contract is fairly new to
the exchange as it replaces the old Unleaded Gasoline contract as Methyl
Tertiary-Butyl Ether (MTBE) was phased out in 2005." Segregation of the
dataset is displayed in Table 3.1.

!"This was seen to be less environmentally friendly than its alternative ethanol. As a result this new blend
now comprises of 10 % ethanol.
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Table 3.1 Dataset

In sample training/  Trading

Period test days days Beginning End
Total Dataset 5102 390 777 24/04/2008 28/03/2013
10/10/2008

380-Day Training 380 380 10/10/2008 08/04/2010
(Initial Window)

500-Day Training 500 500 24/04/2008 08/04/2010
(Initial Window)

Validation set 0 777 09/04/2010 28/03/2013

(out-of-sample)

3500 days for all inputs except the autoregressive inputs and 10 days for
autoregressive inputs which regress 10 lags.

5300 days for all inputs except the autoregressive inputs and 10 days for
autoregressive inputs which regress 10 lags.

As presented in Table 3.1 the modelling and trading of the PSO RBF and
the MLP NN is based on two sliding training windows using 380 for the
shortest period and 500 days of data points for the longer period. The first
represents 1.5 years of working days and the second covers two full years of
working days. Anything less than 380 days was found to produce unsatisfac-
tory results therefore it is assumed that the training period did not include
sufficient data points to accurately capture patterns within the data.

For the proposed PSO RBF and MLP models, over-fitting is dealt with
using a two-pronged approach. Firstly, each of the sliding windows is sepa-
rated into training and test datasets. Training sets account for 66.66 % of
the sliding window while the remaining 33.33 % is allocated for testing. The
second control that has been tested during the in-sample backtest and imple-
mented for the validation period uses a fixed and constant amount of neu-
rons in the hidden layer. For instance, for the PSO RBF model a total of ten
neurons were found to produce adequate results during the in-sample back-
test while avoiding over-fitting. In the absence of a ‘feature selection method’
all inputs are selected during the training process for the MLP model. The
complexity of the network is calculated based on the number of inputs as
displayed in equation 3.3.2

h=(n+1)/2 (3.3)

Where:

b number of hidden neurons
n number of inputs

*For this application a total of 30 hidden neurons were used during the MLP training process.
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A PSO algorithm is used to calculate the number of hidden neurons for the
RBF NN. This algorithm is programmed to adapt, search for and identify
the ‘optimal’ number of neurons. Results from these experiments produced
an average of 25-30 neurons in the hidden layer. In this case, the complexity
of a network with as many as 30 neurons was found to ‘over fi¢ the data-
set. Therefore, it was decided to use fewer (ten neurons) neurons in order to
reduce the risk of over fitting with a less complex network topology.

Each of these training periods produces one-day-ahead forecasts. In a simi-
lar approach, Von Mettenheim and Breitner [12] use a sliding window of
128 days to produce forecasts for 10 days (#,2,,,2,,....2,10) ahead when model-
ling various stocks and ETFs. As the training process is rolling so too are the
forecasts. For instance, the model, which is trained over 380 days, uses 380
data points in addition to the ten autoregressive spread return series com-
mencing on 10 October 2008, which is 390 days before the beginning of the
validation period 9 April 2010. This would provide a forecast for ;. In order
to obtain the predicted ,,, output the window moves forward by one day to
include the forecasted ,,; in the training period, which is used to estimate
#2. Then ,,; and ,,, are used in the training window to produce ,,; and so on.
Therefore, the sliding window approach is where the PSO RBF and MLP net-
works are trained to use the last £ values of a series (#,....1,) to predict the next
value at #,,,. In practice, this means that the model only needs to be trained
every X day(s) depending on how far into the future one wishes to forecast.
In this case, the neural network is retrained every day to produce a forecast
as traded during the out-of-sample validation period. More frequent retrain-
ing of a sliding window is not problematic as it takes a matter of minutes to
retrain and generate forecasts. This can be done over a weekend or outside
trading hours such as in the morning before the market opens.

The two models used here are trained to forecast the next day change in the
Crack Spread (S,,s) using historical returns from 59 different explanatory vari-
ables. S, is essentially the daily change in the spread as calculated in equation
3.2. Simple returns are used as inputs due to the fact that they enable neural
networks to converge much more quickly than price series data. Furthermore,
many simple return time-series are also found to be stationary, which is the
main reason for quicker convergence. This is however not always the case as
some time-series display unit roots.

The selection of input variables is a modelling decision that can greatly affect
a model’s performance. Dunis et al. [1], who also model and trade the Crack
Spread, only use autoregressive returns of the spread to produce non-linear
forecasts however for the purpose of this application a more comprehensive
and significant set of inputs are considered. The aim here is to accurately
capture and forecast the directional change of the spread by enriching the
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input dataset with more explanatory variables. A larger universe of inputs
was initially evaluated over the duration of each training window. Following
numerous backtests a total of 59 inputs were retained for out-of-sample
trading. Included in these 59 inputs are various moving average time-series
based on 21, 50, 100, 150, 200 and 250 days, changes in daily implied vola-
tility was also included by using the CBOE VIX index, five ARMA (autore-
gressive moving average) and two GARCH models are also incorporated into
the training process. Research conducted by Dunis et al. [13] found that the
inclusion of the ARMA models as inputs to a ‘mixed neural network’ improves
both statistical accuracy and trading performance as the training of the neural
network is enhanced. Therefore, the inclusion of linear models as inputs for
neural network training is justified. For the most part, in this application the
inclusion of volatility models is found to effectively reduce overall volatility
while also improving maximum drawdowns during the training period.

The majority of existing neural network literature uses fixed training win-
dows during in- sample datasets, which is not realistic especially during times
when the dataset is continuous or when it experiences various regime changes.
Furthermore, for the proposed RBF neural network the application of a PSO
algorithm in input selection also provides more insight into the significance
of each input as the percentage of time each is selected during the sliding win-
dows is also recorded as displayed in Table 3.2. This enables practitioners to
see which explanatory variables are more influential during the period 9 April
2010 to 28 March 2013 (777 trading days). The difference of results between
the 380- and 500-day sliding windows may indicate that each sliding window
identifies different trends in the data with different inputs becoming more
significant at times than others.

The percentage of time each input is selected over all of the training periods
is estimated based on:

Input Selection Percentage = N / R * *with R=(S-X)/S,,, (3.4

t+n

Where:

N number of sliding window repetitions an input was selected
R repetitions

S total sample dataset

X days of sliding window

S...  spread forecast horizon
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Table 3.2 PSO RBF input selection during the training windows

SELECTION AS A % OF THE TRAINING

WINDOW
PSO RBF 380-Day PSO RBF 500-Day
Sliding Window Sliding Window

NEURAL INPUTS = 59 Total Lags 1-Day Forecast

Autoregressive Returns 1 46.26 47.01

Autoregressive Returns 2 68.06 65.92

Autoregressive Returns 3 47.91 49.15

Autoregressive Returns 4 45.19 47.01

Autoregressive Returns 5 46.37 48.83

Autoregressive Returns 6 44.45 45.19

Autoregressive Returns 7 48.82 48.72

Autoregressive Returns 8 50.54 46.26

Autoregressive Returns 9 50.43 53.10

Autoregressive Returns 10 46.69 39.74

Exxon Mobil Corp. Stock 1 43.70 43.91
Price Returns

Total S.A. Stock Price Returns 1 47.65 51.50

Royal Dutch Shell Stock Price 1 52.35 50.85
Returns

Chevron Corp. Stock Price 1 46.15 52.03
Returns

ConocoPhillips Stock Price 1 51.39 44.44
Returns

BP PLC Stock Price Returns 1 52.46 52.78

Western Refining Inc. Stock 1 48.61 54.28
Price Returns

Alon USA Energy Inc. Stock 1 53.10 52.89
Price Returns

Hess Corp. Stock Price 1 50.43 51.28
Returns

Tesoro Corp. Stock Price 1 49.57 45.94
Returns

Valero Energy Corp. Stock 1 50.43 55.02
Price Returns

Crude Oil (NYM $/bbl) 1 50.97 50.96
Returns

Brent Crude (ICE $/bbl) 1 34.08 26.71
Returns

NY Harb RBOB (NYM $/gal) 1 47.97 49.25
Returns

Heating Oil (NYM $/gal) 1 47.12 45.41
Returns

Natural Gas (NYM $/btu) 1 48.82 51.28
Returns

CBOE Market VIX Return 1 48.18 51.71

Series

(continued)
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Table 3.2 (continued)

81

SELECTION AS A % OF THE TRAINING

WINDOW

PSO RBF 380-Day
Sliding Window

PSO RBF 500-Day
Sliding Window

NEURAL INPUTS = 59 Total Lags 1-Day Forecast
Gold (NYM $/ozt) Return 1 47.76 47.54
Series
Silver (NYM $/0zt) Return 1 48.51 52.67
Series
British Pound (CME) Return 1 46.15 46.90
Series
U.S. Dollar per Euro Return 1 48.18 45.09
Series
USD / JPY Return Series 1 48.83 46.15
USD / CHF Return Series 1 47.65 47.33
USD / CAD Return Series 1 47.86 46.90
USD / AU D Return Series 1 46.69 46.15
USD / GBP Return Series 1 50.00 47.22
Euro STOXX 50 Return Series 1 50.75 48.08
S&P 500 Return Series 1 48.29 50.64
FTSE 100 Return Series 1 49.79 47.44
MSCI EAFE Return Series 1 48.83 49.47
MSCI The World Index Return 1 49.36 49.47
Series
MSCI AC World Return Series 1 50.54 50.43
US TREASURY Bond 2 yr. 1 51.39 48.93
Return Series
US TREASURY Bond 5 yr. 1 51.82 51.07
Return Series
US TREASURY Bond 10 yr. 1 54.81 49.89
Return Series
US TREASURY Bond 30 yr. 1 53.31 48.18
Return Series
21 Day MA Return Series 21 53.74 49.57
50 Day MA Return Series 50 51.39 48.72
100 Day MA Return Series 100 53.95 48.61
150 Day MA Return Series 150 50.32 47.65
200 Day MA Return Series 200 50.11 51.49
250 Day MA Return Series 250 54.38 54.06
ARMA 1 Returns (10,10) 43.80 48.29
ARMA 2 Returns (8,8) 45.62 44,55
ARMA 3 Returns (13,13) 55.99 63.57
ARMA 4 Returns (4,4) 47.65 47.76
ARMA 5 Returns (12,12) 55.63 52.99
GARCH 1 Returns (16,16) 59.61 59.40
GARCH 2 Returns (15,15) 59.08 68.27
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Table 3.3 Most significant explanatory variables

380-Day Sliding 500-Day Sliding

Explanatory Variable Lags (days) Window (%) Window (%)

Spread Return Series 2 68.06 65.92

BP PLC Stock Price Returns 1 52.46 52.78

Western Refining Inc. Stock 1 48.61 54.28
Price Returns

Alon USA Energy Inc. Stock 1 53.10 52.89
Price Returns

Valero Energy Corp. Stock 1 50.43 55.02
Price Returns

US TREASURY Bond 10 yr. 1 54.81 49.89
Return Series

US TREASURY Bond 30 yr. 1 53.31 48.18
Return Series

250 Day MA Return Series 250 54.38 54.06

ARMA (13,13) 13 55.99 63.57

ARMA (12,12) 12 55.63 52.99

GARCH (16,16) 16 59.61 59.40

GARCH (15,15) 15 59.08 68.27

Table 3.3 provides a summary of the most significant PSO RBF neural inputs.
In particular, the ARMA and GARCH inputs prove to be among the most
valuable as explanatory variables.

By including ARMA and GARCH time-series the trading performance
and statistical accuracy of the models was increased substantially. In addition,
autoregressive time-series of spread returns were also included in the model-
ling of the Crack Spread. The most significant input of the lagged spread
returns from lags of one to ten days was the two-day lag with this being
selected as often as 68.06 % of the time during the 380 days sliding window
period and 65.92 % during the 500-day sliding window. Other more influ-
ential inputs included the daily changes in some of the refiners’ share prices.
For instance, BP Plc., Valero Energy Corp., Alon Energy Inc. and Western
Refining Inc. were all seen as more significant relative to the other refiners.
Each of these inputs is lagged by one day. Furthermore, of the daily changes
in US treasury rates the 10 and 30 year rates were selected as much 54.81 %
and 53.31 % respectively. Interestingly, Brent was the least selected input as
it was only included 26.71 % of the time using the 500-day sliding window.

A histogram of the spread’s return series over the entire sample period is
displayed in Fig. 3.4. This is found to display a leptokurtic distribution with
positively high kurtosis. This however is quite common when observing nor-
mal distributions of return series as data points tend to be highly concentrated
around the mean. Furthermore, all of the spreads are confirmed to be non-
normal (confirmed at a 99 % confidence level by the Jarque-Bera test statistic).
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Fig. 3.4 Spread returns (out of sample)

Equations and estimation output for each of the ARMA and GARCH
models have been included in Appendices A3 and A4 respectively. All
ARMA models were found to be significant at a 95 % confidence level as
their p-values were less than 0.05 for each of the estimated (p,q) terms. The
GARCH models were deemed stable and terms for both models were also
significant at 95 % confidence level. Residuals were tested for serial correla-
tion using the squared residual test revealing that serial correlation is not
present in either of the models. Therefore, the estimated models are deemed
adequate and have been used to estimate the change in spread as two of the
explanatory variables that are included during the training sliding window
process of the neural network.

q Methodology
The MLP Model

The multi-layer perceptron allows the user to select a set of activation func-
tions to explore including identity, logistic, hyperbolic tangent, negative
exponential and sine.’ These activation functions can be used for both hidden
and output neurons. MLP also trains networks using a variety of algorithms
such as gradient descent, conjugate gradient and BFGS (Broyden, Fletcher,
Goldfarb and Shanno). Here, the logistic activation function and gradient
descent algorithm are used.

3This activation function is considered to be non-monotonic in that it is difficult to make weights vary
sufficiently from their initial position. This can result in much larger numbers of local minima in the error
surface [14].
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The network architecture of a conventional MLP network can best be illus-
trated in Fig. 3.5.

Where:
x/" (n=1,2,...,k+1) model inputs (including the input bias node) at time #

hl™ (m=1,2, ...,j+1) hidden node outputs (including the hidden bias node)

Y, MLP model’s output
uy, and w; network weights
@ sigmoid transfer function
S(x)=— (3.5)
I+e™
@ linear output function

F(x) = in (3.6)
The error function to be minimized is
1< 2
( Ujpr W )_f;( ( Ujr W )) (3.7)

with y, being the target value and 7 the number of trading days.
Training and selection of a network is halted once profit (in the form of an
annualized return) is at its greatest during the in-sample test period.

h

x4

Fig. 3.5 A ssingle output, inter-connected MLP model
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The PSO Radial Basis Function Model

An RBF NN is a feed-forward neural network where hidden layers do not
implement an activation function, but instead a radial basis function. As dis-
cussed by Park et al. [15], input values in an RBF network are each assigned
to a node in the input layer and then passed directly through to the hidden
layer without weights. On the other hand, traditional neural networks such as
the MLP pass inputs through to the hidden layer as weighted computations.

The PSO aspect introduces a hybrid approach to the training of a network
and hence the refinement of its forecasting accuracy has been compared to that
achieved by Genetic Programming Algorithms (GPA). PSO was first intro-
duced by Kennedy and Eberhart [16] as a stochastic optimizer during the neu-
ral network training process. Kennedy and Eberhart [16] developed the PSO
algorithm based on observations found within nature such as the social behav-
iour found within a flock of birds or a school of fish. With these observations
as a basis, the algorithm is developed to search a fixed space in an attempt to
identify optimal positions within this space to best solve a predefined problem.
In particular, PSO optimization reduces the time it takes to train neural net-
works by simplifying the complex calculations found within traditional neu-
ral networks and determining the optimal number of hidden layers.* Many
academics have previously researched standard Radial Basis Function Neural
Networks however the combination of PSO and NN is relatively new to time-
series analysis. As explained by Chen and Qian [17], PSO optimizes param-
eters within a traditional RBE. In particular, this optimization helps overcome
inefficiencies associated within the standard back propagation algorithm.

The RBF neural network approximates a desired function by the superpo-
sition of non-orthogonal, radially symmetric functions as discussed in more
detail by Konstantinos et al. [18]. The networks architecture is depicted below
in Fig. 3.6 [19].

Here, the Gaussian radial basis function is used in the hidden layer (as seen
in equation 3.8) as this is the most common found in existing financial time-
series literature.

“For the purpose of forecasting, the proposed PSO RBF model utilizes a constant layer of ten neurons.
Tests were conducted using the algorithm to search for the ‘optimal’ number of hidden neurons. Results
from these tests produce a lot more than ten neurons and as a result the PSO RBF was found to ‘over-fit’
the data in most cases. This can be checked by observing the best weights output and comparing training
using fewer fixed neurons with what the algorithm would use if it was tasked with identifying the ‘opti-
mal’ number of neurons. With this in mind, a number of experiments were run using varying numbers
of hidden neurons. All of the PSO RBF parameters are provided in Appendix A4. The best weights for
each of the models are included in Appendix AS5.
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Fig. 3.6 Radial basis function neural network (with two hidden nodes)

x(n=1,2,..,N+1) are the model inputs (including the input bias node)

y, RBF are the model’s output
xM(i=1,2) are the adjustable weights
Q© is the Gaussian function
pecl
i 207
b=
where:

(3.8)

Ci is a vector indicating the centre of the Gaussian Function and o; is a value
indicating its width. G, 6, and the weights w; are parameters that are opti-
mized by the PSO algorithm during a learning phase while training the RBF

neural network.

) is the linear output function

-¥x
i

The error function to be minimized is:

(C o w, %Z( - w,,C 0'))

with y, being the target value and 7 the number of trading days.

3.9)

(3.10)
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In order to maximize annualized returns an additional fitness function is
employed as defined in equation 3.11. This approach was first introduced by
Sermpinis et al. [19].

The annualized return function to be maximized is:

RA—MSE—(n*IO’z) (3.11)
Where:
R is the annualized return
MSE  mean square error defined in equation 3.10.
n number of inputs.

The R* terms range from -0.4 to 0.5 while experimental results indicated that
the maximum value for the MSE term is 0.01. These parameters are estab-
lished so that the algorithm can primarily search for profitable forecasts with
statistical performance becoming of secondary importance.

The hybrid methodology of combining a PSO with an RBF NN was first
inspired by Li and Xios [20] and is also an extension of the PSO RBF meth-
odology proposed by Sermpinis et al. [19]. The PSO methodology is used to
locate the parameters G, of the RBF NN, while at the same time locating the
optimal feature subset, which should be used as inputs to the RBF network.

The complexity of a traditional neural network is reduced by applying the
PSO algorithm to refine the training process. As applied by Konstantinos etal.
[18], the PSO algorithm encodes network weights as particle components
with each particle evaluating inputs based on minimizing the error function
in equation 3.10. PSO parameters are also ‘adaptive’ as depicted in equations
3.12-3.14. This proves beneficial to a wider range of users. Therefore ‘veloc-
ity’ as described originally by Kennedy and Eberhart [14] is adaptable with
the algorithm retaining knowledge of an input’s (particle) best position within
the population (swarm).

With the PSO algorithm the traditional neural network weight matrix is
reorganized as an array of randomly initialized particles to commence the
optimization procedure. During this search the PSO algorithm is assessing
‘elobal’ and ‘local’ variants. A local variant is an individual particle’s best solu-
tion achieved thus far while the global variant is the best solution achieved

>The number of hidden neurons is multiplied with 102 because the simplicity of the derived neural
network is of secondary importance compared with the other two objectives (maximize the annualized
return and minimizing the MSE).
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in the entire population of particles. Furthermore, Mohaghegi et al. [21]
note that particles have a tendency to repeat their past behaviour (cognitive)
as well as follow the behaviour of those particles deemed ‘fit’ (socialization).
The eventuality of this behaviour is that the population of particles con-
verges to create an optimal solution. Upon the completion of iterations the
particles return to their best position, which is identified during the search/
training process. Predefined parameters for the PSO algorithm can be found
in Appendix A4 (Tables 3.12 and 3.13). For a more detailed explanation
please refer to Eberhart et al. [22] and Konstantinos et al. [19].

Wy, =(04/N*)*(T-N) +0.4 (3.12)
el =(-2)*T/N+25 (3.13)
2, =(2)*T/N+0.5 (3.14)

where:

T s the current iteration
N s the total number of iterations.

Weights are decreased from 1.0 to 0.4 during the training phase in search
of a candid solution to the proposed problem. In selecting the appropriate
training set the termination criterion applied to the PSO algorithm is 10-.
Ultimately, training is stopped once the number of iterations reaches 100 or
the profit in the form of annualized returns is at its maximum.

5 Empirical Results

The general trading rule is to long the spread on a positive forecast and short
the spread when a negative forecast is indicated. When consecutive positive or
negative signals are generated then the position is held from the previous sig-
nal. Longing the spread or buying the spread is when WTT Crude Oil is sold
and both Heating Oil and RBOB Gasoline are bought. Shorting the spread
or selling the spread occurs when WTI Crude is bought and both Heating Oil
and RBOB Gasoline are sold.

Statistical Accuracy

Statistics are computed by taking the average of ten executions in order to
reduce the variance of each forecast. As neural networks are stochastic by
nature it is in the best interest of a practitioner to use an average derived from
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numerous models. Computationally this is not too time consuming as fore-
casts are generated by numerous computers (Table 3.4).°

From a statistical perspective the PSO RBF model that is trained over 380
days is the most accurate when predicting ,,5 returns. In particular the Correct
Directional Change (CDC) statistic is more than 50 %. A CDC of greater
than 50 % is more desirable. Both of the MLP sliding window models are
also found to be less accurate in comparison to the PSO RBF models. For all
other statistics the lower they are the more accurate a model is considered to
be. As explained by Dunis et al. [23] the Root Mean Squared Error (RMSE)
and Mean Absolute Error (MAE) statistics are ‘scale-dependent’ measures.
These provide a modeller with statistics to compare each of the models with
actual Crack Spread returns. The Theil-U statistic is one that falls between 0
and 1 with a model producing 0 being considered a ‘perfect’ model. Despite
the significance of statistical accuracy the ultimate test is for a model to pro-
duce profit at acceptable levels of risk. Therefore, many traders will be more
interested in how a model trades (discussed in Sect. 5.2).

Trading Performance

During the training process the best weights for each of the PSO RBF models
were registered. These have been included in Appendix A5 (Tables 3.14 and
3.15). In total there are ten sets of best weights as each model is based on the
average of five underlying models.

Numerous sliding windows were backtested and then traded for the purpose
of forecasting the Crack Spread. As mentioned previously, any windows with
less than 380 days of observations were found to produce unsatisfactory results.

Unfiltered results from both 380 and 500-day sliding training windows are
presented in Table 3.5. Table 3.5 shows that the PSO RBF that was trained
using a 380-day sliding window achieved the highest annualized returns and
the best risk return trade off. This is challenged closely by the PSO RBF
trained over 500 days. The MLP models, which were also trained over 380
and 500 days ranked, third and fourth consecutively. Another interesting
observation is that both the PSO RBF and the MLP models that were trained
using a sliding window of 380 days had much worse maximum drawdowns
in comparison to their respective 500-day models. However, in order to mini-
mize maximum drawdowns a threshold filter, which was optimized during
the training period, is used to filter each model.

®Intel core i5 processors were used during both the backtesting and forecasting phases. Furthermore, in
order to reduce the estimation time four out of the five cores are utilized by executing the Parallel Toolbox
function in Matlab 2011.
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Table 3.4 Out-of-sample trading statistics

Statistical Performance PSO RBF Model MLP Model

Sliding Training Windows 380 500 380 500

Forecast 5 days ahead 5 days ahead 5 days ahead 5 days ahead
MAE 0.0147 0.0148 0.205 0.0203
MAPE 166.87 % 158.46 % 420.05 % 44212 %
RMSE 0.0194 0.0196 0.0263 0.0260
THEIL-U 0.8369 0.8349 0.6877 0.6974
Correct Directional 52.38 % 51.87 % 50.32 % 50.84 %

Change (CDQ)

Results from a filtered trading simulation are presented in Table 3.6. With
this threshold filter the model only trades when the PSO RBF and MLP NN
models produce forecasts greater than ‘%’ or less than ‘x’. These X’ parameters
are optimized during the in sample period as a threshold for trading each of the
models.” When comparing each of the forecasted return series it is clear that the
MLP models are more erratic as they did not include the additional fitness func-
tion defined in equation 3.11, which maximizes annualized returns. Using this
filter, only larger more significant forecasts are traded while smaller less significant
changes in the spread are filtered out. This minimizes maximum drawdowns and
reduces volatility while also increasing annualized returns. Model rankings remain
constant with the PSO RBF model, which is trained over a 380-day sliding win-
dow, producing the highest annualized returns and best risk/return profile.

When trading futures contracts a trader has to be aware of margins. At pres-
ent, margins are around 9 % for each of the contracts however most brokers cal-
culate margins on an aggregate level and in this case margins would be calculated
based on the spread performance of WTI crude, RBOB gasoline and heating
oil. With this in mind traders could consider Calmar ratios as an indicator of
how much return a model produces for one unit of drawdown as part of their
criteria for selecting suitable models. Therefore, similar to the information ratio,
a model that produces more than one would be considered a ‘good’ model. The
formula used to calculate the Calmar ratio is displayed in the Appendix Al. In
this case, a trader would trade a filtered PSO RBF model using 380 days to train
the network in order to forecast five days ahead. The Calmar ratio provides an
indication of risk-adjusted performance and for the proposed PSO RBF filtered
(380-day sliding window) model it is 1.69. Therefore it can be assumed that for
one unit of drawdown a 1.69 unit of return is produced. This is more than dou-
ble the unfiltered performance, which only produces 0.73 as maximum draw-
downs are substantially higher with the filter. In terms of volatility the PSO RBF
(380-day sliding window) also produces the most attractive risk/return profile as
it trades with a 1.83 information ratio. As a result of the filter the model trades

"For the RBF 380- and 500-day models the ‘x’ parameter = 0.20 %. For the MLP 380-day model the ‘¥’
parameter = 1.90 % and for the MLP 500-day model ‘%’ = 1.45 %.
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Table 3.5 Out-of-sample unfiltered trading performance

Trading Performance PSO RBF MODEL MLP MODEL

Sliding Training Windows 380 500 380 500

Forecast Horizon 5 days ahead 5 days ahead 5 days ahead 5 days ahead

Gross Annualized Return 32.99 % 28.84 % 22.02 % 18.86 %

Annualized Volatility 23.92 % 23.94 % 23.94 % 23.95 %

Maximum Cumulative -44.90 % -29.10 % -46.31 % -30.09 %
Drawdown

Average Daily Drawdown -6.13 % -6.50 % -7.07 % -5.22 %

Maximum Drawdown 248 234 318 191
Duration (days)

Average Drawdown Duration 29 44 50 30
(days)

Calmar Ratio 0.73 0.99 0.48 0.63

Information Ratio 1.38 1.21 0.92 0.79

# Transactions (annualized) 109 94 104 113

Total Trading Days 777 777 777 777

Transaction costs (annualized) 10.83 % 9.37 % 10.38 % 11.29 %

Net Annualized Return 22.16 % 19.47 % 11.64 % 731 %

RANKING 1 2 3 4

Using a ten basis point (bps) round trip transaction cost as offered by interactive brokers.

Table 3.6 Out-of-sample filtered trading performance

Trading Performance PSO RBF MODELS MLP MODELS

Sliding Training Windows 380 500 380 500

Forecast Horizon 5 days ahead 5 days ahead 5 days ahead 5 days ahead

Gross Annualized Return 33.26 % 28.60 % 19.84 % 21.08 %

Annualized Volatility 18.19 % 17.77 % 13.28 % 14.72 %

Maximum Cumulative -19.70 % -19.35 % -16.68 % -16.72 %
Drawdown

Average Daily Drawdown -2.75% -3.16 % 2.63 % -2.78 %

Maximum Drawdown 102 162 194 148
Duration (days)

Average Drawdown Duration 19 22 32 22
(days)

Calmar Ratio 1.69 1.48 1.19 1.26

Information Ratio 1.83 1.61 1.49 1.43

# Transactions (annualized) 90 88 55 71

Total Trading Days 777 777 777 777

Transaction costs (annualized) 8.98 % 8.79 % 5.48 % 7.04 %

Net Annualized Return (incl.  24.28 % 19.81 % 14.36 % 14.05 %
costs)

Annualized Returns Filter 212 % 0.34 % 272 % 6.74 %
Effect

Volatility Reduction 5.73 % 6.17 % 10.66 % 9.23 %

Drawdown Reduction 25.20 % 9.75 % 29.63 % 13.37 %

RANKING 1 2 3 4
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less frequently, which reduces the impact of transaction costs. High transaction
costs is one of the main drawbacks highlighted by Dunis et al. [1] with an annu-
alized average of 17.03 % in transaction costs and between 93 and 106 trades per
year being triggered for an MLE, an RNN and a HONN model.

Figures 3.7 and 3.8 display the best two unfiltered trading performances over
the out-of-sample trading periods for each of the sliding windows. By observa-
tion, both PSO RBF models experience periods of long drawdowns particu-
larly from 18 April 2012 to 28 March 2013. However, the sliding window of
500 days recovers slightly and hits a new high watermark on 27 February 2013.

Figures 3.9 and 3.10 display the best two filtered trading performances.
Notably, the period of prolonged drawdowns mentioned during the unfiltered
simulation is reduced as new high watermarks are more frequently achieved.
Each of these models is also less erratic, which reduces volatility by between
1.51 % and 5.82 %.

A threshold filter is applied to reduce the frequency of trading while lessen-
ing volatility and maximum drawdowns. In Dunis et al. [1] high transaction
costs were found to significantly reduce profitability of each neural network.

6 Concluding Remarks and Research
Limitations

Results from empirical analysis clearly show that the sliding window technique
for training the proposed PSO RBF neural network offers a mixture of positive
results. The same is also true for the MLP neural network. Furthermore the
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Fig. 3.7 PSO RBF unfiltered trading performance (380 days sliding window)
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Fig. 3.8 PSO RBF unfiltered trading performance (500 days sliding window)
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Fig. 3.9 PSO RBF filtered trading performance (380 days sliding window)

inclusion of linear models as inputs also assists in enhancing the performance
of both PSO RBF and MLP models. This is corroborated by Makridakis [24],
Clemen [25], Newbold and Granger [26], and Palm and Zellner [27] who all
establish that forecasts are improved by combining different linear forecast-
ing methodologies when compared to individual forecasts. For the PSO RBF
models a feature selection method is explored by using the PSO algorithm to
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Fig. 3.10 PSO RBF filtered trading performance (500 days sliding window)

optimize the inputs. During both sliding windows only the more significant
inputs are selected to train the PSO RBF NN. Each time an input is selected
the algorithm produces a ‘1’ and when an input is not selected then a ‘0’ is
generated. At the end of the trading period the algorithm then calculates a
total for each input as a percentage of time each were selected. Over the 380
and 500-day sliding windows a handful of more significant explanatory vari-
ables emerged. Table 3.3 in Sect. 3 summarizes the more significant inputs
over these periods. In summary, the longer term moving average inputs along
with the ARMA and GARCH inputs ranked among the most significant. On
the other hand, the MLP used all of the inputs for its training as no optimiza-
tion algorithms were employed during the input selection phase.

Unfiltered trading simulations are generated from sliding training windows of
380 and 500 day. Each of these models forecast five days ahead using a total of 59
explanatory variables to train both the PSO RBF and MLP models. Empirical
results for the RBF NN produced 22.16 % and 19.47 % in annualized returns
respectively. Information ratios for the RBF models were 1.38 for the 380-day
window and 1.21 for the 500-day sliding window. Calmar ratios were slightly
lower with 0.73 and 0.99 respectively. MLP models generated 11.64 % and
19.47 % in annualized returns, 0.92 and 0.79 as information ratios, 0.48 and
0.63 as Calmar ratios. Transaction costs for each scenario were extremely high
as the models were frequently trading even during times of little change. This
was also found to be the case by Dunis et al. [1] who initially model the Crack
Spread. For this reason a threshold confirmation filter was imposed.
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The threshold confirmation filter only generates a trading signal once each of
the forecasts is greater than x % or less than —x %. This way each of the models
only trades when the forecasts indicate more significant movements in the spread.
As a result Information and Calmar ratios are significantly increased. The RBF
model that is trained by a 380-day sliding window now trades with an informa-
tion ratio of 1.83 and a Calmar ratio of 1.69. The other RBF model that is trained
using a 500-day sliding window produces 1.61 as an Information ratio and 1.48
for its Calmar ratio. Filtered returns for the 380- and 500-day MLP sliding win-
dow models were also improved with 14.36 % and 14.05 % respectively. Similar
to the RBF models both the Information and Calmar ratios are also enhanced
considerably. In summary, the risk/return and maximum drawdown/return pro-
files for each of the simulations are improved. All models return more than one
unit of return (annualized return) for every one unit of risk (annualized volatility).
As spread trading of futures contracts routinely requires market participants to
meet margin calls a trader has to be aware of adverse movements in the spread.
With this in mind, a trader would aim to select a model that produces the high-
est return relative to drawdowns. In this case, a trader would select the PSO RBF
380-day sliding window model as it trades with a superior Calmar ratio of 1.69.

There are a few limitations found within this research. For one, only a few
sliding windows are analyzed and traded with two of the most suitable periods
being displayed in the empirical findings. Results taken from combined sliding
windows may enhance performance and will be researched in future applica-
tions. Further research could also be conducted to produce forecasts from an
ensemble of many models as proposed by Mettenheim and Breitner [12] who use
a Historically Consistent Neural Network (HCNN) to provide forecasts. Finally
the proposed PSO RBF could also be applied to other asset classes such as equi-

ties, foreign exchange, derivatives and fixed income in order to test its robustness.

7 Appendix
Performance Measures

See Table 3.7

Supplementary Information

See Table 3.8
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Table 3.8 The refiner’s market capitalization

Market capitalization

Refiner (m$) As at: Source

Exxon Mobil Corp. 384,819 03/05/2013 FactSet (2013)
Chevron Corp. 222,559 03/05/2013 FactSet (2013)
Royal Dutch Shell Plc (CL B) 134,994 03/05/2013 FactSet (2013)
BP PLC 84,283 03/05/2013 FactSet (2013)
Total S.A. 83,399 03/05/2013 FactSet (2013)
ConocoPhillips 69,458 03/05/2013 FactSet (2013)
Hess Corp. 22,959 03/05/2013 FactSet (2013)
Valero Energy Corp. 21,190 03/05/2013 FactSet (2013)
Tesoro Corp. 6,737 03/05/2013 FactSet (2013)
Western Refining Inc. 2,629 03/05/2013 FactSet (2013)
Alon USA Energy Inc. 1,056 03/05/2013 FactSet (2013)

Table 3.9 ARMA equations

ARMA Models Equations

(10,10) Y:=522%107 - 0.583Y;; + 0.458Y6 — 0.481Y9 — 0.568Y:;0  (3.16)
—0.575¢; + 0.450¢. 5 — 0.516€.9 — 0.595¢ 19

(8,8) Y:=4.79.10% - 1.161Y; = 0.208Y 4 + 0.122Y 5 — 1.067¢,, (3.17)
—0.257¢.4+ 0.159¢, ¢

(13,13) Y:=3.91.10% = 0.605Y¢; + 0.503Y 5 + 0.220Y+ ;3 — 0.603¢,;  (3.18)
+ 0.557¢.5 + 0.222¢,.3

(4,4) Y:=4.33.10% - 0.510Y+; + 0.109Y;, — 0.558Y, 3 - 0.891Y:, (3.19)
—0.519¢,; + 0.113¢,, — 0.569¢, 3 — 0.953¢,,

(12,12) Y:=4.80.10% + 0.551Y:; — 0.699Y3 — 0.345Y,, - 0.177Y+rs2,  (3.20)

+ 0.554g.; — 0.709¢.5 — 0.283¢..;, — 0.171¢,

ARMA Equations and Estimations

Autoregressive moving average (ARMA) models assume that the future value
of a time-series is governed by its historical values (the autoregressive com-
ponent) and on previous residual values (the moving average component). A

typical ARMA model takes the form of equation 3.15.

Y, = ¢0 +¢1YH +¢2)7t—2 ... +¢th7p e —wWeE

Where:

Y,

Y;—l > Y:‘—Zaand Y:‘—p
¢0’¢1 ’¢2’and¢p

&

€_1,€ 2,ande,_,

wl,wz,andwq

—W,E

212

—w..—Wwe

is the dependent variable at time ,
are the lagged dependent variables
are regression coeflicients

is the residual term

are previous values of the residual
are weights.

(3.15)

q-t—q
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Table 3.10 GARCH model # 1

GARCH MODEL # 1 (16,16)

Dependent Variable: RETURNS

Method: ML—ARCH

Sample (adjusted): 4/22/2008 3/29/2012
Included observations: 1028 after adjustments

Variable Coefficient Std. Error z-Statistic Prob.
C 0.001335 0.000660 2.023991 0.0430
AR(1) -0.114106 0.016479 -6.924442 0.0000
AR(2) -0.069719 0.013631 -5.114936 0.0000
AR(10) -0.019143 0.007719 -2.480175 0.0131
AR(16) -0.879046 0.013540 -64.92089 0.0000
MA(1) 0.120446 0.016908 7.123546 0.0000
MA(2) 0.065817 0.012455 5.284208 0.0000
MA(10) -0.018657 0.008031 -2.323231 0.0202
MA(16) 0.897817 0.012306 72.95477 0.0000
Variance Equation
C 1.42E-05 4.07E-06 3.478155 0.0005
RESID(-1)"2 0.083038 0.012924 6.425038 0.0000
GARCH(-1) 0.896013 0.014846 60.35321 0.0000
R-squared 0.046906 Mean dependent var 0.000433
Adjusted R-squared 0.039424 S.D. dependent var 0.027925
S.E. of regression 0.027369 Akaike info criterion -4.622048
Sum squared resid 0.763277 Schwarz criterion -4.564436
Log likelihood 2387.733 Hannan-Quinn criter. -4.600181
Durbin-Watson stat 1.987245
Table 3.11 GARCH model # 2
GARCH MODEL # 2 (15,15)
Dependent Variable: RETURNS
Method: ML—ARCH
Sample (adjusted): 4/21/2008 3/29/2012
Included observations: 1029 after adjustments
Variable Coefficient Std. Error z-Statistic Prob.
C 0.001178 0.000697 1.691729 0.0907
AR(1) -0.994472 0.026416 -37.64675 0.0000
AR(4) -0.289867 0.024123 -12.01638 0.0000
AR(15) 0.153101 0.020739 7.382238 0.0000
MAC(1) 1.016204 0.017594 57.75922 0.0000
MA(4) 0.322259 0.016612 19.39862 0.0000
MA(15) -0.170083 0.014273 -11.91625 0.0000
Variance Equation
C 1.75E-05 5.09E-06 3.437281 0.0006
RESID(-1)72 0.091396 0.016350 5.589899 0.0000
GARCH(-1) 0.883565 0.020421 43.26752 0.0000
R-squared 0.005203 Mean dependent var 0.000431
Adjusted R-squared —-0.000638 S.D. dependent var 0.027911
S.E. of regression 0.027920 Akaike info criterion —-4.594528
Sum squared resid 0.796679 Schwarz criterion —-4.546556
Log likelihood 2373.885 Hannan-Quinn criter. -4.576321
Durbin-Watson stat 2.051188
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Using a correlogram as a guide in the training and the test sub-periods the
below restricted ARMA models were selected to trade each spread. All coefh-
cients were found to be significant ata 95 % confidence interval. Therefore, the
null hypothesis that all coefficients (except the constant) are not significantly
different from zero is rejected at the 95 % confidence interval (Table 3.9).

GARCH Equations and Estimations

Each of the GARCH models (16,16) and (15,15) are deemed stable and signifi-
cant at a 95 % confidence level. Following the initial estimation of significant
terms a squared residuals test, Jarque-Bera test and an ARCH test are all con-
ducted to test the reliability of the residuals. For the sake of brevity, outputs from
these tests are not included. These can be obtained on request from the cor-
responding author. Autocorrelation is absent from both models and as a result
returns derived from each model were used as inputs during the training of the

proposed PSO RBF Neural Network (Table 3.10).

Table 3.12 PSO RBF parameters

380 day Sliding

500 day Sliding

Characteristics Window Window
Iterations 100 100
Number of Particles 30 30
Inertia Constant (w) Adaptive Adaptive
Cognitive Acceleration Constant (C;)  Adaptive Adaptive
Social Acceleration Constant (G,) Adaptive Adaptive

Maximum Velocity

Number of Neurons (1 hidden layer)
Constant Size of Hidden Layer
Input Nodes

Output Nodes

2/Number of particles
10

Yes

59

1

2/Number of particles
10

Yes

59

1

Table 3.13 Neural characteristics

Parameters RBF MLP
Learning PSO Gradient descent (Levenberg
algorithm Marquardt variation)
Learning rate Not Applicable 0.001
Momentum Not Applicable 0.003
Iteration steps 100 5000
Initialization  No Initialization Required. Deterministic N(0,1)
of weights method for finding them
Input nodes 59 59
Hidden nodes 10 30
(1 layer)

Output node 1 1
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Observation

The AR(1), AR(2), AR(10), AR(16), MA(1), MA(2), MA(10) and MA(16)
terms are all deemed significant at a 95 % confidence level. The model is also
deemed stable due to the fact that the sum of GARCH(-1) and RESID(-1)22
is less than 1. In this case it is, 0.896013 + 0.083038 = 0.979 (Table 3.11).

Observation

The AR(1), AR(4), AR(15), MA(1), MA(4), and MA(15) terms are all deemed
significant at a 95 % confidence level. The model is also deemed stationary
due to the fact that the sum of GARCH(-1) and RESID(-1)72 is less than 1.
In this case it is, 0.883565 + 0.091396 = 0.974961.

PSO Parameters

See Tables 3.12 and 3.13

Best Weights over the Training Windows

See Tables 3.14 and 3.15
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GEPTrader: A New Standalone Tool
for Constructing Trading Strategies
with Gene Expression Programming

Andreas Karathanasopoulos, Peter W. Middleton,
Konstantinos Theofilatos, and Efstratios Georgopoulos

1 Introduction

Many technical trading algorithms have been introduced in the past decade
with Artificial Neural Networks (ANNs) being the dominant machine learning
technique for financial forecasting applications [1]. However, these techniques
present certain drawbacks such as, overfitting issues, a data snooping bias, and
a curse of dimensionality [2]. Moreover, despite the vast number of different
financial forecasting algorithms that are continuously being published, only a
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few of them are being combined to construct efficient trading strategies and even
fewer are provided to the masses through user-friendly graphical user interfaces.

This chapter introduces GEPTrader as a new standalone free tool for con-
structing financial forecasting models using a variation of the Gene Expression
Programming algorithm (GEP) [3]. GEP algorithm belongs to the wider cat-
egory of evolutionary and genetic programming algorithms. Evolutionary and
genetic programming tools are becoming popular forecasting tools with an
increasing number of financial applications [4, 5].

To prove the superiority of GEPTrader in financial forecasting and trad-
ing tasks we applied it to the task of forecasting and trading the SPDR Dow
Jones Industrial Average ETF Trust (DIA-US), the SPDR S&P 500 ETF
Trust (SPY-US) and the PowerShares QQQ Trust (QQQ-US) EFTs. Its per-
formance is benchmarked with a simple random walk (RW) model, a Moving
Average Convergence Divergence (MACD) model, a Genetic Programming
(GP) algorithm, a Multi-Layer Perceptron (MLP), a Recurrent Neural
Network (RNN) and a Higher Order Neural Network (HONN). All models
are evaluated in terms of statistical accuracy and trading profitability.

The models studied were deployed to forecast the one-day-ahead return of
each of the aforementioned ETF time-series. Based on the sign of the fore-
casted return, a trading signal was generated. In order to further improve
the trading performance of the proposed approach, three trading strategies
based on one-day-ahead volatility forecasts of the series under study and the
strength of the forecasts were introduced. These two derived trading strategies
were combined to improve the trading performance of the best performing
models and to reduce the risk from the trading signals generated. This resulted
in a more elaborate trading simulation that displayed superior performance.

The rest of the chapter is organized as follows: Section 2 reviews existing lit-
erature concerning GP and GEP and their applications to financial forecasting
and trading. Section 3 presents the datasets analyzed while Section 4 describes
the methodology of the proposed algorithm and the GEPTrader standalone tool.
Section 5 introduces the benchmark models and discusses experimental results
of the proposed model relative to the benchmark models. Finally, Section 6 pro-
vides some concluding remarks, research limitations and future areas of research.

2 Literature Review

Genetic Programming and Its Applications to Financial
Forecasting

The first form of GEP algorithms is the GP, which has had numerous empiri-
cal applications over the years. GP is an evolutionary algorithm based on
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the Darwinian principle of the survival of the fittest. It models regression
and classification problems’ solutions using a tree-based typology. These tree-
based structures represent models of input—output relations and are evolved
in order to produce new solutions until a solution of acceptable performance
is found or other more elaborate termination criteria are reached.

Kaboudan [6] successfully applied GP in predicting the daily highest and
lowest stock prices of six US stocks while Alvarez-Diaz et al. [7] employed the
same algorithm to the task of forecasting two exchange rates. Esfahanipour
and Mousavi [8] deployed a GP algorithm to extract trading rules using three
signals of buy, sell and no trade. Their model was applied to the Tehran Stock
Exchange indices taking transaction costs into consideration. Experimental
results from this study indicate the superiority of GP techniques over funda-
mental trading strategies such as the buy-and-hold technique. Vasilakis et al.
[9] present a novel GP variation specific for financial time-series prediction
and incorporated it to successfully model and trade foreign exchange rate
time-series.

Manahov et al. [10] introduced a new trading method called the Strongly
Typed Genetic Programming (STGP)-based trading algorithm. The STGP-
based trading algorithm produces one-day-ahead return forecasts for groups of
artificial traders with different levels of intelligence and different group sizes.
This method was applied to short-term trading tasks presenting improved
empirical metrics. The authors also deployed this method to test some the-

oretical financial hypothesis presenting some evidence for supporting the
Hayek Hypothesis [11].

Gene Expression Programming and Previous Applications

The GEP algorithm is a domain-independent technique that runs in various
environments. These environments are structured in a manner that approxi-
mates problems in order to produce accurate forecasts. GEP is based on the
Darwinian principle of reproduction and survival of the fittest. It applies
biological genetic operations such as crossover recombination and mutation
to identify complex non-linear and non-stationary patterns. Koza [12] and
[13] was one of the first to establish that Evolutionary Algorithms address
and quantify complex issues as an automated process via programming. This
enables computers to process and solve problems using a stochastic process
based on evolution.

In financial forecasting although there are several applications of Neural
Networks (NNs), the empirical evidence of GEP is quite limited with the
notable exceptions of Divsalar et al. [14] and Sermpinis et al. [15]. This
can be explained by the complexity of the algorithm compared to NNs



110 A. Karathanasopoulos et al.

(see [16]). However, in the past three years several applications of GEP meth-
ods in financial forecasting and trading have been proposed. For instance,
Chen et al. [17] use GEP to extract trading rules that are responsible for
locating the optimal buying and selling timings. These trading rules from dif-
ferent time-series are then combined to dynamically form a portfolio using
Sortino ratios. The overall model was successfully evaluated when applied
on constructing portfolios from mutual funds. A similar approach was fol-
lowed by Lee et al. [18] and when it was applied in Taiwan stock market the
empirical results produced highly profitable portfolios of stocks. Algieth et al.
[19] performed an empirical comparison of GEP, GP and genetic algorithms
over different horizons focusing on short-term periods such as five-days and
medium-term 56-days. This analysis used several equity time-series indicating
the superiority of GEP technique in terms of predictive accuracy.

Despite its limited applications on financial forecasting and trading, GEP
has been applied successfully in other fields of science, such as mining and
computing [20, 21]. Here, we intend to expand the financial literature and
provide empirical evidence of its benefits when applied to the forecasting of
financial time-series.

3 Dataset

In this study, seven forecasting models are employed to the task of forecast-
ing and trading the one-day-ahead logarithmic returns of the DIA, SPY and
QQQ ETFs." The DIA, the SPY and the QQQ ETF are designed to mimic
the Dow Jones Industrial Average, the S&P 500 and NASDAQ 30 stock
market indices respectively. Exchange-Traded Funds (ETFs) offer investors
the opportunity to be exposed to an index without having to trade and own
every stock in the index. This helps avoid transaction costs associated with
trading individual stocks as well as the costs associated with frequent rebal-
ances of the index.

Each model is trained using a rolling window process with the initial in
sample period running from 2 September 2002 to 31 December 2008. The
models are validated from 2 January 2009 to 31 December 2012. During
the training period each of the parameters and weights are optimized and
carried forward to be tested on ‘unseen data’, in a validation period, in order
to test each model’s performance. This estimation period is then rolled for-
ward each year. For example, initially the models were be trained from 2

'ETFs are investment funds that are designed to replicate stock market indices.
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September 2002 to 31 December 2008 and validated from 2 January 2009 to
31 December 2012. Then the in-sample period is rolled forward one year (2
January 2003 to 31 December 2010) and the forecasting models are revali-
dated from 3 January 2011 to 30 December 2011. This rolling forward proce-
dure is conducted three times to complete the modelling and trading process
on 31 December 2012.

4 GEPTrader
Proposed Algorithm

GEP models are symbolic strings of a fixed length resembling the biologi-
cal definitions of chromosome/genotype (genome) of an organism. They are
encoded as non-linear entities of different sizes and shapes determining an
organism’s fitness. GEP chromosomes consist of multiple genes with equal
lengths across the structure of the chromosome. Each gene is comprised
of a head (detailing symbols specific to functions and terminals) and a tail
(includes only terminals). These can be represented mathematically by the
following equation:

t=(n—1)/9+1 (4.1)

Where:

b the head length of the gene.
¢t the tail length of the gene.
n  total number of arguments within the function (maximum arity).

The set of terminals included within both the heads and tails of the chromo-
somes consist of constants and specific variables. Each gene is equal and fixed
in size and they hold the capacity to code for multiple and varied expression
trees (ETs). The structure of a GEP is able to cope in circumstances when the
first element of a gene is terminal producing a single node as well as when
multiple nodes (‘sub-trees’ reproduced by functions) are produced in search
for eventual terminality. In GEP, valid ETs are always generated while in GP
this is not guaranteed. Each gene encodes an ET and in situations where mul-
tiple generations arise, GEP codes for sub-ETs with interlinking functions
enable reproduction of generations. The parameters of our GEP algorithm
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Table 4.1 GEPTrader default parameters

Parameter Value
Head length (h) 30
Initial population size 1000
Tournament size 20
Maximum number of generations 100,000
Initial mutation probability 10 %
Final mutation probability 1%
Crossover probability 90 %
Local optimization of the constants Probability 5 %

are based on the guidelines of Sermpinis et al. [15] and Ferreira [16] and the
most significant of them are described in Table 4.1.

In the beginning of the GEP’s evolutionary process, it randomly gener-
ates an initial population from populations of individuals and all succeeding
populations are spawned from this initial population. In the spawning of new
generations genetic operators evolve each of the individuals by ‘mating’ them
with other individuals in the population using a two-point crossover operator.
With a reduced probability the mutation operator is also applied to locally
modify a gene of a given solution. The mutation probability starts with an
increased value to perform a global search in initial iterations, and it is linearly
decreased to a small value to perform a local search in the final steps of the
algorithm. Another variability operator, which is introduced in the proposed
approach, is the local optimization of the constants operator. This operator
searches for constant genes and perform local optimization for their values to
improve the overall performance of the model.

In the following step of GEP expression, trees are created from the chro-
mosomes of the population. The structure of each ET is in such a way that
the root or the first node corresponds with beginning of each gene. The
resulting offspring evolved from the first node is dependent on the number
of arguments. In this process of evolution the functions may have numerous
arguments however the terminals have a parity of zero. Each of the resulting
offspring’s characteristics is populated in nodes ordered from left to right. This
process is concluded once terminal nodes are reached. Later the initial popu-
lation is generated and the resulting ETs are developed. This is explained in
detail by Ferreira [16]. In order to create an accurate model suited to our fore-
casting requirements it is imperative that a function that minimizes error and
improves accuracy is used. However, it is even more important to optimize
the annualized return of the overall model and minimize the complexity of
the model. Thus for our approach we utilized the following fitness function:
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Fitness Function = Annualized _Return +1/ MSE
— Normalized _Solution _ Size (4.2)

Where:

Normalized_Solution_Size is the number of nodes in the ET form of the
solution/the maximum number of nodes, which is the sum of head and tail
lengths as described in equation 4.1.

The main principal during the process of evolution is the generation of off-
spring from two superior individuals to achieve ‘elitism’. As a consequence, the
best individuals from the parent generation produce offspring with the most
desirable traits whilst the individuals with less desirable traits are removed. On
this basis our model minimizes error and maintains superior forecasting abili-
ties. As explained in greater detail by Ferreira [16], elitism is the cloning of the
best chromosome(s)/individual(s) to the next population (also called genera-
tion). The role of ‘elitism’ (via suited genetic operators) enables the selection
of fitter individuals without eliminating the entire population. The selection
of individuals based on their ‘fitness’ is carried out during the ‘tournament’
selection for reproduction and modification. This process selects the individu-
als at random with the superior ones being chosen for genetic modification in
order to create new generations. In the reproduction of future generations, we
apply the mutation and recombination genetic operators. Then the tourna-
ment losers are replaced with the new individuals created by the reproduction
in the population. A check is made to determine whether the termination
criterion is fulfilled, if it is not we return to the second step. As a termination
criterion we used a maximum number of generations during which the GEP
was left to run. As a result the best individual found during the evolution
process is provided.

GEPTrader Graphical User Interface

The GEPTrader tool is a standalone tool implemented in Java programming
language that aims to provide the proposed GEP variation through a user-
friendly interface (see Fig. 4.1) to analysts and forecasters. Historical data
can be imported in GEPTrader’s GUI using comma separated files, and the
parameters of the GEP variation can be further tuned. Moreover, GEPTrader
supports multi-threading parallel executions enabling the users to select the
number of threads that will be used during the training phase. When train-
ing is finished the users are provided with the extracted models in terms of a
mathematical input output equations as well as their performance metrics and
some graphical representations of the real versus the estimated values.
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Fig. 4.1 GEPTrader Graphical User Interface

5 Empirical Results
Benchmark Models

A RW and a MACD model were used as linear benchmarks to the GEP algo-
rithm. Three neural network models and a GP algorithm acted as a non-linear
benchmark with all deployed models being well documented in the literature.
NN usually consist of three or more layers. The first layer is called the input
layer (the number of its nodes corresponds to the number of independent vari-
ables). In this study the inputs were selected among the first 12 autoregressive
lags of the forecasting series. The specific choice of each set of inputs was based
on a sensitivity analysis in the in-sample period. The last layer is called the output
layer (the number of its nodes corresponds to the number of response variables).
An intermediary layer of nodes, the hidden layer, separates the input from the
output layer. Its number of nodes defines the level of complexity the model is
capable of fitting. Each node generally connects one layer to all the other nodes
of the next layer. The training of the network (which is the adjustment of its
weights in the way that the network maps the input value of the training data
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to the corresponding output value) starts with randomly chosen weights and
proceeds by applying a learning algorithm called backpropagation of errors
[22]. The iteration length is optimized by minimizing the MSE in a subset of
in-sample dataset (the last year of the in-sample period each time). The most
popular architecture NN model is the MLP. RNNs have the ability to embody
short-term memory and past errors while HONNSs are able to capture higher
order correlations (up to the order three or four) within the dataset.

GP are algorithms that evolve algebraic expressions that enable the analysis/
optimization of results in a ‘tree like structure’. A complete description of GP
is provided by Koza [13].

Statistical Performance

In Table 4.2, the statistical performance in the out-of-sample period of all
models is presented for the Root Mean Squared Error (RMSE), the Mean
Absolute Error (MAE) and Theil-U statistics. Interpretation of results is such
that, the lower the output, the better the forecasting accuracy of the model
concerned. The Pesaran and Timmermann [23] (PT) test examines whether
the directional movements of the real and forecast values are in step with one
another. Furthermore, it checks how well rises and falls in the forecasted value
follow the actual rises and falls of the time-series. The null hypothesis is such
that the model under study has ‘no predictive power’ when forecasting the
ETF return series. The Diebold and Mariano [24] (DM) statistic for predic-
tive accuracy statistic tests the null hypothesis of equal predictive accuracy.
Both the DM and the PT tests follow the standard normal distribution.
From Table 4.2 we note that GEP outperforms all benchmarks for all of the
statistical measures retained. The HONN model presents the second best per-
formance while the GP algorithm produces the third most statistically accu-
rate forecasts. The PT statistics indicate that all non-linear models under study
are able to forecast accurately the directional movements of the three ETF
return series while the DM statistics confirm the statistical superiority of the
GEDP forecasts. On the other hand, the two statistical benchmarks seem unable
to provide statistically accurate forecasts for the series and period under study.

Trading Performance

The trading performance of our models in the out-of-sample period is pre-

sented in Table 4.3.
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Table 4.2 Out-of-sample statistical performance

RW MACD GP MLP RNN HONN  GEP
DIA RMSE 1.027 0.239 0.073 0.136 0.085 0.069 0.057
MAE 0.833 0.162 0.059 0.097 0.077 0.054 0.046
Theil-U 0.989 0.756 0.634 0.673 0.641 0.620 0.601
PT 0.02 0.35 5.89 5.02 5.68 6.44 6.99
DM -14.85 -10.47 -4.62 -5.91 -5.73 -4.45 -
SPY RMSE 1.021 0.287 0.068 0.143 0.072 0.064 0.053
MAE 0.831 0.195 0.055 0.103 0.061 0.052 0.042
Theil-U 0.977 0.792 0.621 0.686 0.672 0.613 0.597
PT 0.05 0.30 6.48 4.85 5.79 6.52 7.11
DM -14.56 -11.41 -5.59 —6.65 -5.97 -5.08 -
QQQ RMSE 1.022 0.295 0.069 0.127 0.071 0.067 0.055
MAE 0.834 0.204 0.058 0.088 0.059 0.055 0.044
Theil-U 0.987 0.799 0.632 0.658 0.644 0.616 0.599
PT 0.08 0.25 6.14 5.19 5.73 6.50 7.08
DM -15.31 -12.04 -5.42 -5.81 5.70 -4.77 -

By observation of Table 4.3, we note that our GEP variation clearly out-
performs its benchmarks. In the next section, two trading strategies are intro-
duced to further increase the trading performance of GEP.

In order to further improve the trading performance of our models we
introduce leverage based on one-day-ahead volatility forecasts. The intuition
for the strategy is to exploit the changes in the volatility. As a first step we fore-
cast the one-day-ahead exchange rate volatility with a GARCH [25], GJR,
RiskMetrics [26] and EGARCH model [27] in the test and validation sub-
periods. Each of these periods is then split into six sub-periods called regimes,
ranging from regimes of extremely low volatility to regimes of extremely
high volatility. Periods with different volatility levels are classified in the fol-
lowing way: first the average (1) difference between the actual volatility in
day 7 and the forecast for day 7 + 1 and its ‘volatility’ (measured in terms of
standard deviation (6)) are calculated; those periods where the difference is
between u plus one o are classified as ‘Lower High Vol. periods’. Similarly,
‘Medium High Vol.” (between y + ¢ and p + 2 6) and ‘Extremely High Vol.’
(above pt + 2 o periods). Periods with low volatility are also defined following
the same approach, but with a minus sign. For each sub-period a leverage is
assigned starting with 0 for periods of extremely high volatility to a leverage
of 2.5 for periods of extremely low volatility.

The second trading strategy is based on the absolute values of our forecasts.
The GEP algorithm is forecasting the one-day-ahead returns for the three
indices. For this strategy, a directional decision is taken based on the strength
of the forecast. Only forecasts with stronger conviction are used to make trad-
ing decisions. Furthermore, these trades are held for that index until the sign
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Table 4.4 Trading Strategies
GEP-DJIA with GEP-S&P500 GEP-NASDAQ GEP-The

Time-Varying  with Time- 100 with Strongest
Leverage Varying Time-Varying Signal
Trading Leverage Leverage Trading Trading
Strategy Trading Strategy Strategy Strategy
Information Ratio 1.03 1.32 1.29 1.96
Annualised Return 26.85 % 28.14 % 26.98 % 34.54 %
(including costs)
Maximum Drawdown -18.95 % -28.95 % -22.95 % -25.81 %

of the forecast changes, which may mean assuming the same position for a
number of days limiting the number of transactions.

In Table 4.4, we report the performance for our trading strategies.

We note that all trading strategies were successful but the combined trading
strategy using the level of confidence approach was significantly more profitable.

6 Conclusions

In this study, a GEP variation was applied to the task of forecasting and trad-
ing the DJIA, S&P 500 and NASDAQ 100 indices. It was benchmarked
against several non-linear models. The GEP forecasts outperformed its bench-
marks in terms of annualized return and information ratio.

Although empirical research is limited in the area of forecasting of time-
series using GEP compared to NNs and GP, here we find that it is superior.
GP classifies its individuals as non-linear comprising of different shapes and
sizes (tree like structures). On the other hand, GEP also classifies individuals
as symbolic strings of fixed size (i.e. chromosomes). Furthermore, it clearly
distinguishes the differences between the genotype and the phenotype of indi-
viduals within a population. Ferreira [16] argues that GEP represents not only
an individual’s genotype, in the form of chromosomes, but also its phenotype
as a tree like structure of expressions in order to establish fitness. Compared
with NNs, GEP does not have a risk of getting trapped in local optima and
it is able to reach the optimal solution quicker. The findings of this chapter
support these arguments as the results show that the modified GEP algorithm
outperforms all other models in terms of trading efficiency.

This trading performance was further enhanced by the introduction of
two new trading strategies. The present study indicates that even the more
complicated modelling techniques can be a profitable tool for investors as
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it enables forecasters to capture non-linear relationships that are otherwise
ignored using more traditional methodologies. Furthermore, forecasts from
GEP models, in particular, can be used to deduce additional trading rules in
order to extract more value from the outputs.

Ultimately, this empirical application should go a step further in proving
that stochastic models such as the proposed GEP model presented here is ben-
eficial to the investment process. Furthermore, these models can be used to
by the growing number of quantitative fund managers and academics. They
enable users to experiment beyond the bounds of traditional statistical and
neural network models.

The main limitation of the present approach is the fact that this approach
and tool does not take into account the dynamic nature of financial time-
series. Specifically this approach assumes that a single model of good perfor-
mance exists for all the historical data of every time-series. However, this is
not the case and the trading results could be significantly improved if a sliding
window approach is incorporated into the GEPTrader tool. Moreover, even if
GEDP algorithm performs feature selection by nature, its performance will be
further improved if it is combined with other feature selection mechanisms.

Finally, we strongly believe that these newly introduced algorithms should
be provided as tools in the form of a graphical user interface to reach a wider
audience. This will help remove the current barriers and knowledge gap that
is present in the area of Al and in particular evolutionary algorithms.
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Business Intelligence for Decision Making
in Economics

Bodislav Dumitru-Alexandru

1 Introduction

The real meaning of economic growth was defined during the economic crisis
0f2007/2008. In particular, economic growth emerged as a topic of much dis-
cussion due to the lack of growth in both developed and emerging economies.

What could be done to create a transparent economic model that simulates
an economy and also presents sustainability into the future? The twenty-first
century has experienced rapid informational and technological advancement,
which is now at a stage where it can be applied to process large amounts of
data in order to make decisions. In many economies these advancements have
been the main contributors to growth. An economy that is developed through
the creation of a hybrid information and a technological model driven by
Business Intelligence (BI) strategies with the support of Big Data analysis
could revolutionize the global economy. The revolution could be based on
developing scalable models that are used to predict crises, create growth mod-
els and re-ignite the financial markets in areas that were perceived as weak
such as the development of derivative funds [1].
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For the past three decades the growth of many global economies has been
due to economic development through modern capitalism, which was based
on the partial annulment of the Bretton Woods agreement, regarded as the
gold standard. In this system individuals and corporations are incentivized by
creating wealth while at the same time improving the standard of living for
future generations. Currently the traditional social structure is less defined as
a result of this social pressure on those within the ‘system’ to create ‘change
for a better future’. Therefore, the modern capitalist system allows individuals
of all classes to capitalize on opportunities to create wealth and improve their
standard of living. In order for this system to work efficiently it is important
for both public and private sectors to collaborate and share strategies and
political development by re-defining the capitalist system.

This research is an add-on to existing research that covers a similar area
of study. The Obama Administration underlined the fact that the potential
is immense for automated mechanisms [2] that filter large volumes of data
(Big Data) generated by the actual economic system. Its implementation in
the long run represents a reliability boost for proactive measures [3]. On the
subject there are different views, from those that encourage the use of data for
defining patterns and behaviours in individuals or economic entities that help
in mapping needs before they appear [4], to those that use the data and its
processing for mapping brain logic [5, 6]. The use of data, processing and BI
leads to secondary developments like creating the worldwide map of DNA [7]
and have an anticipatory behaviour towards developments in social, economic
or political aspects [8]. Although there is a need for limiting global coverage of
interconnected issues, those could be anticipated with the use of BI and Big
Data. This could lead to a control of human life because the needs of future
generations could be identified prior to birth. This has implications for moral-
ity and security [9].

The support for automated decision making is given by the complexity of
the decision needed to be made, which depends on the type of work analyzed.
Reports, alerts, visualization, business analytics, simulation tools, collabora-
tion tools and knowledge management [10] need to be aggregated to create a
super-tool that could offer an automated facility for decision making. If deci-
sion making is seen as technologically achievable then sensors, actuators, data
architecture, data mining, rule engines, web services, workflow applications
and enterprise systems are needed in the process [11, 12].

The literature review discusses the impact of the research by addressing
all aspects of the proposed research. Reaching automated decision making
by using quantitative and qualitative analysis relies on observing how an
economy works when it comes to creating and implementing policies. The
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literature review also analyzes the technological influence on developing GDP
and how it could be moulded into a model by selecting similar sectors as those
that form a modern economic system. The methodology presents the pro-
cesses through which the model was developed and how the companies were
selected. This section also includes the technical perspective on how an econ-
omy is partitioned into its main economic sectors by using the GICS (Global
Industry Classification System). Altering the GICS sector classification helps
our model to understand better the influences of different sectors and con-
stituents, in order to clarify how the model works. In addition, the methodol-
ogy also highlights how advanced and emerging economies performed over
the same sample period and how main stock market indicators reacted to the
macroeconomic environment through the lifespan of the Business-Automated
Data Economy Model (BDM). In the empirical results section, we evaluate
how the model performed during its lifespan. In particular, the analysis is
evaluated from the perspective of the end user who observes the final result.
It also focuses on the sectorial evolution of the model. The conclusion opens
the door for future research and contemplates technological evolution and the
macroeconomic reordering created by the current information era.

2 Literature Review

There are questions that can be asked about modern capitalism by bringing
the idea of social inequality into the spotlight. For instance, the earnings of a
company’s CEO is estimated to be 500 times that of newly hired personnel
[11]. This disparity creates what is perceived by many to be an unethical situ-
ation that underlines social differences. In addition to this issue we have the
inefficient situation of the re-distribution of tax revenues that instead of being
distributed for investment in the creation of better social welfare, by building
schools and improving the healthcare system are distributed for the payment
of the budgetary deficit [13].

All associated issues with modern capitalism are founded on the devel-
opment of the network economy' [14]. What is required is an economic
model that through the influence of globalization helps the capitalist system
to reform itself and maintain a long-term focus. This starts with healthcare,
education and pension/social insurance systems [13]. From this point on we

'A network economy is a new organizational form of economies that is not situated in a hierarchical
system but in a horizontal distribution of power and relations. As a result, so there are no clear leaders
that impose themselves on smaller economies.
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need to encourage cooperation and forge a bilateral partnership between the
public sector (execution availability) and the private sector (implementation
availability) and develop them together.

Meanwhile, the global trend is to create a corporate and social capitalist
model (corporate, governance and state integration). This model is based on the
solutions developed on a small scale and moulded for national, regional, union
and global implementation. In this context the horizon for implementation
must be discussed. From the public sector’s perspective, in developed countries,
the notion of economic vision is conceived as having a short life span similar
to speculative investments carried out in the private sector [15]. This system of
having different event horizons is based on the shift of logic created by politi-
cal cycles, which introduces the idea that the funds spent by politicians in their
countries depend on the short timeframe they are in power [16].

The sustainable evolution of an emergent economy can be framed into a
corporate model, bringing in here Schumpeter’s idea of an underlined benefit.
Schumpeter’s [17] corporate model gives better protection to a nation, region
or state union by lowering the necessity of an intervention in the economy
through government action. This model however emphasizes the importance
of maintaining the connection between market needs and the private sector.
This is particularly significant because the market is the place where demand
meets supply and if the private sector is directly connected to the market
then it can better satisfy the needs of the consumers that form the demand.
The result of this Schumpeterian logic is a linear cyclicality of demand, this
way the chances of technological under-utilization of production factors and
its results in the economy decrease [13]. We also should consider corporate
welfare as well as the social welfare of the entire nation but within limits that
do not harm total social welfare.

Links are created between the state and corporations if there are logical
transfers between decision paths used by the private sector that cross into
public administration. Connections defined by their capitalist structure that
result in growing economic performance must be maintained at a sustainable
level in order to prevent over-heating the economy [20].> Another idea from
Schumpeter could be considered here, the idea of ‘healthy’ economic growth

2Overheating the economy leads to faster pace production. This leads to an increased consumption of
resources in order to maintain the production cycle at a microeconomic level. At a macroeconomic level
the unemployment rate decreases and the overall standard of the economy improves. Contributing fac-
tors may include the overall output of an economy and a reduction in the rate of unemployment to lower
than the natural rate of unemployment. As a result, revenues to the government in the form of taxes are
increased in a way similar to the evolution of the Okun’s law [18]. Furthermore, if the economic output
is higher than the potential output of the economy then the economy enters a boom cycle and in the long
run this increases the chance of a ‘crash’ or a severe adjustment/correction to normal levels.
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of 2 % per year (according to the analysis done on the 1890-1940 period,
including here the unsustainable growth of 3.8 % per year pre-crisis—the
1890-1929 period?) [17].

Capitalism without democracy is not possible, so we need to bring to the
discussion the theory of the functionality of political democracy in ideal con-
ditions [19]. This theory underlines the idea that an ideal democracy is similar
to the system of free enterprise in a given market, stressing the ideological con-
vergence between democracy and capitalism. This vision is designed through
the idea of efficiency in ‘assuring functionality’ (corporate governance) of an
economic sector at a higher level than that which the state can offer through
government action or the political party through its doctrinal view [13]. The
exemplification refers to one sector and not to an entire economy because
according to the approach on competition in a democracy [19] we can draw
similarities between the connections with an economy and its sectors, in par-
allel with a corporation and the divisions that create it. This way the divided
purpose creates a better way to obtain the output based on specialized gover-
nance, which is done by individuals from the corporation (division directors,
department managers) and by individuals or work groups from the economic
sectors (ministry and state secretaries).

This perspective can be treated and moulded as an innovation brought to
the debate by the thesis of Albert Hirschmann in Rbetoric of Reaction [20],
in which he shows the problem of wealth creation in the 20th century: the
perversity thesis—the desired political, social and economic action creates a
backwards reaction against what was intended; the futility thesis—the social
transformation doesnt have any results (through political and economic
implementation); and the risk thesis—the proposed solution can cancel other
results and then the final cost would be too large for the implementation
of the solution [13]. These theses are taken into consideration because the
deliverable must be a realistic solution, feasible and also have the ability to be
implemented in the short term but with a long-term perspective. Innovation
is the core of economic vitality, which drives growth, creates jobs, builds
healthcare, provides employees with a purpose, regenerates organizations and
consolidates the consumer’s life span through the creating new products and
revolutionizing services [21].

Returning to the idea of economic growth and its connection with invest-
ment we could see general and abstract views. The abstract view is connected

3The sample created by Schumpeter was developed by observing the data offered by Western and Central
European countries, that is, countries that were economically affected by World War I and II, but were
booming in pre-war.
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to the microeconomic perspective and scaled for the general view or the mac-
roeconomic perspective. If we blend the microeconomic and macroeconomic
perspective we then observe companies competing against countries in the
field of economic growth, in their ability to create or absorb innovation and
in generating revenues. For example, in 2012 Switzerland was in compet-
ing with Apple as the nineteenth world’s largest economic entity. The Swiss
economy was producing a GDP of 545 billion USD and Apple had an aver-
age market valuation of 560 billion USD [22]. At the end of February 2015,
Apple was the biggest corporate financial entity in the world, with a mar-
ket capitalization of more than 755 billion USD (Bloomberg Professional
Service). This rapid expansion and growth is now competing with the likes of
Saudi Arabia’s GDD, estimated to be around 778 billion USD [23]. The wage
level and prices in developed and technologically advanced countries are at
a stage of accelerated growth. As a result, a transfer of jobs from developed
countries towards emerging markets has been occurring on a global scale.
Similar deployments are seen in the de-industrialization of developed coun-
tries versus the industrialization of emerging economies. Emerging economies
could create an advantage through the surplus in their commercial balance,
however, they are unable to evolve into a real global players until they fulfil all
the macro-positions (producer, exporter and consumer)*. This bidirectional
issue pressurizes the process of de-industrialization in developed countries,
especially in those that are members of OECD.

John Maynard Keynes developed the well-known macroeconomic formula for
macroeconomic output [24], this is known more commonly as GDP [22, 25]:

General Equations for Macroeconomic Output

Y=C+I+G+X (5.1)
X =exp—Imp (5.2)
C+Imp+S=l+exp+C > C+S-I=exp—Im (5.3)

where:
Y—Gross Domestic Product
C—Consumption

#China represents a paradigm, because although it represents a producer, consumer, exporter and
importer, it has struggled to become a global leader when it comes to Research and Development.
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G—Government Spending
X—Net Exports: (Exp—Exports; Imp— Imports)
S—Savings

[—Investment

The national surplus (S—I) must equal Net Exports if a developed country
imports from emerging countries whereas a commercial deficit will occur
when Exp-Imp is negative [22]. This import of goods is balanced by invest-
ment in emerging countries that occurs due to favourable savings rates in
developed countries. This allows investments to be made outside the country
of origin. S-I is positive because we have a positive output from S-I and a
negative Net Exports and we also know that these two macrocomponents
are equal [22]. Although reducing a deficit may seem like a way to promote
import constraints, the Aggregate Demand of the population stands as a reac-
tive force in using the deficit as a measure to dilute investments. After ana-
lyzing the macroeconomic technical framework’we can see that economic
growth represents an increase in capacity to produce goods and services from
one period to the next. A macrocomponent that accelerates growth is technol-
ogy and information technology and this accelerator is used as a principle in
the model we will discuss later in the chapter.

The societal values created in a company or in a ministry could lead to
the rejection of objective BI solutions and thus annul any government initia-
tives in the macroeconomic sector [26]. Macroeconomic policies are seen as
projects that are implemented with the help of BI supervision and evolve to
be successful through the convergence of many factors. The most important
factors are people, technical strategies and technology.

The created advantages of Bl software, with a bias towards strategy and
executive implementation, are based on offering added value to companies
situated in a changing economic environment.

Creating BI completely bespoke software for a company or a governmental
body could take years, political cycles or economic cycles, and the technologi-
cal evolution must be also considered. The main driver of BI software is the
immense volume of data that is analyzed to obtain efficient and direct solu-
tions, which consume minimum amounts of resources, effort and time. The
effort is linear during time and it is also the factor that increases the success
rate for implementing BI. This way it is also able to deliver in line with the
needs created in the twenty-first century, be it for a corporation or for any
form of government or governance.

> The technical framework represents how the economic aggregates function, how they influence global
economic growth and their relationship with consumption and investment/savings.
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BI software that is biased on variable forecasting like the IBM Cognos is
based not only on the quantitative result, but also on reaching the qualita-
tive side by implementing it in the community. Through these connections,
nationwide goals and corporate goals are reached, and a new complex BI sys-
tem is developed that also sustains excellence in its domain.

Furthermore, in shaping the idea of automation, excellence should be dis-
cussed as a standard, which could be developed in the long run as a macro-
picture that highlights the automation of responses. The responses received
from the system are given from the relation between technology and individu-
als that are filtered through institutional practices seen in both the public and
private sectors [26, 27].

Automation as a proposed solution represents the beginning when it comes
to automated corporate governance because it is based on principles for
reporting, analyzing, integrating work flow, visualization, and metric yielding
(scorecard). These principles work based on standardized processes for per-
formance management (financial analysis, planning, budgeting, forecasting)
[27], standardized processes for advanced analysis (predictive analysis, data
mining) and standardized processes for information management (data profil-
ing, data quality testing, data warehousing and data integration).

An automated transformational process along with technological development
could change not only the system’s evolution but also cohesion in the system’s
structure, which needs to be developed as a multi-dimensional strategy [28].

Automation represents a new ‘social process (i.e. social understood as a
process that the state follows to create social welfare and to raise the standard
of living for its inhabitants), which reduces the chance of creating returns for
the state. It could be seen as a function for minimizing profits and for giving
back to society, and for its members to increase their long-term living stan-
dards. Automation can also be used for proactive crisis management where
the results from a range of business models are filtered through BI software.

Successive recessions lead towards the replacement of labour with capital,
but the issue arises from the fact that economic growth is re-ignited each time
and economic output returns to its normal trend. However, the workflow or
labour quantity decreases, as a result certain jobs will become redundant.

Economists, starting from Joseph Schumpeter, followed the scientific
purpose of creating sustainable economic growth that could also be shifted
towards emergent markets. Furthermore, Robert Solow followed the idea and
proposed the theory of long-run growth [29] that gained momentum in the
early 1980s.° His theory was rapidly replaced by financial growth theories,

¢Robert Solow’s theory of economic growth includes the idea that growth is accelerated when capital is
preponderant in the economy. This is because the scalability of employees is lower and they can more
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which maintain the idea that our economy could be developed by follow-
ing the intangible side of the economy, such as financial derivatives or the
service side of the demand. The intangible evolutionary component repre-
sents the difference between traditional economics and modern economics.
Meanwhile, it also represents the acceleration towards the future, based on the
need to ride the innovation wave for positioning mankind on the enlightened
side of evolution. This side of evolution allows lowering losses and decreasing
the number of paths to follow that are developed at state, regional or union
level (e.g. infrastructure, recreating comparative advantages and creating com-
petitive poles).

3 Methodology for Creating the
Business-Automated Data Economy Model

The proposed Business-Automated Data Economy Model (BDM) is designed
to improve the efficiency of closed funds by developing an algorithm that
uses data from the US stock market. The secondary output is to use the same
algorithm as a model that is scaled to fit to solve issues regarding automated
decision making at a government level. All these solutions are filtered from
the BI perspective of software algorithms similar to those found in solutions
like the IBM Cognos.

Our proposed model helps capture large amounts of data in order to pro-
vide viable solutions for decision making particularly when simulating an
entire nation’s economy. It represents a new vantage point on the traditional
view of economic growth and the idea of developing a pseudo-economy that
replicates how a country functions. To achieve this, many companies that
capture and represent the broad economy are included. These companies
operate in many different sectors as classified by GICS sector classification
methodology.” In particular, companies used to create the BDM are listed on
NASDAQ OMX exchange.®

easily be replaced by technologies that evolve exponentially over time. This way the momentum increases
exponentially at the macroeconomic level as well. Solow was the pioneer behind the idea of growth
through capital accumulation by correlating the savings function with the investment behaviour of indi-
viduals. Reference to the GDP formula can be made from equation 5.1 in this chapter.

7'The Global Industry Classification Standard has classified the sectors as follows [30]: energy, materials,
industrials, consumer discretionary, consumer staples, health care, financials, information technology,
telecommunication services and udilities.

$NASDAQ OMX is the largest electronic equities exchange in the United States. The company owns
several stock exchange platforms worldwide. NASDAQ OMX Group also offers services that help com-
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BDM is developed by analyzing how the economy works from the entities
that form it, from the sectors that, through its business processes, develop to
form a nationwide economy. The companies that form the BDM also under-
line the difference between profit and welfare (the purpose of a company
versus the purpose of a government or state). Practically, the efficiency of
companies represents the backbone of the developed model and validates this
research.

To develop a country in a successful and functional manner you need to
surpass the unification processes, the national consciousness’ and the histori-
cal dependence that usually form a nation, and go further than the event
horizon. Macroeconomic performance shows in a relative way how economic
evolution is ignited in a country. However the quality and living standards are
also important details in the path of development.

When developing the proposed economic model, we initially evaluated
companies that were most appropriate for the economic model that were
most influential and representative of a modern nationwide economy. For this
to be possible we need to use a transparent and open market which also has
minimal transaction costs, both requirements being achieved by NASDAQ
OMX?". We used the advantages offered by NASDAQ OMX (as an opera-
tional platform) and Bloomberg Professional (as the service that provides ana-
lytical data relevant to our research to help us retrieve data in order to build
our model). Before all these could be used we needed to identify the main
sectors that form a functional economy. This had to be in line with the latest
trends of the twenty-first century, so we sliced the main macroeconomic sec-
tors into ten. Using the GICS classification [30] as a basis we modified some
sectors accordingly to provide a better fit for our model and because we needed
to reach the actual volatile status of a modern economy,'" for instance, the
Financials sector was divided into two sectors: financial and derivatives. The
Consumer Discretionary sector was renamed as the Cyclical Consumption
sector because of the faster rate of consumption—the goods and services that

panies with investor relations, market intelligence, board relationships and news dissemination. All of
which create transparency when it comes to investing in the companies listed on NASDAQ [31].

' We understand national consciousness to be the desire to unify a geo-political territory that has a popu-
lation that wants to speak the same language and have the same governing laws.

!The theory of transaction costs underlines the fact that when developing an economic model, a com-
pany or a business venture, the development or maintenance of the enterprise will have some operating
costs, also known as transaction costs [32]. When it comes to our model we needed those costs to be near
zero and the only transparent and open market with near zero costs is the NASDAQ OMX platform.
""“Volatile status of a modern economy’ as we understand it means the actual development of modern
economies, which have as the most important sector the Financial and the Derivatives sectors, because
they fuel all other sectors. These two sectors represent the blood stream for all other sectors and they need

to be highlighted accordingly.
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form this sector have a higher replacement rate. The Consumer Staples sector
was also modified to be the Non-Cyclical Consumption sector because of a
lower rate of consumption of those types of goods and services. The modi-
fied sectors are: Materials, Derivatives, Telecommunication Services, Cyclical
Consumption, Non-Cyclical Consumption, Energy, Industrials, Financial,
Information Technology and Utilities. The Financial and Derivatives form
the tertiary sector that is seen as the money flow side of an economy. The
aggregate demand is based on the evolution of the Telecommunication
Services, Cyclical Consumption, Non-Cyclical Consumption, Information
Technology, Energy and Utilities sectors. These sectors offer consumers end
products and services. Furthermore, they also enter the creation of aggregate
supply when they enter the production process providing intermediary goods
or services as is the case in the Materials and Industrials sectors. The compa-
nies used to form the model are traded on NASDAQ OMX and were selected
by using the investment service offered by Zacks Investment Management
(the Value Investor and Insider Trader solutions) [33, 34] thus, simulating
the services offered by all investment companies to corporate clients. The 58
companies that form the economic model are representative to emulate and
simulate a nationwide economy and its sectors, but are not representative of
the NASDAQ OMX platform, which includes more than 3000 companies.
The 58 companies were selected from a review of publicly available financial
performance data,'* by matching them with the previously mentioned sectors
and by analyzing their potential for growth.

One of the most important characteristics of the model is that the 58 com-
panies used in developing the model could be replaced with other companies
that have a similar market niche or sector and also have the potential to reach
the same value of the portfolio so that in the end the model will perform in a
similar manner." This exchangeability could be seen as a new path in validat-
ing private sector practices as a better approach in implementing projects by
the public sector or the government. In the long run there could be developed
a set of rules that could help policy makers in developing proactive macroeco-
nomic solutions that have as a final goal sustainable economic growth.

12This was the initial path followed when selecting the companies. The fact that these companies are from
different sectors and have different markets in which they trade creates diversification. This method of
selecting the companies also offers insight into the idea of autonomous systems that are created by using
a simple selection process. The idea of simulating an economy offers an optimal path for creating eco-
nomic growth by emulating real economies.

3The process of creating the model is transparent, simple, and offers a new tool to explain financial
growth instruments without the need to have components that are tested beforehand for them to be used
in the model; it applies to all similar components (replacing companies with others which have the same
activity domain and that the replaced financial value in the model is of a comparable value).
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The selection of the companies that form the model was based on a previ-
ous research conducted in 2011 [35]. This selection process is explained and
justified in more detail. The companies were selected by using the solution
utilized by investment companies like Zacks Investment Research [33, 34]
and Goldman Sachs [36]. The former uses both the Insider Trader solution
[34] and Value Investor [33] solution.'* These are tailored to the needs of
investors who have theoretical knowledge of the domain but require further
assistance with the practical aspects. Goldman Sachs Research [37] use the
Market Themes 2015 [36, 38].The selection was initially made in the August—
September 2011 timeframe using the solutions specified previously. The exe-
cution interval for the model was chosen based on the concept that the global
economy is in a continuous muddling through process'® and on considering
that the model’s execution is based on stock flow on a competitive market
especially created. The stock prices also include investors” optimism and the
fact that almost all chosen companies are listed in the USA on the NASDAQ
OMX platform. To underline the resulted growth obtained in two stagnating
markets (USA and European stock markets) with premises for a new reces-
sion, a growth of 20 % per year was needed for the model to be validated and
represent attractiveness as an investment fund with low to average risk [39],
and as a validation model for the intervention of corporate governance in state
governance for creating policies and implementing and executing economic
models. The rate of 20 % per year was established between the intersection of
investor’s attractiveness towards the model, the risk implied by the investment
and the volume of the investment.

The companies selected for building the pseudo-macroeconomic BDM are
shown in Table 5.1.

To rollover the basic model for validating corporate efficiency the timeframe
was chosen between 3 October 2011 and 2 April 2015. This period was selected
in order for the financial exercise because it was started from the speculative
component found on the stock market each October. October represents the
‘Earnings Season’ for the third quarter of the year and also the part where divi-
dends are created and declared to be paid in the following quarter, so this allows
market players to make a fast return on their investment by hunting annual
dividends offered to shareholders. During the model’s lifespan the global econ-

14Zacks Investment offers solutions like Insider Trader and Value Investor to help investors specify their
investments based on preferences, individual circumstances and tolerance for risk. This may be for long-
term investing, hedging or pure speculation.

Y Muddling through’ is a concept used by the Obama Administration in the 2008-2012 mandate for
explaining the inefliciency in obtaining sustained economic growth, although economic measures were
implemented.



Table 5.1 Companies that make up the BDM

Bloomberg
No. | Company Name ticker Profile'”
1 Schweitzer-Mauduit International SWM Premium paper
2. Paramount Gold and Silver Corp. PZG Rare metals mining
3 Goldcorp Inc GG Rare metals mining
4. First Majestic Silver Corp AG Silver mining
5. SPDR Gold Trust GLD ETF
6. Telefonica SA* TEF Telecom
7 Stamps.com STMP Delivery services
OpenTable OPEN Online Reservations
9. Google Inc. GOO0G Internet Search & SAAS
10. Watsco Wso AC technologies
11. | Town Sports International Holdings cLUB Fitness
12. | Steven Madden SHoO Footwear
13. Ross Stores ROST Discount Stores
14. | Nordstrom JWN Fashion Retailer
15. Men's Wearhouse MW Men's suits
Brands MFB Fashion & Retail
17. LuLulemonAthletica LULU Technical Fashion
Watson Pharmaceuticals WPl Pharmaceuticals
19. Techne i TECH Biof
20. On Assif ASGN HR ialized Solutions
21. Jazz Pharmaceuticals JAZZ Pharmaceuticals
Cross (A.T.) Company ATX Writing instruments
23. Western Refining WNR Refining
24, Sunoco Logistics Partners SXL 0il 360
25. | Patterson-UTI Energy PTEN Energy production
26. Exxon Mobil C i XOoM Energy ion & production)
27. | Alon USA Energy AU Petrol (production & distribution)
28. Templeton Russia Fund TRF Financial derivate
29. Tanger Factory Outlet Centers SKT REIT
30. Rayonier Inc. RYN Building materials
31. Plum Creek Timber Company PCL Wood industry
32. ion Financial Corp. TAXI Financial taxi business
33. | CME GroupInc CME Trading & Banking
34. Berkshire Hathaway (1/100) BRK/A Business Solutions
35. Bank of America C i BAC Banking & financial services
36. American Campus Communities Inc ACC REIT
Westinghouse Air Brake Technologies
37. C { WAB AC
38. | MasTec MTZ Building grounds
39. GSI Group GSIG Lasers & Electro-optical solutions
40. | GrupoAeroportuario del Sureste** ASR Aeroports
41, General Electric Company GE Technology & Financial Services
42. Embraer-Emp ileira de ica** ERJ Aviation 360
43. Colfax C ion CFX Pipelines
44. | Boeing Company BA Aviation
45. Bae Systems Plc.* BAESY Aerospace &Defense Systems
46. | 3M Company MMM Technology Company
Goldman Sachs Income Builder Fund A Shares GSBX Mutual funds
48. | Ultratech UTEK i
49. | Stratasys S5YS 3D printers
50. Microsoft Corporation MSFT T
51. | j2Global Jcom Cloud Computing & SAAS
52. International Business Machines Corporation 1BM Bl & Technical Innovation
53. | Intel Corporation INTC Microprocessors & chipsets
Enterprise Information
54. CAClI International CACI Technology
55. | Appleinc AAPL PCs & multimedia devices
56. ACl Worldwide ACIW Electronic Payments
57. | 3D Systems Corporation DDD 3D printers
58. American Water Works AWK Utilities - water works

1. The companies/funds that are highlighted were initially listed on the stock market,
however, they were bought and delisted to become private (for example: Open
Table, Maidenform Brands, Watson Pharmaceuticals and Cross (A.T.) Company, the
Goldman Sachs Income Builder Fund was also initially part of the model, but was
removed once the closed fund reached its maturity and was subsequently closed
by Goldman Sachs.)

2. Most companies are primarily listed on NASDAQ, the two exceptions from Latin
American are GrupoAeroportuario del Sureste and Embraer-EmpresaBrasileira de
Aeronautica, which are Mexican and Brazilian companies respectively. They do
however trade on the NASDAQ as ADRs. As a result, both companies were

(continued)
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omy went through multiple major events, which reached the social, economic
and humanitarian side of the global population, from the Arab Spring, Japan’s
earthquake and tsunami to reaching the upper limit of the national debt of the
USA. All these events destabilized the global economy and lowered expectations
and market forecasts, this way turning south the evolution of all companies
that are listed on any stock exchanges worldwide. The evolution of the Greek
situation starting with the beginning of 2015 also created external pressure on
European and US stock exchanges. To emphasize the model’s robustness, we
tested the model for a couple of years earlier than the aforementioned time-
frame and observed that BDM performs better than the stock market each
time, without any direct influence experienced by economic crisis.

To validate the model’s performance and not to consider it a ‘black swan’
exception [40], the model was circulated for three-and-a-half years and this
way it included expectations that were decreased all over the world [1].
Obtaining economic growth that gravitates around zero value sends a dis-
turbing message to all advanced economies. Reaching the debt limit for the
USA in 2013 and validating as a solution eliminating the debt ceiling on an
undefined period of time sent the world economy into an unrealistic boom-
ing period. The FED (Federal Reserve) through its Quantitative Easing (QE)
(1-3, and) and Operation Swap programmes and seconded by the European

Table 5.1 (continued)

<
<

included in our model because they are relevant for capturing all sides/sectors of a
simulated economy. These two companies have integrated the entire airline
services, including airports, personnel, luggage management, catering and
maintenance for airplanes and airports. The North American equivalent is not
available because US airlines are separated from airport management and all
other integrated components in airport services.

3. Other companies that are not primarily listed on the NASDAQ but are included in
our model include Telefonica and BAE Systems Plc. These two European companies
are situated in Madrid, Spain and London, England respectively. They were
selected as part of the model in place of their US equivalents, AT&T, Verizon and
T-Mobile. Although these two were possible candidates to be included in the
model they were deemed US centric and too interconnected with the evolution of
the US economy. A similar situation is seen in the selection of BAE Systems Plc
rather than Lockheed Martin Corp. or Halliburton Co. BAE Systems has contracts
with more than 50 countries worldwide while Lockheed Martin and Halliburton
mainly contract with the US Government.

4. With regards to Berkshire Hathaway, we diluted the value of the stock at 1 % of its
value because its entire value would tip the evolution of the model towards the
evolution of the Berkshire stock.

5. During the model’s life span Apple Inc. decreased the volume of shares available
on the stock market through a buyout operation (during April and May 2015), so
the actual value of the shares was diluted seven fold.
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Central Bank through the QE programme injected cheap money that ignited”
should be changed in “(1, 2 and 3) and Operation Swap programmes that was
seconded by the European Central Bank through the QE programme, they
injected cheap money that ignited consumption in developed economies. To
observe the efficiency of the QE programmes we can see the evolution in the
Tables 5.2 and 5.3 of some of the main stock markets worldwide and the evo-
lution of the output in advanced economies and emerging ones.

Compared with the evolution of economic growth from countries that are
in direct economic relation and represented through decreasing or increasing
economic growth, we also considered the evolution other main players in the
global economy, that is, the countries that represent the BRICK'® (Brazil,
Russian Federation, India, China and South Korea) group and other emerg-
ing countries like Mexico, Turkey and Romania [1]. The social implications
experienced in each powerful country as a result of globalization influences

Table 5.2 The evolution of strategic stock markets worldwide for the 2011-2015
timeframe

No. Returns for 1% Returns for 2™ Returns for 3" Returns for 4™
crt. Stock Market period (%) period (%) period (%) period (%)
1 | NASDAQ 10.31 28.10 56.63 109.22
2 | S&P 500 6.21 22.03 42.97 88.04
3 | DJIA 5.73 17.38 31.75 66.71
4 | FTSE100 6.00 6.15 17.63 38.20
5 | CAC40 19.60 22.03 48.62 73.37
6 | NIKKEI225 23.31 36.29 119.81 126.00
7 | DAX 30.14 38.68 63.81 122.58
8 | BE500 19.36 27.18 45.19 74.32
9 | Hang Seng 9.59 9.97 21.00 55.54
10 | STOXX50 19.60 27.31 49.06 73.75
Shanghai Shenzen
11 | CSI300 68.29 71.22 77.78 61.31
12 | BOVESPA Brasil -0.74 0.04 -10.30 4.59
13 | BOLSA Mexico -0.12 7.03 7.29 34.09
14 | KOSPI Korea 2.68 1.48 1.66 18.92
15 | Bucharest SE -1.76 17.78 48.94 67.48

The calculations are made highlighting the evolution for the actual situation (from 3
October 2011 to 2 April 2015).

The returns are segmented into 4 periods:

1st period: 2 April 2015-2 October 2014

2nd period: 2 April 2015-2 October 2013

3rd period: 2 April 2015-2 October 2012

4th period: 2 April 2015-2 October 2011

Source: Derived from Bloomberg Professional services data

16 Although the acronym is BRIC (Brazil, Russian Federation, India and China), because of the advance-
ment of South Korea it is considered that this country could enter in the select club of powerful emerging
economies
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Table 5.3 The evolution of developed countries, the BRICK group and a selection of
emergent countries that are in full process of catching up

GDP Growth | (%)
Country (GDP hierarchy) | 2011 2012 2013 | 2014 Evolution 2011 - 2014 | 2010 - 2014
Global 3.90 3.10 3.00 3.70 10.12 14.42
OECD 2.00 1.50 1.30 2.20 5.08 7.18
EU28 1.60 | -0.60 -0.40 0.80 -0.21 1.39
USA 1.80 2.80 1.90 2.60 7.48 9.41
China 9.30 7.70 7.70 7.40 24.58 36.16
Japan -0.50 1.40 1.50 1.20 4.16 3.64
Germany 3.40 0.90 0.50 1.90 3.33 6.84
France 2.00 0.00 0.30 0.90 1.20 3.23
Brazil 2.70 1.00 2.30 1.80 5.18 8.02
United Kingdom 1.10 0.30 1.70 3.20 5.27 6.43
Italy 0.60 | -2.40 -1.80 0.50 -3.68 -3.10
Russia 4.30 3.40 1.50 2.00 7.05 11.65
India 6.80 3.20 4.40 5.40 13.56 21.28
Mexico 3.90 3.70 1.20 3.00 8.09 12.31
South Korea 3.70 2.30 3.00 4.00 9.58 13.64
Indonesia 6.50 [ 6.30 5.80 5.70 18.88 26.60
Turkey 8.80 | 2.10 4.00 2.80 9.16 18.76
Romania 2.50 0.60 3.50 2.50 6.72 9.39

Source: Derived from data from the World Bank database [41] and the International
Monetary Fund’s database [23], June 2015

other remotely linked countries, a phenomenon that could likened to the
butterfly effect.

In Table 5.3 it can be seen that between 2011 and 2013 the global out-
put’s pace decreased from 3.90 % growth year on year to 3.00 % growth
year on year and increased for 2014 to 3.70 %, a similar pace being seen in
the OECD’s level, the EU28’s level and in the USA. For 2015 the increasing
trend of the economy is given by the results of the QE programmes ignited
in the USA by the FED. The FED, by creating money and injecting it into
the economy, artificially grew the economy by stimulating demand for goods,
services and stocks, and this way created more jobs in the economy. This came
with a long-term cost that is going to be experienced through increasing infla-
tion, a boom in the housing market and an increase in the volume of stocks
traded on stock exchanges worldwide.

4 Empirical Results of the Model

Here we present the performance of each of our constituent companies over
four specific time periods.
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The principles resulting from testing the BDM also form the basic algo-
rithm used to simulate or to emulate a nationwide economy (especially in the
case of emerging ones). Through the use of BI analysis and corporate gover-
nance practices the following are derived:

1. A financial biased outpur—if you develop a closed investment fund by
using the developed model you'll have a fund that will be rated by S&P
or Moody’s as Investment Grade because the companies that form the
model are mature on the US stock exchange and transparently traded
on NASDAQ OMX. They have also been analyzed by companies like
PriceWaterhouseCoopers, KPMG, Deloitte or Ernst & Young and have
been evaluated by one of the earlier mentioned rating agencies. They
are considered safe so are included in the Investment Grade. The mix
of companies presented in the model has large returns in this model so
this way they reach returns similar to those experienced from high-risk
investment funds (returns of more than 20 % a year) that are used by
risk-taking clients for large returns, but with a high chances of loss.

2. A macroeconomic biased output—in previous research it was discovered that
there is correlation between this created model and the procedures used by
a government to take its next steps toward their goal [27, 35]. Simulating
a national economy, as in the conception and development of this model,
shows there are certain governmental performance improvements that
occur between three and five years.

Table 5.4 shows the companies that made up the model and the model’s
evolution during the three-and-a-half years timeframe.

Table 5.4 shows that the results of the BDM as an arithmetic return is
81.44 %, which outperforms the average returns for the sample stock markets
listed in Table 5.5. The results correlate better with consumer expectations for
the year 2012 and they are in tune with the moments when economic inef-
ficiency surpassed economic logic (the year 2013 was a year full of counter
economic measures). For 2013 the model performed above average when com-
pared to the global stock markets, which yielded a rate of 56.21 %, while for
2014 the momentum of the model slowed and the global economy changed
course. This was in part due to Greece’s debt negotiations with European
lenders and the political instability that became apparent during their local
elections. Political differences also arose when the European Union held elec-
tions in 2014. The model does not include fees for trading on the NASDAQ
OMX or stamp duty for stocks that are primarily listed on the London Stock
Exchange (e.g. BAE Systems is also listed on NASDAQ). These charges were
not included because the main intention of the model was to simulate an



Table 5.4 BDM and its evolution

End Starting
No. | Company Name Ticker | Value | Interm.3 | R4.(%) | Interm.2 | R3.(%) | Interm.1 | R2.(%) | Value | R1.(%)
Schweitzer-Mauduit
1| International swwm_| as77 | 4014 | 1403 5947 | 2304 | 3245 | 4105| 2757 | 6601
Paramount Gold and Silver
2| com. P26 140 088 | 5909 130 7.69 259 | 4595 217 | 3548
3. | Goldcorp Inc 99 1885 2360 | 2013 2547 | 2599 | ase2| 5868 | 4536 | 5844
4 orp A6 549 784 | 2997 1158 | 5259 | 2286 | 7508 | 1490 | 6315
1152
5._| SPDR Gold Trust G0 8| me7a| 125 12706 | 927 | 17210 | 3302 | 16095 | 2838
6. | Telefonicasa TEF 1462 1500 | 318 1603 | 880 1353 806 | 1838 | 2046
7. | Stamps.com sTMP_ | 6604 3211 | 10567 4583 | 4420 | 2286 | 18889 | 1936 | 24112
OpenTable OPEN 0.00 000 0.00 000 0.00 000 0.00 0.00 0.00
530
9. | Googleinc. 6006 6| sm008 6.32 887.99 | 3986 | 75699 | 2945 | 49552 7.78
1252
10. | Watsco Wso 3 8735 | 4337 9401 | 3321 7692 | 6281 | s13:1| 14407
Town Sports International
11| Holdings s 675 625 800 1246 | 4583 1322 | 480 687 475
12. | Steven Madden sHoO | 3820 3221 | 1860 3593 632| 4387| 1292 2836 | 3470
13. | Ross Stores ROST | 5196 7581 | 3146 7400 | 2979 | 6595 | 2121| 3821 | 3599
14. | Nordstrom WN 9.9 6883 | 1617 5680 | 4077 | 5563 | 4374 | 4537 | 7624
15._| Men's Wearhouse MW 5268 | 4667 | 1288 3430 | 5359 | 3431 5354 | 2501 | 11064
Maidenform Brands MFB 0.00 000 0.00 000 000 000 0.00 0.00 0.00
1. ww | 6335 | 4236 | 4955 7446 | 1492 | 7635 | 1703 | aag0| 4141
wel 000 000 0.00 000 000 000 000 0.00 0.00
19. | Techne Corporation TECH | 9852 9364 521 8057 | 2228 | 7338 | 3426| 6529| 5090
20._| On Assignment ASGN__| 3869 2658 | 4556 3301| 1721 1995 | 9393 675 | 47319
16838
21 | sau i a2z 6| 15455 9.26 9028 | 8704 | 5876 | 18737 | 3735 | 35010
22. | Cross (A.T.) Company ATX 0.00 000 0.00 000 0.00 000 0.00 0.00 0.00
23._| Western Refining WNR | 4632 | 4204 | 1018 3050 | 5187 | 2658 | 7427 | 1180 | 29254
24._| sunoco Logistics Partners XL as3 |  a788 | 1326 6646 | 3751 | 4900 | 1520 | 2946 | 4097
25._| Patterson-UTI Energy PTEN | 19.37 3027 | 3601 2239 | 1349 | 1580 | 2250 | 1583 | 2236
26._| Exxon Mobil Corporation xom | 8430 9330 | 965 8608 | 207| o7 809 | 7115 | 1848
27. | Alon UsA Energy AU 1669 1449 | 1518 1026 | e267| 1395 | 1964 547 | 20512
28. | Templeton Russia Fund TR 1033 1239 | 1663 1479 | 3016 1555 | 3357 | 1406 | 2653
Tanger Factory Outlet
29. | centers SKT 3585 3295 8.80 33.08 837| 02| 1196| 2073| aa97
30._| Rayonier Inc. RYN 2645 3114 | 1506 5578 | 5258 | 4865 | 4563 | 3565 | 2581
31._| Plum Creek Timber Company | PCL 4341 3904 | 1119 4745 851 4294 109 | 3375 | 2862
32._| Medallion Financial Corp. TAX 1034 175 | 1200 1492 | 3070 | 197| 136 891 | 1605
33, | CME Group Inc ME | 9291 8042 | 1553 7397 | 2560 | 571 | 6269 | 4970 | 8694
2165
34._| Berkshire Hathaway (1/100) | BRK/A % 5 497 2624 | 133227 | 6250 | 1047.01 | 10678
35._| Bank of America Corporation | BAC 1554 1688 | 794 1053 893 | 7402 553 | 18101
‘American Campus
36._| Communities Inc AcC 336 3620 | 1948 3431 | 2638 | 4349 030 | 3615 | 1994
Westinghouse Air Brake
37._| Technologies Corporation waB | 9429 7791 | 2102 6343 | 4865 | 8138 | 1586 | 5015 | 8802
38. | MasTec Vird 1949 2960 | 3416 3054 | 3618 | 2055 516 | 1693 | 1512
39. | 65l Group GG | 1343 1160 | 1578 947 | w182 879 | 5279 727 | 8473
GrupoAeroportuario del 1411
40. | sureste ASR 1| wsal| 1270 11543 | 2225 | 8990 | 5696 | 4894 | 18833
41._| General Electric Company | GE 294 12| on 233 251| 2279 943 | 1469 | 6978
Embraer-EmpresaBrasileira
42. | de Aeronauti ER) 3129 3795 | 1755 3373 | 723 | 2622 | 1934 | 2067 | 2683
43._| Colfax Corporation X 4848 5700 | 1510 5766 | 1592 | 3612 | 3422 | 1907 | 15422
44._| Boeing Company BA 1492 | 12417 | 202 11784 | 2668 | 6953 | 11470 | 5825 | 15627
B
45._| Bae systems Plc BAESY | 3109 2947 550 2913 673 | 2160 | 4394| 1578 | 9702
1628
46._| 3M Company MVM o| 1367| 1740 11920 | 3658 | 9354 | 7404 | 7093 | 12952
Builder Fund A Shares GsBX 0.00 0.00 0.00 000 000 0.00 0.00 000 000
48, | Uttratech utek | 17.14 2280 | 2482 2997 | 428 3199 | 4642 | 1612 633
49. | stratasys ssvs | 5289 | 11505 | 5403 10350 | 4890 | 5655 647 | 1800 | 19383
50._| Microsoft Corporation MSFT_| 4029 4576 | 1195 3392 | 1878 | 2966 | 3584 | 2053 | 6425
51| j2 Global scom | 6720 | 5018 | 3392 5025 | 3373 | 3278 | 10500 | 2550 | 16353
International Business 1604
52._| Machines Corporation 1M 5| 18691 1416 18496 | 1325 | 20084 | 2354 | 17329 741
53._| Intel Corporation e | 3081 3352 808 2289 | 3463 | 2284 | 3489 | 2062 | 4942
sa. | cac i caa | 8833 7088 | 2462 6890 | 2820 | 5231| 6886 | 4681 8870
877.2
55. | Appleinc® AnPL 4| 69930 | 2585 487.97 | 7977 | 66129 | 3266 | 37457 | 13020
56._| ACI Worldwide Acw | 2148 | 1879 | 1432 5519 | 6108 | 4220 | 4910 | 2526 | 149
57._| 30 systems Corporation oop | 2745 | a3 | 3720 5522 | 5020 | 3a21| 1976 | 1350 | 10333
58. | American Water Works Awk | sao | 401 | 1433 4153 | 3217 | 368 | av08| 2007| 8753
6331
TOTAL/ WEIGHTED AVERAGE 48 | 598379 581 571467 | 1079 | sos823 | 2517 | 361689 | 7505
Normal Average 486 445 226 8144

The periods coincide with those highlighted in the previous table and offer support
for analyzing the evolution of the model in the same periods as main advanced and
emerging indicators at stock market level.

The starting value date is 3 October 2015 and the End value date is 2 April 2015, with
the following intermediates: 1. 2 October 2012; 2. 2 October 2013; 3. 2 October 2014.

The returns are segmented into four periods:

R.4.—A4th period: 2 April 2015-2 October 2014

R.3.—3rd period: 2 April 2015-2 October 2013

R.2.—2nd period: 2 April 2015-2 October 2012

R.1.—1st period: 2 April 2015-2 October 2011

(continued)
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Table 5.5 Main stock market indicators on developed and emergent markets

Starting
No. Stock Market Ticker End Value Interm.3 Interm.2 Interm.1 Value

1 NASDAQ CCMP 4886.937 4430.19 3815.02 3120.04 2335.83
2 S&P500 SPX 2066.96 1946.17 1693.87 1445.75 1099.23
3 DJIA INDU 17763.24 16801.05 15133.14 13482.36 10655.3
4  FTSE100 UKX 6833.46 6446.39 6437.5 5809.45 4944.44
5 CAC40 CAC 5074.14 4242.67 4158.16 3414.23 2926.83
6  NIKKEI225 NKY 19312.79 15661.99 14170.49 8786.05 8545.48
7 DAX DAX 11967.39 9195.68 8629.42 7305.86 5376.7
8 BE500 BE500 270.67 226.76 212.82 186.42 155.27
9 HangSeng HSCI 25275.64 23064.56 22984.48 20888.28 16250.27
10 STOXX50 SX5E 3715.27 3106.42 2918.31 2492.48 2138.24
11 Shanghai SHSZ300 4124.776  2450.99 2409.04 2320.16 2557.08
Shenzen
CSI300
12 BOVESPA IBOV 53123.02 53518.57 53100.18 59222.08 50791.53
Brasil
13 BOLSA MEXBOL 44202.94 44254.43 41300.66 41199.29 32966.23
Mexico
14 KOSPI Korea KOSPI 2029.07 1976.16 1999.47 1996.03 1706.19
15 Bucharest SE BET 7101.95 7228.82 6029.94 4768.31 4240.47
Total (in 207748.253 194550.85 184992.5 176436.79 146689.09
market
units)

The starting value date is 3 October 2015 and the End value date is 2 April 2015, with
the following intermediates: 1. 2 October 2012; 2. 2 October 2013; 3. 2 October 2014.

Source: Data derived from the NASDAQ OMX [45] stock exchange and trading
platform and Bloomberg Professional Service [46].

economy and we apply the theory of transaction costs [32] that helps us to
ignore scalable models’ fees from an analytical perspective.

Global stock market indices, which represent the major developed and
emergent economies, were analyzed over the same intervals, and the results
are shown in Table 5.5.

It can be observed from Table 5.5 that the calculated yields from the begin-
ning of the sample period to the end for each major global stock market index
(including emerging markets) produced an arithmetic return of 20.28 % at
the end of 2012, 26.11 % at the end of year 2 (2013), 32.63 % at the end of
the third year (2014) and 41.62 % at the beginning of April 2015.

Table 5.4 (continued)

<

The weighted average and normal average represent the returns for the entire
model and are in line with the returns for each company as R.1., R.2,, R.3. and R.4.

Source: Data derived from the NASDAQ OMX stock exchange and trading platform
and Bloomberg Professional Service.



144 B. Dumitru-Alexandru

Figure 5.1 shows the graphical designed metadata of all companies that
are components of the BDM, to which is also added to their average return
(weighted and arithmetic) that underlines the resulted performance by execu-
tive management from the private sector.

Figure 5.2 shows the graphical designed metadata of all stock market
indices relevant for comparison with the model’s results (the average at the
end). A comparison of Figs. 5.1 and 5.2 shows that the private sector is better
than governments at creating economic growth (because BDM’s growth is
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j2 Global
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Templeton Russia Fund

Alon USA Energy
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Fig. 5.1 The evolution of the components of the BDM. The scale is presented in
percentage points. Source: Data derived from Bloomberg Professional and

NASDAQ OMX—19 June 2015 [39].
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Fig. 5.2 The evolution of the main stock market indices that are relevant to be
compared with BDM. The scale is presented in percentage points. Source: Data
derived from Bloomberg Professional and NASDAQ OMX—19 June 2015.

higher than the average growth of the stock market indices used). The main
role of the model that is also the central concept of this research is: creating
and underlining the feasibility of automated decision making by using Big Data
analysis and qualitative validation through BI principles [42]. This follows the
sustainable feature presented through the production economy, the economy
based on information technology and the banking sector.

To better observe the sectors of the economy we return to the changes
made to the Global Industry Classification Standard developed by S&P in
1999 [30]. The Financials sector was divided into two sectors: Financial and
Derivatives. The Consumer Discretionary sector was renamed the Cyclical
Consumption sector because of the faster rate of consumption, the goods and
services that form this sector have a higher replacement rate. The Consumer
Staples sector was modified as the Non-Cyclical Consumption sector because
of a lower rate of consumption of those types of goods and services. When
selecting the companies that form the BDM we also tried to make a similar
distribution of revenues according to the performance of an actual nationwide
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economy (the graphical distribution is available in Figs. 5.3, 5.4 and 5.6). The
distribution we followed for the model’s sectors was briefly described by the
European Central Bank in its Economic Bulletins [43].

Table 5.6 shows the evolution of the absolute values of the model, which
are better explained as returns in Table 5.7. Cyclical evolutions for the model’s
maturity and for validating the model’s performance are underlined in Table

5.7 that follows:
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Fig. 5.3 BDM—sectorial evolution during 2011-2015
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Fig. 5.4 The BDM—starting value distribution
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Fig. 5.5 The BDM—annual distribution according to its performance (as 2
October 2012)
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Fig. 5.6 BDM—annual distribution according to its performance (as 2 October 2012)

Table 5.7 shows that from the beginning of the sample period some sec-
tors were negative. This highlights the fact that there was a poorly developed
global Aggregate Demand for creating or repairing infrastructure and real
estate between 2011 and 2014 with particular focus on the Materials sector
(it went from -20.54 % in 2012 to -30.92 % and -26.90 % in 2013 and
2014, before recovering at the beginning of 2015). The entire table provides
a better overview of the economy and an optimistic aggregate feeling because
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during the final stage of the model (2 October 20142 April 2015) all nega-
tive returns were lowered (the Derivatives sector went from —28.23 % with
a maximum of —=33.06 % to —2.73 % in April 2015). An issue is that all of
the sectors that seemed to be booming'” (Non-Cyclical Consumption, from
+179.80 % in 2012 to 11.39 % in April 2015, Industrials, from +119.24 % in
2012 t0 9.04 % in April 2015) were deflated to a relative growth level, which
means that the economy is poor on stimulating Aggregate Supply because the
anticipation is poor on meeting the forecasted outputs of Aggregate Demand.

The evolution of all sectors is presented in Fig. 5.3.

Figure 5.3 shows that some sectors are still in negative forecasted envi-
ronments (Materials, Derivatives and Telecommunication Services) while
others are deflated from their booming period to regular values (Financial,
Industrials and Non-Cyclical Consumption).

The initial framework that was developed into the model has the following
distribution:

By observation of Fig. 5.4 we can see that the value distribution is biased
towards the financial sector as primary stream. The model needs to high-
light the Information Technology sector as a model for building a strong path
when developing an economy.

Figure 5.5 shows that after the first year (2 October 2011-2 October 2012)
the model performs in perfect harmony, with only the Technology sector
developing at a faster pace.

Figure 5.6 shows that after the second year (2 October 2012-2 October 2013)
the model performs in perfect harmony, with only the Financial sector developing at
a faster pace and the Information Technology sector reducing its accelerated growth.

Figure 5.7 shows that the evolution of the model’s sectors is similar to the
momentum of the model and it develops growth harmonization when it comes
to maintaining the output of the BDM with a positive trend (no sectors are
considered to be peaking the model is designed to maintain an equilibrium).

Figure 5.8 shows the distribution structure of the sector’s performance. It can
be seen that growth is harmonized through the entire BDM and it is not biased
towards a sector boom, an element that is frequently seen in speculative models.
During the sample period (3 October 2011 to 2 April 2015) the Materials and
Derivatives sectors were hit by uncertainty with little interest in investing in the
long term. The Materials and Derivative sectors had negative outputs during
the model’s deployment. Meanwhile, sectors like Non-Cyclical Consumption
and Industrials grew in a range of between 119 % and 180 % over 42 months

"7In calculating the growth of an economy or of one of its sectors there are no theories or mathematical
models that underline a certain value above which identifies a booming period, however it is acknowl-
edged that when a certain sector or an entire economy is running at a pace well above the average or a
trend for more than one year then it can be considered to be booming.
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Fig. 5.7 BDM—annual distribution according to its performance (as 2 October
2014)
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date of the model—2 April 2015.
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(three-and-a-half years). This fact shows that real estate development and infra-
structure are the stars of the global economy and could result in increased rev-
enues for those who are already big players in those sectors.

Figure 5.9 highlights sector growth and the anomalies associated with the
hyper-acceleration of the Non-Cyclical Consumption and Industrials sectors.
Furthermore, from Fig. 5.6 and the more detailed figures presented earlier we
can see that in three-and-a-half years that the functionally developed economy
(country) evolved better than all economies worldwide (almost doubled in
volume). In its evolution of sectors, the model was situated in steady state
when it came to endogenous development.

A question is raised by the fact that the Information Technology sector grew
by 40 % (from 20 % to 28 %), while the economy doubled in volume. This fact
technically means it actually grew 2.8 times from the initial value of the sector
in just three years. The pace of the Information Technology sector represents an
anomaly because all other sectors grew around 10 % in three years when it comes
to volume (2.1 times in financial value) and this represents an ordinary pace.
Another anomaly is the decrease of the weighted value of the Telecommunication
Services sector as it decreased from 15 % to 9 % in total volume. Although the
Telecommunication Services sector grew by 20 % in size, it decreases compared
with the entire model, which doubled in size from its initial value.

Returns (2015-2011) Returns (2015-2014)
Returns (2015-2013) Returns (2015-2012)
Materials
200.00
Derivatives
150.00
100.00
TOTAL Telecommunication
50.00 Services
0.00

—

Utilities Cyclical
Consumption
Information Technology 0 Non-Cyclical

Consumption

Financial Energy

Industrials

Fig. 5.9 The harmonized distribution of economic sector growth in the BDM
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After reviewing the results of this model for a country economy it could be observed
that replacing state governance with corporate governance leads to economic growth,

which is almost 100 % higher [1]. This way, BDM is validating two new concepts:

* From the State Governance perspective we have the following fact: the
public sector—private sector relationship represents synergy if public
institutions are in a state of continuous optimization and re-shaping
through corporate governance. Furthermore, public institutions must
make transparent decisions and certainty, more accurate forecasting pro-
cess, because it also involves the private sector versus the public sector.

* From the Corporate Governance perspective we have the following sce-
nario: the public sector—private sector relationship represents the starting
point and by filtering it with the law of large numbers synergy occurs. This
accelerates performance towards its optimal level, which is an efficiency
experienced in large corporations.

If these ideas are transferred into the economic environment it will ease the
search for the true North and lead to linearity in economic foresight for devel-
oped and emerging economies [1]. Microeconomic constraints that reduce
seesaw-like evolution between Aggregate Demand and Aggregate Supply
could be encountered. As a result, an unsustainable overcharge of production
facilities could be faced and surpassing the maximum production level could
lead to inefficient technical yields, lower profits and the market equilibrium
shifted towards a loss-loss situation for consumers and producers.

5 Conclusions

The process of building the model and highlighting its feasibility over time
offers a new analytical approach towards the field of investment banking or
for sketching the broader image of state governance linked with policy mak-
ing for creating sustainable economic growth. The big picture represents the
idea of the information economy in the digital era and going from analo-
gous consumers (based on traditional experiences when it comes to satisfy-
ing their needs through demand that is met by supply in a certain given
space, be it a store, bank, generally known as the market place) towards
digitally filtered consumers (they are satisfied by solutions created in the
virtual market place, online or in augmented or virtual reality). The digital
advance and bias towards digitalization has as its main features: decreas-
ing production costs that imply policies similar to the ‘just-in-time’ stock
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management created by Toyota [47] in the 1970s; and in the long run rep-
resenting upscale lowering prices. As a result, the demand for Toyota’s goods
is targeted to match perfectly supply and demand and estimated in line
with consumer’s needs, the counterpart, the producer’s supply will have an
immediate response and this way the stocks of goods will be very close to
zero. All these results seen as the bigger picture form a great competitive
advantage: the optimization of consumer anticipation. At the microeconomic
level we have individual clients, such as large corporations for Business to
Business relationships and at macroeconomic level we deal with countries
that function like hyper-corporations. These must attract new investors,
such as other corporations and other states. The attractiveness is created
by an optimized labour force which involves individuals who accept offers
that others do not. For instance, advanced economies have jobs/occupations
which aren’t attractive to its residents. For instance, in agriculture many
European countries have jobs such as orange picking that aren’t well paid
so they employ people from Eastern Europe in order to do those jobs. The
same is happening with the utilities sector in the USA where gardening
and cleaning services, sewerage maintenance and other low-skilled jobs are
occupied by cheaper labour. When there are countries that could outsource
or export this type of low-skilled labour it means they have a modern com-
petitive advantage resulting from their level of development (i.e. Mexico,
Romania and Bulgaria are emerging markets). Although Spain, Italy and
Greece are going through extreme economic conditions because of their
national debt and unemployment rate, they still outsource jobs to poorer
countries. This path is also followed by corporations by outsourcing some
of their low-skilled jobs.

The BDM highlights some irregularities or black swan events especially
when it comes to the evaluation of its performance reviewed at a sectorial
level. At a microeconomic level, the irregularity is caused by the Financial
and Information Technology sectors due to overheating, leading to a faster
momentum in their development cycles and an increased need for more
resources to be consumed in the production cycle. At a macroeconomic level
the output of the economy increases with a rate above its potential, which
could backfire in the long run through the accumulation of the overproduc-
tion of goods and services. This process shifts the Aggregate Demand that is
also fuelled by printed money created through QE programmes and opera-
tions of swapping short-run maturity debts with long-run maturity debts. In
the long run the overheating of the Financial and Information Technology
sector leads to their failure to the point where demand isnt fuelled by macro-
economic financing schemes like QEs. Another sector that shows overheat-
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ing is the Utilities sector, not because they are more expensive, but because
social disparities, global warming and information asymmetry works against
the demand for utilities. The overheating of the Utilities sector is based on the
malfunction of the global economy by uneven development of social classes
and of countries worldwide. This issue leads to the need, by those who need
utilities in underdeveloped economies, to pay a premium. All these issues
represent a negative externality that increases the costs of living, especially
because those costs are formed largely from the prices for goods and services
used to satisfy basic needs.

The results show that the model (BDM) reacted and evolved according to
the initial suppositions and hence offers insight into the possibility of shift-
ing microeconomic solutions into the macroeconomic environment. This is
similar to shifting corporate governance practices into public administration
and policy making.

From the research we also observed issues that have a non-technical nature
and could be filtered out with the help of BI factors [27]. The research also
offers a solution to surpass the results developed by well-established political
cycles. Some of the possible issues that could arise are:

* Lack of a long-run strategy;

* Metrics for measuring the success of a created policy applied at macroeco-
nomic level are not clearly defined;

* Both political class and culture are interfering in setting a sustainable exec-
utive vision;

* Direct implementation and functional connections between properties of
SAAS (software as a service) or Bl technologies are non-existent;

¢ Solutions used at macroeconomic level are not connected and have low
coverage at extremely high costs, thus the efficiency of implemented solu-
tion cannot be identified.

The Digital Information economy aligns expected demand with supply,
which is created by small, medium or large companies, or by a state seen as a
company. The alignment of business strategy with economic or national strat-
egy results in the efficient execution of proposed goals. By testing different
models, we observed that all hypotheses were proven and the results obtained
converge towards the idea of decision automation (not understood as taking a
decision in an automatic manner through predetermined algorithms, but by
stimulating the idea of accessing only some paths to follow and flow proactiv-
ity in the work process).
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Decision automation represents a normal step in the circuit of knowledge

flow obtained from the quantic revolution and by treating information not as
a final good, but as an intermediary flow that could have a multitude of end-
ings. All of which are correlated with the user’s needs and/or wants.
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Part IV

Credit Risk and Analysis
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An Automated Literature Analysis on Data
Mining Applications to Credit Risk
Assessment

Sérgio Moro, Paulo Cortez, and Paulo Rita

1 Introduction

Financial crises are catalysts to an outstanding increase in research that
develops innovative techniques which attempt to anticipate financial crises.
This enables market participants to take preventative action and learn from
the past [1]. Therefore, research in financial credit risk has become one of the
most prominent and prolific subjects in recent years. In fact, the 2008 global
financial crisis arose due to a poor assessment of the risk associated with the
various ways through which banks have transferred credit risk in the financial
system [2]. This then spread worldwide highlighting global systemic risk.
Several studies have shown that there was a large increase in publications
related to credit risk after 2009 [3, 4]. There are numerous reasons for such an
event. First, the financial crisis sounded massive alarms that triggered research
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in two domains: bankruptcy detection for anticipating the impact of default-
ing and regulatory reporting for providing a tighter control of financial insti-
tutions. Large-scale regulatory projects potentially benefiting from advanced
machine learning techniques gained relevance in the post-crisis financial mar-
ket, such as the IRB (Internal Ratings-Based Approach) in Europe [5]. The
more rigid control on banks allowed for the detection of some severe fraud
situations, with the institutions being affected by a loss of trust [6]. Other
credit-risk related domains are credit scoring and research specifically on
credit cards. While these were widely studied subjects prior to the crisis the
global crisis has increased research on these topics. It also resulted in credit
institutions requiring a tighter control on individual loans.

Data mining (DM) is a concept that encompasses techniques and meth-
odologies for unveiling patterns of knowledge from raw data [7]. Typical
DM projects include data understanding and preparation followed by the
application of machine learning algorithms for finding interrelations between
data that can be translated into valuable knowledge. The previous steps may
involve data sampling and feature selection, depending on the data, and also
data quality operations to improve the value of information before it can be
used as input for subsequent steps. The later steps may include one of several
widely studied algorithms, such as decision trees, artificial neural networks and
support vector machines, or even an ensemble of a few different algorithms.

Real-world problems are often based on collected data from which a new
insight is needed for leveraging business. Such problems may be addressed
through a data-driven approach including DM. The credit risk domain typi-
cally involves an analysis of past history to understand which variables influence
behaviour of credit holders, making it an excellent subject for the application
of DM techniques. Being such an interesting applied field of research, a few
literature analysis and reviews were published recently on DM applications to
credit risk. Marques et al. [8] conducted a literature review by collecting 56
papers published from 2002 to 2012 on the application of evolutionary com-
puting to credit scoring. Their methodology consisted in a manual analysis
by dividing into sub-problems to which evolutionary computing techniques
have been applied: classification, variable selection, parameter optimization,
and other miscellaneous problems. The conclusions show that variable selec-
tion gets most of the attention regarding evolutionary techniques. Guerrero-
Baena et al. [9] evaluated literature in terms of the application of multi-criteria
decision-making techniques to corporate finance issues during the period
1980-2012. They used a total of 347 publications from the Scopus database.
The method used was a manual classification of every article and a descriptive
statistical analysis over that classification. The results presented by their study
show bankruptcy prediction and credit risk assessment as receiving 4.6 % and
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3.7 % of the attention. Nevertheless, that paper focused specifically on corpo-
rate finance, with capital budgeting receiving the most of the attention (64 %)
however, there exists a high number of publications on DM applications relat-
ing to individual credit risk and default (e.g. [10]).

Literature analyses can be conducted through automated methods that are
able to parse the relevant terms from each publication and then build logical
clusters of articles, providing a meaningful structure from which new insights
can be obtained. One of the most recent used methods includes Text Mining
(TM), as the work of Delen and Crossland [11] demonstrates. Furthermore,
the Latent Dirichlet allocation (LDA) algorithm may be used for organizing
the articles in logical topics [4]. It should be noted that such a procedure has
not yet been applied to credit risk assessment applications; it would be inter-
esting to understand if the insights achieved from this procedure identifying
potential research areas.

This study presents an automated literature analysis over a significant set
of articles that focus on DM applications to credit risk assessment. The main

highlights are:

¢ Collecting the 100 most relevant articles on credit risk using DM, accord-
ing to Google Scholar relevance criteria.

¢ Using articles” keywords for building a lexical dictionary of relevant terms,
followed by the application of TM for understanding the subjects that are
deserving of the most attention.

* Applying an LDA algorithm for building a logical classification of articles,
identifiable by the terms that characterize each of the topics.

The next section elucidates the materials and methods used for the experi-
ments, whereas Sect. 3 analyzes the results achieved. Finally, Sect. 4 completes
the chapter with conclusions and final remarks.

2 Materials and Methods
Search Criteria

Several academic search engines currently available are widely known to the
scientific community, such as Google Scholar (GS), Web of Science (WoS) and
Scopus [12]. GS is a free service that uses web crawlers for retrieving scholarly
publications from several sources available on the Internet, while WoS and
Scopus are indexing systems for specifically selected sources. Recent articles on
this theme have shown that GS has progressively improved and is at a mature
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stage that enables it to compete with the more traditional source-enclosed
indexing services [12, 13]. Furthermore, GS, according to its website, pro-
vides by default search results ordered by relevance, measuring it not only by
the number of citations but also considering the full text of each source as well
as the source’s author and the publication in which the source appeared. The
use of the GS ranking to obtain a certain number of the most relevant articles
has been used in several relevant reviews, such as Hall [14] and Tabuenca et al.
[15]. Therefore, for the present analysis, GS was the chosen search engine for
selecting the most relevant articles on DM applications to credit risk.

The search query included every publication that contained both ‘credit risk’
and ‘data mining’ within the 2010-2014 timeframe, with both the ‘include
patents’ and ‘include citations’ unchecked, and leaving the default option of
‘sort by relevance’ for allowing the most relevant hits to be presented as the top
pages. Also, it should be stressed that only English language journals were con-
sidered because English is the major research dissemination language, although
this left a large number of publications out of the study [16]. Additionally, the
proposed automated approach would not be viable considering the need to
fully translate each article to a common language and the fact that most human
languages have an intrinsic subjectivity; a direct word to word translation does
not usually encompass this subjectivity [17]. The search was executed on 16
May 2015, resulting in 2970 hits. Then, articles began to be collected starting
at the top of the first page, benefiting from the sort by relevance of GS. It should
be noted that only journal and conference articles were included—books, book
chapters, presentations and other sorts of material were excluded. From 16-18
May 2015 articles were collected one by one, and each one of them was evalu-
ated to validate if it matched the subjects in analysis— only those that matched
were included. This process stopped when the number of valid articles required
for the study reached 100. To achieve that figure 116 articles—16 of those,
most of them in the latter pages of the search results list were not relevant for
the present analysis and were excluded. Hence, above a certain threshold of
articles it became less probable that relevant articles would be found. Therefore,
the subsequent steps of this literature analysis were performed on the 100 most
relevant articles in DM applications to credit risk, according to GS.

Text Mining

TM allows extracting knowledge from unstructured data, for example, a collec-
tion of texts [18]. Therefore, it can be useful in the process of analyzing a large
number of literature publications, providing an automated mean of summariz-
ing the article contents. Previous works followed two distinct approaches: by
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extracting all the lexical words, excluding only the more common words such
as pronouns [11]; or by using specific dictionaries of terms composed of one
or more words [19] defined by experts in the studied subjects [4]. The current
work followed the latter approach, with a significant enhancement: instead
of asking the assistance of experts to define an unguided dictionary, all the
keywords for the 100 articles were collected, resulting in a list with 466 words.
Then all duplicates were removed, and similar words in different formats (i.e.
singular versus plural) were also reduced to a single word. Also, common or
too generic terms such as ‘banking’ or ‘data mining’ were removed. This lit-
erature analysis focussed on specific DM methods and techniques applied to a
subset of problems within credit risk and as such these words were considered
to be too general. Finally, the dictionary of equivalent terms was built with the
remaining 111 terms, as displayed in Table 6.1 (similar terms in different for-
mats such as singular versus plural are not shown, for simplification purposes).

Table 6.1 is divided in two areas: the first for the specific DM methods,
and the second for sub-problems within credit risk. Also, abbreviations were
included when these do not have a meaning in the English language (to avoid
a mismatch) and because they were frequently used in the articles. It should
be emphasized that the procedure of using articles” keywords is less prone to
the subjectivity associated with human experts’” definition of relevant terms.

For the experiments, the R statistical environment was adopted because
it has the advantage of being open source with the support of a large com-
munity, which provides a vast number of packages in a wide range of applica-
tions. Moreover, the ‘tm’” package was chosen for the TM functions, and the
‘word cloud’ package for generating visually appealing word clouds, with a
few other packages also included for supporting auxiliary functions.

Using the dictionary and the R packages, the procedure adopted can be
summarized as follows:

Create a corpus of documents (i.e. articles).
. Remove extra spaces and convert all words into lower case for simplifying
term matching.
3. Apply a transformation to convert every equivalent term in the dictionary
into a unique term.
4. Build the document term matrix.

N —

The document term matrix is a bi-dimensional matrix that counts the fre-
quency that each term (in columns) occurs in each of the documents (in
rows). Such structure is of paramount relevance for TM because it is the basic
input for constructing easy to interpret structures such as a table of frequen-
cies and a word cloud.
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Table 6.1 Dictionary of terms (in lower case)

Term

Equivalents

Data mining methods and techniques

ANFIS

Bagging

Bayesian

Case-based
reasoning

Clustering

Data quality

Decision support
system

Decision tree

Discriminant analysis

Ensemble

Feature selection

Genetic algorithm

Hybrid

Logistic regression

Multiple criteria

Neural network

Particle swarm

Rough set

Sampling

Support vector
machine

Adaptive neuro-fuzzy inference system, adaptive network-

based fuzzy inference system
bootstrap aggregating

CBR

Self-organizing map, k-nearest neighbour
Information quality
DSS, expert systems

DT, random forest, rotation forest, chaid
CPDA, LPDA

Filtering, variable selection

GA

bayesian ensemble hybrid particle swarm credit card
LR

MCDM

NN, ANN, multilayer perceptrons

Set theory, fuzzy sets
Sample selection, random subspace
SVM

Credit risk sub-problems

Bankruptcy
Credit card
Fraud
Regulatory
Scoring

Insolvency, default detection, early warning, financial distress

Money laundering
Loss given default, probability of default, IRB, basel
Credit risk classification, rating

Topics of Articles

A simple TM consisting in word counting and displaying summarized infor-
mation about the contents of documents may be interesting on its own for
providing some insights. However, it is more informative to build a body of
knowledge using clustering DM techniques for unveiling previously unknown
trends that may enrich understanding on a given subject. The main goal is to
group articles in logical clusters, which may be characterized by some com-
mon denominators. For this task, the LDA algorithm was adopted for both
its simplicity and effectiveness given the large number of publications. This
technique provided interesting results [20].
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LDA is the most popular topic-analysis method, with applications in a wide
range of domains. It produces a weighted list of topics for every document in
a collection dependent on the properties of the whole [20]. The number of
topics is a needed input for LDA. Following similar approaches [4, 11], this
value was set to half of the terms considered. Each word w; has a probability
of matching a given topic z given by Equation 1.

B,=p(w,=1lz;=1); (1— distribution) (6.1)

Thus the LDA computes a bi-dimensional probability matrix p of # topics
versus V different words. Therefore p provides a simple metric for measuring
the relation of each term to a given topic. A value closer to zero indicates a
stronger relation to that topic [21]. For the experiments presented next sec-
tion, the R package ‘topicmodels” was adopted, since it can be fed directly
with the document term matrix produced from the ‘tm’ package, thus facili-
tating the procedure.

The LDA output is a tri-dimensional matrix encompassing terms, docu-
ments and topics built by the algorithm. Thus, for every topic it is possible to
obtain a measure of its relationship to one of the dictionary terms through the
B distribution. Also, for every document it is possible to identify which topic
it best fits. Considering the 25 reduced terms defined in Table 6.1, the 100
articles, and the 13 topics, gives a structure containing 32,500 values. Since
the goal is to analyze the groups of articles represented by the topics and its
characterization and more specifically different DM approaches to credit risk
problems, for each topic only the most relevant credit risk problem and the
most relevant DM method (as measured by the p distribution) are scrutinized.

Proposed Approach

This section describes the whole approach undertaken and draws on the pro-
cedures described in Sects. 2.2 and 2.3, this approach is illustrated in Fig. 6.1.

The input is the set of articles collected through the methods explained in
Sect. 2.1. From each article, the title, abstract, keywords and body text are
retained, discarding images and also the references section, the latter to avoid
the inclusion of terms that appear only in the titles of each reference. These
articles constitute the corpus of documents used for the TM procedures. The
TM procedure then takes place over the corpus by preparing and analyzing the
contents of each document. A code excerpt presented next illustrates such steps:
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frequency  cloud topics
Fig. 6.1 Proposed approach
articles <- Corpus (DirSource (path), readerControl = list (language

= ‘en’))

articles <- tm map(articles, content transformer (stripWhitespace))
# remove extra space

articles <- tm map(articles, content transformer (tolower)) # lower
case

equivTerms <- stemFromFileLoad(‘equivalent.txt’)

reducedDictionary <- as.vector (intersect (unique (equivTerms([[1]]),
dictionary))

articles <- tm map (articles, content transformer (function (x)
stemFromFile (doc=x, equivTerms=equivTerms)))

phraseTokenizer <- function(x) RWeka::NGramTokenizer (x, Weka
control (min = 1, max = 6))

dtm <- DocumentTermMatrix (articles, control = list(
tokenize = phraseTokenizer,
dictionary = reducedDictionary))
dtmMatrix <- as.matrix (dtm)
v <- sort(colSums (dtmMatrix),decreasing = TRUE)
d <- data.frame (word = names(v), freqg = v) # term frequency list

wordcloud (d$word,d$freq) # generate the word cloud
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First, the corpus of documents is read from the file system. Then, extra
spaces are removed and all contents are converted to lower case, to allow for
a direct comparison. Next, stemming occurs for finding all relevant keywords
(the right-hand column of Table 6.1) and transforming them to the corre-
sponding reduced terms (the left-hand column from Table 6.1), in replace-
ment of their equivalents. The document term matrix is built on the analysis
of the documents and retaining the ones existing in the reduced dictionary.
Furthermore, it should be noted that a tokenizer is used for finding the rel-
evant terms considering each of them may be constituted of one to six words
(e.g. ‘adaptive network-based fuzzy inference systemr’). Finally, besides the
document term matrix, used as an input for the LDA, the other two direct
outputs are the term frequency list and the word cloud.

The execution of the LDA model is very simple using the ‘topicmodels’
package, by simply invoking the LDA function with both the document term
matrix (dtm) and the number of topics to be modelled in the two parameters.
Then the relation to each term is collected, as well as the most relevant topic
in which each article is fitted initially (see code below).

lda <- LDA(dtm, 13)
terms <- terms(lda, length (reducedDictionary))
topics <- topics(lda,l)

The resulting approach is relatively straightforward, allowing it to be
applied to other numerous contexts involving text analysis (e.g. analysis of
online news).

3 Results and Analysis
Articles

In this section, the articles selected are summarized in three categories:
publication names (Table 6.2), publication types (Table 6.3) and publish-
ers (Table 6.4). For Tables 6.2 and 6.4 the publication names/publishers
that contribute with just one article are not presented, for page space opti-
mization purposes only. Notably, Elsevier’s Expert Systems with Applications
journal contributed with 33 articles, helping to consolidate Elsevier’s dom-
inant position, with 62 articles. In fact, from the publications contributing
more than one article (Table 6.2), only the International Journal of Neural
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Table 6.2 Journals contain-
ing the articles

Publication name Number of articles

Expert Systems with Applications 33

Applied Soft Computing 6
Decision Support Systems 4
European Journal of Operational 3
Research
Knowledge-Based Systems 2
Procedia Computer Science 2
International Journal of Neural 2
Systems
International Journal of 2
Forecasting
Information Sciences 2
Table 6.3 Publication types Publication type Number of articles
for the articles
Journal 92
Conference 8
Table 6.4 Publisher names Publisher name Number of articles
for the articles -
Elsevier 62
IEEE 7
Springer 5
Wiley 3
AIRCC 2
World Scientific 2

Systems is not published by Elsevier. It should also be noted that from
Table 6.2, most of the journals are strongly technology related, with the
exception of the International Journal of Forecasting and the European
Journal tof Operational Research that are more management related,
although also both encourage contributions benefiting from technology
approaches. Finally, Table 6.2 includes only journals, emphasizing the
result from Table 6.3, which shows that 92 articles from the 100 are pub-
lished in journals. Hence, GS relevance order appears to favour journals.

Text Mining

Following the experiments on the articles” contents with TM, the frequency
of the relevant terms defined in the dictionary is show on Tables 6.5 and 6.6.
On the left, the results for credit risk problems are presented. It is shown that
credit scoring accounts for more than half of the credit risk problems being
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Table 6.5 Frequency of

e Term # %
terms for credit risk -
Scoring 2082 57.0
Bankruptcy 710 19.4
Credit card 394 10.8
Regulatory 339 9.3
Fraud 129 3.5
Total 3654 100.0
Table 6.6 Frequency of Term # %
terms for DM
Neural network 1834 18.7
Support vector machine 1397 14.2
Decision tree 1182 121
Ensemble 920 9.4
Logistic regression 675 6.9
Hybrid 616 6.3
Clustering 604 6.2
Sampling 522 5.3
Genetic algorithm 385 3.9
Feature selection 371 3.8
Bagging 302 3.1
Discriminant analysis 252 2.6
Multiple criteria 206 2.1
Rough set 130 1.3
Bayesian 108 1.1
Anfis 80 0.8
Decision support system 76 0.8
Data quality 72 0.7
Case-based reasoning 55 0.6
Particle swarm 17 0.2
Total 9804 100.0

All the values shown were rounded to the first decimal.

addressed by DM methods for the selected set of 100 most relevant articles.
Next appears bankruptcy, a subject that has been largely debated due to the
impact of the financial crisis. Credit cards still receive a lot of attention, even
though it is a subject that has also been widely studied prior to the crisis [22].
Regulatory projects including DM get almost 10 % of the attention, being one
of the subjects highly boosted by the crisis [23]. Finally, fraud is the least stud-
ied from the subjects in analysis, with 3.5 %. Nevertheless, it can be argued
that the improvement in credit scoring evaluation tends to reduce fraud [24].

In Table 6.6, results are shown for the frequency of DM terms. Neural
networks are advanced machine learning techniques that try to mimic human
brain action using artificial neurons for apprehending non-linear relations
between input variables [25]. This technique has been largely studied in the
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Fig. 6.2 Word cloud

literature [26], with good modelling results, therefore, it is a good candidate
for enhancing solutions for credit risk problems, appearing at the top of our
list, with almost 19 % of the total occurrences. A support vector machine is
the second most mentioned DM method. This modelling technique emerged
in the 1990s [27] and became one of the most complex and successful among
those in the machine learning domain. The traditional decision trees stand
the test of time, in third place, when considering the 2010-2014 timeframe.
In fourth comes ensemble modelling, in which a few different techniques
are combined for obtaining a better result than any of the isolated methods.
Several other modelling techniques are included in the list. Also methods for
selecting the appropriate records (e.g., sampling and feature selection) have
been studied for improving credit risk assessment. Surprisingly, data quality, a
key issue for large DM projects, particularly in the regulatory domain [28], is
still weakly associated with credit risk. This is an interesting gap for researchers
to fill. Figure 6.2 complements Tables 6.5 and 6.6 by visually displaying the
differences between terms in the dictionary thus enhancing understanding.

Topics of Articles

As stated in Sect. 2.3, the result of LDA is a set of topics grouping articles
logically according to the frequency of each term in the dictionary. Table 6.7
summarizes the findings under 13 topics, showing the number of articles as
well as the most relevant credit risk domain and DM method in each topic.
Also for exemplification purposes, one article was selected from each topic.
By looking at Table 6.7 it is easy to see that scoring is receiving the most
attention, with more than half of the articles (53 out of 100) and six topics.
Nevertheless, according to the f values, for three of the topics (totalling 22
articles) with f greater than four, it is a weak relation, even though scoring is
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Table 6.7 Topics of articles

Credit risk DM method
#  Term B Term B Example
19 Scoring 0.23 Logistic regression 2.25 Yap et al. [29]
12 Scoring 4.64 Neural network 0.23 Khashman [26]
7 Scoring 5.44 Decision tree 0.08 Mandala et al. [30]
6  Scoring 3.75 Hybrid 0.59 Tsai and Chen [31]
6 Scoring 2.77 Feature selection 0.59 Marinaki et al. [32]
3 Scoring 455 Sampling 0.42 Zhou et al. [33]
53 Total scoring articles
10 Bankruptcy 5.81 Ensemble 0.18 Verikas et al. [34]
5 Bankruptcy 0.28 Clustering 2.19 De Andrés et al. [35]
4 Bankruptcy 488 Geneticalgorithm 0.30 Oreski and Oreski [10]
19 Total bankruptcy
articles
9 Fraud 1.94 Clustering 1.00 Wu et al. [36]
8 Fraud 5.79 Support vector 0.03 Hens and Tiwari [37]
machine
17 Total fraud articles
Credit card 0.26  Neural network 3.37 Chen and Huang [38]
5  Regulatory 0.26 Data quality 2.22  Moges et al. [28]

the credit risk problem more closely related to those topics. Such findings reveal
that those three topics are more closely related with DM techniques exploration
than with benefiting credit risk scoring. In fact, both the examples selected for
two of those topics confirm this hypothesis: Khashman’s [26] work focused
on different neural models and learning schemes, while Zhou et al. [33] used
the nearest sub-space method for improving classification, which is a technique
based on training samples’ selection. The two papers are highly technology
related. The exception is the example chosen for Mandala et al. [21] which tries
to improve credit risk scoring in a local context through decision trees. Still
analyzing scoring topics, it is also interesting to note that the topic that includes
most of the articles (19) is related to logistic regression, which is one of the most
basic techniques. Perhaps this is another indicator that there is still room for
research in advanced DM techniques that can translate to a direct improvement
in credit scoring.

Bankruptcy is the second most mentioned credit risk problem, including
19 articles and three topics. Again in an almost repeat of what was observed
for scoring, the two topics mostly related with the advanced DM methods
are ensemble modelling (combination of a few techniques for improving the
isolated techniques’ results) and genetic algorithms are barely related to bank-
ruptcy, with f values of 5.81 and 4.88, respectively. Such findings reinforce
the suspicion that DM research is still failing to explicitly focus on the bene-
fits for bankruptcy, as occurred with scoring. On the other hand, bankruptcy
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is strongly associated with clustering with five articles, which provides a mean
for grouping enterprises in terms of bankruptcy risk.

Fraud also receives some attention, with 17 articles, being more related
to clustering for the same reasons as bankruptcy, than with a support vector
machine, which is very weakly associated with fraud. Such result contrasts
with Table 6.5 and may be justified by a higher concentration of credit fraud
issues in a smaller number of articles. The remaining two topics show two
median relations: between credit cards and neural networks; and between reg-
ulatory issues and data quality. The former topic shows through its example
[38] a more mature trend of research where advanced neural networks are
applied toward a solution for a real credit risk problem. As stated previously,
such a trend has been widely studied prior to the crisis [22]. The latter topic
emphasizes a real problem that emerged particularly after the crisis, given
governmental pressures to audit financial assets and liabilities: financial insti-
tutions are posed with a huge problem of reorganizing management informa-
tion systems to improve data quality in order to respond to an increasingly
large number of regulatory reports. In fact, the demand for highly detailed
reports has emphasized a growing pressure over financial institutions and jus-
tifies the significant relation found between data quality and regulatory issues
(P values of 2.22 and 0.26, respectively).

4 Conclusions

Credit risk poses several interesting problems where solutions can benefit
directly from DM approaches. Some of the most widely studied problems
include credit scoring, bankruptcy, credit fraud, credit cards and regulatory
issues. The 2008 global financial crisis proved that previous solutions were
not adequate to predict credit risk on a global scale, although specialized DM
approaches to problems such as credit cards provided an already effective
method. Particularly, bankruptcy and regulatory issues have received signifi-
cant analytic attention in the 2010-2014 post-crisis period.

This chapter presents an automated literature analysis approach to credit
risk problems being addressed by DM methods. The automation included the
usage of TM for analyzing contents and the LDA for organizing the identified
articles into topics. Of the relevant articles 100, including both ‘credit risk’
and ‘data mining’, were selected for analysis, according to Google Scholar’s
relevance criterion.

Credit scoring is by far the most mentioned credit risk problem, followed
by bankruptcy and fraud. The most cited DM techniques include neural



6 An Automated Literature Analysis on Data Mining Applications... 175

networks and support vector machines, which are two advanced methods,
showing that these can be directly applied to credit risk problems. Ensembles
that try to bring the best features of a few established techniques by combin-
ing their results are also figure largely in credit risk problems.

By analyzing the topics built on the LDA algorithm, one of the major con-
clusions is that research on the most advanced and recent DM methods and
techniques such as support vector machines and ensembles is more focused on
a fine tuning of those techniques than in assessing real benefits for credit risk.
More work needs to be done to take advantage of those techniques in relation
to real-world credit risk applications, thus providing an interesting research
opportunity. Another finding is that regulatory issues demand research in data
quality. Such a trend is directly related to the huge increase, in the post-crisis
period, of highly detailed regulatory reports that sustain more frequent audit-
ing processes for the financial institutions.

The full approach undertaken can, potentially, be applied to any kind of
literature analysis. In fact, it can also be used for analyzing other collections of
texts such as comments within a website. Furthermore, the approach is both
flexible and extensible: a full English word analysis may be used instead of a
specific dictionary, and other clustering or topic analysis may also be applied.
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Intelligent Credit Risk Decision Support:
Architecture and Implementations

Paulius Danenas and Gintautas Garsva

1 Introduction

The expansion of loan portfolios and the potential to offer new financial prod-
ucts to customers are among the main objectives of financial institutions. Precise
quantitative analysis and scoring are some of the approaches they take to achieve
these goals. In particular, the accuracy in credit scoring must be ensured in order
to minimize losses, while at the same time optimizing loan portfolio perfor-
mance by quantifying risk of different loans and instruments. For such goals to
be achieved, a considerable amount of research has been performed to develop
new techniques and enhance existing ones while predominately focusing on
classification and forecasting as part of statistical learning. The financial sector
is specifically interested in recent developments and applications of novel tech-
niques in the area of artificial intelligence (Al) and in particular machine learn-
ing (ML). Various applications of Al have provided examples of their superiority
over traditional statistical and mathematical techniques. For the most part, Al
overcomes many of the limitations associated with these older and more rigid
methodologies while presenting analysts with new challenges. Recent research
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has also shown that Al is capable of driving the most complex and computation-
ally demanding decision processes. This has led to the development of numer-
ous models to evaluate credit risk and has also attracted a lot of attention from
both academic researchers and financial analysts in financial institutions.

The rest of the chapter is structured to provide an informative analysis of Al and
its application to the area of credit risk. Section 2 describes the main Al techniques
applied to decision support in credit risk evaluation. Due to the large number of
existing techniques, it is limited to the description of three core techniques that
we consider to be current and relevant. Section 3 covers recent developments in
decision support systems (DSS) applications relevant to credit risk. DSS provides
high-level sophisticated, automated and uniform decision making at different lev-
els, which simplifies and improves management tasks, as well as reduces costs of
providing existing services. This section reviews the taxonomies of DSS structures
at both architectural and decision support levels, identifies their future trends and
components, which must be developed to support their functionality. A consider-
able amount of attention is also given to the requirements for the development of
such systems. In addition, Section 3 describes a recent framework for developing
a novel DSS based on Al techniques and financial data exchange standards that
support real time development and an update of credit risk models.

2 Literature Review

In this section three relevant Al (particularly ML) techniques, often applied
to develop credit risk evaluation models, mainly artificial neural networks
(ANN), support vector machines (SVM) and decision trees, are reviewed,
with particular focus on classification. While Sections 2.1 and 2.2 present
core concepts of these techniques and ML techniques overall, Section 2.3
describes credit risk problems, which can be solved using these techniques,
together with examples of related research.

Machine Learning Techniques

The machine learning paradigm is one of the sub-paradigms in the field of
Al targeted at computational imitation of human reasoning and behaviour.
Computational intelligence principles can also be carried out to explain and
simulate the behaviour of different living species or their groups, applying their
rationale to produce optimal solutions. Generically it can be described as a
process with an objective of learning from examples and obtaining the most
generalizing structure, using various operators to produce the best predicted
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results for the output of any given generator. This is performed by mapping
input vectors x to output vectors y, using a probability distribution function
f(x), and minimizing a loss function. Data mining (also often referred to as or
used in context of knowledge discovery) can be considered as an individual field
that complements statistical learning with ML algorithms and methodology for
their development and application. One of its main concerns is data acquisi-
tion— its preprocessing, imputation, analysis and storage; CRISP-DM (Cross
Industry Standard Process for Data Mining) methodology [1] provides guide-
lines for applying data mining techniques on actual data.

Pattern recognition (identification of a connection for monitored instances
to one of £ classes) and classification (prediction of the class for an unseen
input vector) are two of the most popular and widely applied techniques in
credit risk, which are solved by ML. The latter is often referred to as super-
vised learning, due to its use of given identified observations. This chapter is
limited to classification problems in credit risk motivated by the number of
problems solved using these sorts of techniques. We will use the formal clas-
sification definition similar to the given by Dunham [2]: given a database
D = {#, t,..., t,} and a set of classes C = {C}, C,,...,C,} the classification prob-
lem is a mapping f: D — C, where each # is assigned to one of the classes from
set C. C={t]|f(t)=C,1<i<n,,€D}, that is, class C; contains only entries
assigned with it. The class is usually represented as nominal value. Another type
of learning—ensemble learning—deals with combining outputs from multiple
classifiers, using various strategies, such as majority voting. Many authors have
shown that ensemble classifiers may produce more accurate results than single
classifiers, when they are applied to problems relevant to credit risk [3-0].

Classification techniques can be used to solve tasks, providing multi-
dimensional feature inputs, represented as numerical or nominal (categorical)
feature vectors often returning robust-to-noise solutions. The training time
may vary depending on the technique, its implementation, the optimization
algorithm and its configuration, which are all selected during the training
phase. The training of ANN- and SVM-based models is more computation-
ally demanding, compared with other ML techniques, such as decision trees
or rule classifiers. However, applying trained models to predict classes for new
instances would typically be very quick. ANN and SVM frequently show
better results in terms of accuracy, compared to other techniques such as sin-
gle decision trees. The level of interpretability of the generated model may
also vary as techniques such as ANN and SVM produce so-called ‘black-box’
models. These are difficult to interpret and explain although techniques for
rule extraction help to eliminate this problem, producing a set of logical rules.
Diederich [7] provides an extensive review of such techniques, applied for
SVM classifiers.
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Techniques for Classification

This section provides a concise introduction to three relevant classification
techniques for credit risk related research. For comprehensive description and
links on other techniques, along with more information on techniques in this
chapter, the reader is referred to relevant ML literature [8, 9], as well as exten-
sive surveys of relevant work, focused on intelligent techniques in the credit
risk domain [3, 5, 10-13].

ANNSs are the most widely known ML technique that offers a large level of
flexibility to estimate or approximate internal relationships that can depend
on large number of inputs. The idea of an ANN is based on imitation of the
capabilities of the interconnected neurons in the human brain to recognize,
identify, adapt and learn from patterns and ultimately to process this infor-
mation. Multiple ANN definitions can be found in the relevant literature;
it can be defined as a constrained oriented graph [2] or as a non-linear map-
ping [14]. We will define an ANN as 3-tuple X = <G, A, MT>, where G
is a graph, describing an ANN structure, 4 is an ANN learning algorithm,
and M7 is a set of information processing techniques. The ANN may also
be described in terms of neurodynamics and architecture. Neurodynamics
describes the features of each neuron, and the architecture is defined by an
overall ANN structure, such as the number of hidden layers, the number
of hidden neurons in each layer, the transfer (transformation, activation)
functions and the starting weights initialization. The choice of architecture
is sophisticated and often performed manually, although heuristic tech-
niques, such as genetic algorithms or swarm intelligence, may be employed
to automate this task.

Another criticism of ANN concerns its tendency to get trapped in local
minimums, if such exist. Nevertheless, this is a very flexible technique, with
numerous algorithms and modifications available. ANN was one of the first
Al techniques that was intensively developed, improved and applied in the
business and financial sectors [15] and still remains one of the most relevant
techniques in the credit risk domain. It often outperforms other similar tech-
niques [16-19].

SVM [20, 21] are learning machines, capable of performing binary clas-
sification or regression tasks by mapping #-dimensional input data space to
another feature space, which can be used in linear classification. At the same
time the empirical classification error is minimized and the geometrical mar-
gin is maximized. Due to such characteristics SVM is also called a maximum
margin classifier. The classifier may utilize similarity measures between data
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! ! \
instances in form of a kernel function K:(x,x )_> k(x,x );x,x eR , which
returns a scalar characterizing the similarity between x and x'. Such represen-
tation gives an opportunity to develop a large set of various learning algo-
rithms, as well as to use some form of expert knowledge, resulting in more
precise and appropriate non-linear mapping with respect to the specifics of a
particular problem. Formally, the SVM classifier is described as a separating
hyperplane with binary solutions on both of its sides (i.e. solutions equal to
+1 or -1), minimizing margin error. This hyperplane is described as a set of
support vectors—instances for which and only for which Lagrangian is not
equal to zero. Finding these vectors from training data can be formulated as a

solution of the following convex optimization problem [21, 22]:

L d
min gl +€2¢! o
w,b,g 2 j

i=1 i

s.t. yi(wT¢(xi)+b) >21-C;,¢;20,i=1,..,n

where C is a regularization parameter that determines the trade-off between
the maximum margin and the minimum classification error, which comes
from data left on the ‘wrong’ side of a decision boundary (data inside so-
called soft margin, i.e. margin that allows mislabelled examples, considering
the degree of misclassification, defined by the { variable). C is also referred
to as a penalty parameter that determines the trade-off between the train-
ing error and Vapnik-Chervonenkis dimension of the model.! This is usually
solved for £ = 1 or % = 2, and such soft margin SVMs are referred as L1-SVM
and L2-SVM [98]. The decision function for SVM is defined as

<¢(X) . w> +b=0 (7.2)

Several SVM implementations have been developed, such as LibSVM [22],
including canonical C-SVM implementation and v-SVM [23], least squares
SVM or LS-SVM [24], efficiently simplifying the SVM problem into a solu-
tion of a set of linear equations, SVMU¢" [25], linear SVM implementation

""The Vapnik-Chervonenkis dimension, or VC dimension, measures the flexibility of the classification

algorithm [97].
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LIBLINEAR [26]. These are frequently used as a basis for research and the
development of new algorithms.

Decision trees (DT) are one of the oldest and most widely applied ML tech-
niques. They form a tree type pattern consisting of a set of if ... then rules
[27]. The classification is performed by recursively partitioning each sub-set
of the source set, obtained at the previous iteration, using an attribute value
test, based on measures, such as information gain,? to determine a variable
that would best split this sub-set. The search is terminated if partitioning can
no longer influence predictability. This algorithm can be applied when the
attributes are either nominal or numerical and it can also perform well when
the dataset contains missing or erroneous values. However, it may suffer from
overtraining and unsatisfactory generalization and as a result the performance
of the decision tree may be relatively poor due to it being susceptible to noisy
redundant attributes [28]. One of the most widely used DT extensions is
the Random Forest algorithm [29], which performs classification using ran-
domly generated tree ensembles and majority voting. It exploits the potential
to develop a stable and well-performing classifier by combining several less
stable (‘weak’) classifiers. This technique also incorporates several useful char-
acteristics such as ability to rank variables by their importance and has been
used by many practitioners and researchers [28], [30], [31].

Credit Risk Problems, Solved by Artificial Intelligence

As discussed in earlier sections, credit risk problems are often formu-
lated as classification techniques. For example, the main goal is the devel-
opment of mapping F:X— Y, where y€Y is a representation of particular
problem-dependent class (whether it is insolvency, loan classification, etc.);
x€ X is the set of attributes that represent the financial conditions of a par-
ticular company that influenced y at some particular moment. Depending
on the problem and data availability, different attributes can be used to form
X — financial and managerial attributes are among the most selected types of
data, although other types of data are also applied. Wang et al. [32] also attest
that other types of data may be involved in scoring systems, depending on the
type of credit. As their work is based on analysis of green loans (for funding
solar, agricultural or other projects) it proposes the inclusion of inputs that
reflect environmental and energy factors (e.g. environment quality situation,
emission quantity, project green level), together with financial, managerial

2A measure based on entropy from the area of information theory.
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qualitative factors. Bellovary et al. [33] surveyed more than 150 models, from
1930 to 2007, and identified 752 unique financial, economic, social and
other variables, although 674 of them were utilized in just one or two studies.
It turned out that financial ratios, representing profitability, financial leverage,
debt situation, liquidity, capital structure, were dominating in such research.
Another interesting finding was that a large number of factors does not neces-
sarily result in an increased accuracy rate and predictive ability of the model.
Our analysis, performed on relevant patents in this field to show the current
situation in the practical application of intelligent techniques for financial
risk evaluation, also confirmed that, besides financial data, other data might
be used in real-world systems, for example, public, macroeconomic and/or
mortgage data [11].

One of the most popular credit risk problems, solved using credit scoring
techniques, concerns the applicability of the customer to deal with future
obligations. By classifying customers into two categories, as ‘good’ and ‘bad’,
the goal is to make a distinction between the candidates in order to determine
suitability for a loan or an extension of an existing loan. This enables financial
institutions, such as banks, to determine appropriate candidates in order to
avoid and/or minimize losses. This type of problem is one of the main objec-
tives for most credit risk related research. Most researchers choose to focus on
binary classification [18, 31, 34], although multi-class classification, which
may be more relevant to real-world applications, is also employed to produce
solutions [97].

Financial distress and bankruptcy prediction are other types of problems
solved by hybrid classification techniques. Given a set of certain attributes
describing the financial situation of a company, the main goal is to obtain a
likelihood that a company will fail or face financial difficulties. Depending
on the availability of data for research, most researchers worked with datasets
including data from different sectors. Yet, one can also find examples of dif-
ferentiated research, such as banks [35], [36], construction companies [37],
manufacturing industries [33], insurance companies [38], dotcom companies
[39], restaurants [40] and social lending [31]. The country factor is another
interesting dimension—intelligent techniques were applied on actual data
from South Korea [34], Taiwan [41], Belgium and The Netherlands [42],
China [43], Croatia [44], Portugal [37], Lithuania [45], [46], Turkey [35],
Ireland [47] and various other countries. Financial data can also be studied
using techniques that allow the mapping of numerous attributes to another
space in order to extract significant features that can be used later for visu-
alization or further modelling steps, such as regression analysis [48]. Self-
organizing maps, often referred as Kohonen maps as initially applied by
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Kohonen [49], are one of the most flexible clustering techniques used for
failure prediction [50]-[52] and visualization [53].

Another type of relevant problem is behavioural scoring or performance
scoring, which is applied after granting credit and used to monitor the finan-
cial condition of the obligor. The main goal is an estimation of the probability
of default during a given period (for instance, 1 month and 3 month periods).
The dataset is formed using historical loan repayment data together with fac-
tors, which describe the credibility of the obligors. The factors can be drawn
both from loan application data (loan amount, term of loan, payment fre-
quency and customer information), as well as behavioural data (loan balance
and repayment factors). Kennedy et al. [47] used both application data and
behavioural data, together with arrears repayment information. Their experi-
ments were performed using arrears repayment information for 3-month,
6-month, 12-month, 18-month and 24-month outcome windows, show-
ing that the 12-month window was the most optimal in terms of accuracy.
Nevertheless, performance scoring faces the same challenges as credit scoring,
also relevant to data mining, such as segmentation alignment, optimal feature
selection and imbalanced learning. For an extensive coverage and review of
such problems refer to Sun et al. and Tsai [54], [55].

The feature selection (FS) problem is relevant to almost every modelling
problem, as the reduced number of properly selected modelling attributes
may influence the quality of the final model as well as reduce the amount
of information necessary for this model to be applied in practice. Two types
of FS techniques can be identified: filter-based (using particular measure to
select attributes by its value, such as correlation, information gain, similar-
ity measure) and wrapper-based (performing selection iteratively according
to the classifier performance). Attribute ranking can be viewed as one of the
filtering-based FS forms. Several specific techniques were also proposed—Lin
et al. [56] propose novel expert knowledge-based FS technique for financial
distress prediction which, according to their research, outperformed generic
techniques. The overall effect of different FS techniques has also been care-
fully studied in different sources [55], [57], [58].

Rating analysis is another type of credit risk problem that can benefit
from a classification approach; it can also be referred to risk ratings reverse
engineering [36]. Such approaches can lead to improved ratings by question-
ing and reinforcing their validity, as well as providing extracted patterns to
distinguish companies or financial institutions rated by their financial abili-
ties and probability of insolvency. Prediction of financial ratings’ changes is
another relevant problem that can make use of Al techniques. Jones et al.
[5] performed empirical evaluation of different binary classifiers, particularly
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ANN, logistic regression, random forests and SVM, using data for changes
in international corporate credit ratings, occurring between 1983 and 2013.
The dataset consisted of 5053 ratings changes (2,660 ratings downgrades and
2393 upgrades), where 2891 ratings relate to BBB- or above on S&P rat-
ings scale (investment grade), and 2162 ratings changes are BB+ and below
(speculative grade). Financial, corporate government, market, expert knowl-
edge-based and macroeconomic variables, together with attributes reflect-
ing changes from previous ratings, were used as inputs for their developed
models. Their findings concluded that, besides their objective to obtain the
relevant models, ensemble classifiers such as AdaBoost [59] or Random forest
were the most successful choice, also resulting in robustness to outliers and
missing values.

Ye et al. [60] performed research on supply chain disruption, which is a
more specific sub-problem of financial distress. Although this is not directly
related to credit decisions, economic loss might have a huge impact on the
clients of a particular company leading to financial loss and possible bank-
ruptcy. Financial institutions, which have issued credit to such companies,
would also experience severe loss. Multi-class SVM classification was applied
for modelling; the class marks the cause of disruption (demand disruption,
supply disruption, product disruption or external disruption). Sample data
consisted of data from 926 announcements (financial statements and eco-
nomic performance) of 200 companies from 2007 to 2011 divided by sec-
tor (manufacturing, agriculture or financial industry). The results indicated a
comparatively high performance of SVM for supply chain disruption identi-
fication problem.

3 Decision Support and Expert Systems
for Credit Risk Domain

DSS and expert systems (ES) play a critical role in solving various financial
and business problems, where data processing for deriving new information,
yielding possible solutions or their alternatives is a significant part of the rel-
evant computations. Section 3.1 gives a brief introduction to DSS and ES,
discusses their goals and main differences from standard information systems
(IS). Section 3.2 reviews the main types and taxonomies of DSS, while relating
them to financial risk-oriented problems. Section 3.3 discusses recent develop-
ments in DSS for financial problems, related to credit risk, while Sect. 3.4 gives
a number of requirements for modern DSS dedicated to banking decisions.
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Furthermore, we discuss the development of the novel DSS based on Al tech-
niques, described in Sect. 2, and modern financial Extensible Markup Language-
(XML) based standards, by describing one such standards in Sect. 3.5. We
introduce the developed framework in Sect. 3.6 with a discussion of the main
topics related to its implementation.

Decision Support Systems: Definitions, Goals, Premises

The evolution and structure of DSS and ES are described in numerous sources
[61]. Although such systems may share similar architectural patterns and
goals, they also possess some differences. While DSS definition may be more
relevant for modern decision support and automation, it is reasonable to
begin with the review of ES, which pioneered decision support at the begin-
ning of artificial-intelligence-based analysis.

ES can be defined as an Al-driven computational system that uses a knowl-
edge base of human expertise to aid in problem solving. Several types of
expert systems can be identified according to their types, for instance, Liao
[62] identified several types of expert systems according to techniques used for
their development such as, rule-based systems, knowledge-based systems, neu-
ral networks, case-based reasoning, intelligent agents and modelling-based.
According to different or various sources, features of ES can be identified:

1. It applies human knowledge and expertise, collected in a knowledge base
as different forms (unstructured information, rules, formulas, models,
restrictions or constraints).

2. It may use different heuristics for autonomous reasoning to obtain optimal
solutions or items to store in the knowledge base.

3. It aims to give answers at least with the same level of accuracy and validity
as a human expert while attempting to eliminate or minimize human error.

4. It contains at least a knowledge base, an inference engine and a set of mod-
els (rules, etc.) that form basis of the ES.

From a technical standpoint it can be observed that ES apply some form of infer-
ence, mostly rule-based and outdated, to generalize for overall decision support.

Initial use of ES showed that it had promising automated reasoning abili-
ties. However, actual realizations were found to be inflexible, lacking insight,
decision-support and logic for explaining solutions, and verification of how
the solution functions. Implementation of thousands or tens of thousands
of rules also resulted in increased complexity of design, implementation,
intercommunication and support. These problems were fully or partially
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eliminated after applying ML techniques, such as neural networks, which
enabled learning from trends found in historical data, whereas new technol-
ogies, such as Web Services, integrated tools and environments to support
distributed expert system development were later introduced.

DSS are defined in various sources, for instance, Raynor [63] defines
DSS as ‘data modelling and reporting system that has been structured
to answer specific ongoing business questions or issues’. Real-time and
interactive analysis, which support real-time decision making are mainly
key factors that actually distinguish DSS from traditional IS. Such defini-
tions also extend ES definitions, which deal mainly with problem-solv-
ing capabilities, excluding constraints on technology or computational
implementation.

Both DSS and ES have a subset of similar components (knowledge base,
inference engine, and user interface), similar roles (experts, knowledge engi-
neer and user) and artefacts (documented knowledge). According to Beemer
and Gregg [64], DSS usually includes a monitoring agent to help to identify
unstructured decisions that need to be addressed, and to identify the domain
variables that are given to the inference engine. The common processes may
also differ in the level of complexity of interfacing with the user guiding the
overall decision-making process and capturing, formalizing and organizing
knowledge. In addition to architectural differences, it is stated that main dif-
ferences between canonical ES and intelligent advisory DSS lie in the overall
decision structure, which is more structured in ES, Al methodology (rule-
based approach in ES versus case-based, ML and hybrid approaches in DSS),
as well as their role in the decision process [64], [65]. ES frequently perform
decisions and automatically take predefined actions, while DSS are meant to
support human decisions with the final decision made through human inter-
action. Unlike ES, intelligent DSS are capable of solving structured or semi-
structured problems and model various alternatives or strategies for solving
them. Furthermore, they are quicker, less subjective in obtaining their results
and use concentrated or derived information, as well as provide sophisticated
tools for graphical analysis.

Main Types of Decision Support Systems

Different sources give their own taxonomies of such systems, with respect to
their nature and main goals. The early taxonomy given by Alter [66] included
systems based on consequence analysis of possible actions (using particular
financial or mathematical models or simulations); optimization analysis,
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which suggests an action according to an optimal solution consistent with
provided constraints; and recommendations and suggestions that infer a deci-
sion for specific structured tasks. Alter [66] attests that in 1980s DSS were
already considered more an intelligent tool to guide decision support than a
typical IS. The Holsapple and Whinston taxonomy [67] identified five types
of DSS, according to the knowledge management techniques on which they
are based: text-oriented DSS, database-oriented DSS, spreadsheet-oriented
DSS, solver-oriented DSS and rule-oriented DSS. The analysis of intelli-
gent structures for credit risk evaluation and management [11], together
with analysis of recent commercial solutions, show that modern DSS for the
banking domain may be classified either as one of such types, or may include
characteristics that belong to two or more of these types (so-called integrated
DSS). For example, one such system may use text-based analysis to derive
information or attributes that can be utilized in optimization driven tasks or
to optimize rule-based systems. Text-oriented risk assessment systems extract
relevant information (items, patterns or characteristics) about particular
entities from documents or corpus, using advanced text-mining techniques
and perform further steps, such as train models, develop profiles or perform
clustering/comparison operations. Therefore, such systems may involve
advanced storage, search and processing components. Database-oriented
DSS (also referred as data-driven DSS) apply more structured information
in order to infer decisions. Data-driven systems implement retrieval and
manipulation of internal and external historical data, such as data manage-
ment, time-series, and real-time data use data warehouse facilities to store
and retrieve data as well as advanced tools such as online-analytical pro-
cessing, data cubes and data mining. Spreadsheet-based DSS apply spread-
sheet technique for knowledge management, enabling advanced access and
modification of knowledge in the knowledge base, together with processing
instructions in spreadsheets. Microsoft Excel-based scorecards may be a good
illustration of such systems. Solver-based DSS often apply the most advanced
type of techniques (solvers) to infer solutions to different problems, accord-
ing to their domain (finance, economics, investment or insolvency analysis)
or problem type (optimization, forecasting, planning or statistical analysis).
Such DSS often apply advanced and novel techniques, such as mathematical
optimization, data-driven analytics, Al and/or ML. The structure of such
problems, as well the structure of the DSS themselves, may be rather spe-
cific. The solvers can be chained to produce solutions that can become an
input to another solver; hybrid techniques may be a good illustration of such
decision-making pattern.
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The last type of DSS, defined in Holsapple and Whinton’s taxonomy, is a
rule-oriented DSS, which process a set of user defined rules and produce a
recommendation together with an explanation of performance during the rea-
soning process, providing relevant information for a more detail analysis. The
rules are frequently expressed in form of if...zhen rules, although other types of
rules may be applied as well. Several recent standards enable standardized rule
definition and formalization, mainly Production Rule Representation [68] or
Semantics of Business Vocabulary and Rules [69], issued and maintained by
the Object Management Group. One of the intents of its recent Decision
Model Notation is to provide decision formalization [70]. Holsapple and
Whinton taxonomy was updated in 2008 [96] by adding hypertext-oriented
DSS and multi-participant DSS. The latter type of DSS is typically used by
multiple participants which do not have authorities to make the whole deci-
sion but who can influence this decision with their contribution. Several types
of Al techniques, relevant to financial risk problems, can be used to simulate
such decision-making. In the ensemble techniques, such as previously men-
tioned random forests, each classifier contributes to the whole decision with its
own “vote”. Swarm intelligence [71] is itself based on the collective behaviour
of self-organized systems, where each individual contributes to the decision
of the whole system by some compound, depending on the solution that it is
capable to obtain itself. Such local solution may be later used as a guideline,
which could lead to improved global solution, obtained by the whole system.

Arnott, Pervan [72] and Power [73] also describe their own DSS taxon-
omies. Arnott and Pervan [72] distinguish between data-oriented DSS and
model-oriented (or model-driven) DSS; the latter typically uses limited data
and models with parameters obtained automatically or provided by decision
makers. Its performance is less impacted by the real-time data processing,
compared to the data-driven DSS. According to the definition by Holsapple
and Whinston, it can be viewed as corresponding to solver-oriented and rule-
oriented DSS. The present wave of Big-Data-enabled decision-support solu-
tions is a combination of both of these types, relying on the unlimited use
of data with the intention to extract relevant patterns and turn it into useful
models. Such classification is also based on several factors, particularly the
number of agents that participate in decision making using the DSS (personal
DSS, group DSS, negotiation DSS), number of intelligent techniques to infer
decisions (intelligent DSS, knowledge-management-based DSS) and data-
driven nature, obligatory to obtain insightful business decisions (executive
information systems/business intelligence and data warehousing). The clas-
sification by Power [73] also includes five groups of DSS, is more based on
the problems that they are targeted at, together with dominant architectural
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components, and is more of a combination of Holsapple and Whinston and
Arnott [72] taxonomies.

Recent Developments in Decision Support Systems
for Banking Problems

Although the importance of the evaluation problem is significantly high-
lighted in relevant literature, DSS structure and development topics are not
widely covered. Two key factors may influence this situation:

¢ 'The availability of developed systems—such systems are frequently devel-
oped for financial institutions, which either disclose a scarce amount of infor-
mation on such systems, or do not provide any. In addition, at the moment
of writing, no open frameworks or architectures for banking DSS were avail-
able. Most solutions are commercial, developed by leading vendors and usu-
ally are not oriented towards flexibility or applications of novel techniques.

¢ 'The availability of data required for research—the data that is necessary for
data-driven analysis, is usually not available. Several freely available datasets
(e.g. German and Australian credit datasets in UCI repository”) are fre-
quently used for credit risk research, however, it may be difficult to adopt
the models, produced using such data sources, for real-world decision-
support, as the actual data may be skewed, include a large amount of data
points or have different characteristics. A lot of the researchers, which use
real-world datasets, not to disclose the data for benchmarking or testing,
which complicates actual comparison of results obtained by different tech-
niques or by other researchers.

Overall, descriptions of DSS architectures for banking problems are
rather scarce, including only high-level structure and the main compo-
nents [74], [75], [76]. This chapter is limited to DSS described in scientific
literature; the description of the functionality of commercial tools can be
found in relevant whitepapers or documentation provided by vendors of
the software. Early research applied model-based [77] or rule-based prin-
ciples, resulting in knowledge-driven expert systems [78]. Credit risk DSS
for credit card assessment is described in Matsasinis [79]. Zhang et al. [80]
present their framework of DSS, structured as multi-layer system, consisting

3 Machine learning repository, hosted by Center for Machine Learning and Intelligent Systems at the
University of California, Irvine, which provides many of datasets that are frequently used in ML-related
research.
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of information integrated platform layer, utilization layer and informa-
tion representation layer. Mahmoud et al. [81] describe a banking credit
ES, developed using data from periodicals, references and books, bank-
ing reports and publications, research, working papers and banking stud-
ies that are routinely updated by domain experts. The knowledge base for
their tool consists of five main components, each representing their purpose
(economic feasibility study, financial feasibility study, marketing feasibility
study, technical feasibility study and collaterals). Tsaih et al. [82] proposed
N-tier architecture with internal credit scoring model transformation into
an XML document. Middle tiers include the web server, a management
application server, a loan-processing sub-system with case processing appli-
cation server, an evaluation module with XML parser and model engine
sub-modules, and a model installing sub-system, which consisted of model
defining application server and model recording module. Kotsiantis et al.
[83] developed a distributed credit evaluation system with an application
of a decision tree (particularly C4.5) algorithm for scoring, which uses data
sources associated with ontologies, together with data exchange and reason-
ing facilities powered by semantic web technologies. Although they refer to
XBRL (Extensible Business Language) as one of the options, they chose their
own developed ontology to represent financial statements.

Hence, none of the previously discussed system architectures defined mod-
ules for functionality of automated data collection, processing and updating
models. Although this subject is explored further in stock trading systems
(especially high-frequency trading), credit scoring systems may also ben-
efit from such an approach by continuously updating models in the knowl-
edge base using new data, obtaining new patterns or producing models for
analysis in different dimensions. Additional attributes may be automatically
integrated and explored in order to produce more accurate and insightful
decisions. Finally, an additional incentive to develop such systems is also
inspired by Open Data [84] and similar initiatives that promote sharing data
online; this leads to an increased quantity of data that can be used to sup-
port and improve DSS performance, functionality, provide new insights or
improve existing systems.

Requirements for Credit Risk DSS

Different internationally renowned regulations, such as Basel, Sarbanes-

Oxley Act, International Financial Reporting Standards (IFRS), United
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States Generally Accepted Accounting Principles (US GAAP) and so forth
provide conformance, restrictions and guidelines for worldwide banking and
financial systems. Basel III [85] is an internationally recognized framework
for risk management and governance in the banking sector and provides
guidelines to support financial stability, transparency and integrate better
risk management practices. Three main pillars form the core of this standard
[85]: Pillar 1 defines requirements for capital, risk management and financial
leverage, Pillar 2 is focused on risk management and supervision, while Pillar
3 discloses requirements for market discipline. To meet such regulations, an
integrated approach for intelligent decision support and decision making
is essential, including the design and development of centralized informa-
tion architecture, data warehouse, advanced analytics and reporting tools.
Inconsistency and differences in internal financial reporting systems compli-
cate their alignment and analytical tasks, such as, consolidation, integration
and reporting. Alignment and conformance with coexisting regulations and
frameworks must also be ensured, together with minimization of changes in
processes, systems and data. Thus, financial standardization frameworks and
initiatives, such as XBRL, are embraced (although not so easily adopted) by
the banking sector, as they provide flexibility, improve the general reporting
process and ensure standardized financial information flows.

One of the core components of decision support in the banking sector is
rating systems; Balthazar [86] provides an extensive reference of their devel-
opment requirements. Here we list the requirements that are considered the
most important:

¢ Calculation of the main risk measures, such as probability of default (PD)
and loss given default (LGD). PD is quantitative estimate of the likelihood
that a debtor will not meet its obligations, while LGD measures the amount
that would be lost according to this likelihood.

* At least seven rating grades for non-defaulted companies (and one for
defaulted). Such a scale is a common practice for rating agencies, such as
Fitch, Standard & Poor’s and Moody’s.

* Consistency across subsidiaries, locations, businesses.

¢ Transparency to auditors and external parties (common reference and
metadata vocabulary, risk description and classification).

* Proven and documented accuracy, effectiveness, supervision, auditing and
proper application of the scoring model used and the model itself, realized
by proper manual and automated logging facilities.

* Integration of all available data, including external rating information.
Sample warehouse structure is presented in Fig. 7.1.

* Integration of the debtor’s solvency despite adverse economic conditions.
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Fig. 7.1 Sample warehouse for credit risk DSS

Regular model development validation and performance.

Documented and justified scoring model overrides (for circumstances when
human decision was preferred over the output of the scoring model).
Persistent recording of the data used for rating and default history.

Basel III compatible DSS must satisfy the following requirements [86] [87]:

Support an integrated approach for evaluation, management and the
reporting of market, credit and liquidity risks, including risk-weighted
assets, regulatory and economic capital.

Integrate all available information (sample structure of a warehouse is given
in Fig. 7.1) to support evaluation and management of risks, listed above.
Be both data-driven and model-driven. It can combine features from other
types of DSS, such as rule-based, solver-based or spreadsheet-based,
depending on the implementation.

Satisty functional and non-functional requirements for system integrity,
flexibility, scalability, supervisory access and usability.
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¢ Calculate various risk components, such as PD, LGD, perform ‘what-if’
analysis and stress testing on different stress-testing scenarios, such as mar-
gin requirements, cash-flow generation or backtesting.

* Evaluate market value of credit risk, or counterparty valuation adjustments
(CVA).

* Contain monitoring and multi-level logging functionality.

Financial Standards Based Decision Support

Data-driven decision support cannot be successfully implemented in model-
oriented DSS without the necessary data for model development. Moreover,
the model can be trained using sample data at the initial development stage,
while updating it to reflect the current situation presents further challenges,
requiring additional data in the same structure. This is especially influential in
intelligent learning driven tasks where a model must be generated by continu-
ously learning relationships between a dependent variable and a set of indepen-
dent variables. To support the exchange of data, different formats may be used,
such as XML, which is one of the core standards in data exchange between
systems and is also the core standard in web services technology. XML enables
definition of other domain-specific formats or languages by defining relevant
internal representations and combining them to form descriptions representing
concepts in different domains, together with their relations. Moreover, tech-
nologies, such as Extensible Stylesheet Language (XSL), XQuery and XPath
enable advanced transformation and querying operations with XML docu-
ments. Development of such descriptions usually requires a high level of exper-
tise in particular domains. Nevertheless, such approaches have already resulted
in a significant number of relevant standards, including those that are relevant
for the financial sector. A survey of such standards can be found in one of our
previous papers [88], with XBRL and Statistical Data and Metadata Exchange
(SDMX) among them. This section is focused on the XBRL standard, which,
in addition to improved reporting process and accuracy, also offers advanced
features that could be used to develop integrated DSS for financial risk analysis
and is mature enough to be applied in real-world situations.

XBRL is defined by two primary concepts: taxonomy and instance [89].
Taxonomy defines all financial concepts that are used by a particular entity,
together with their inner relationships and internal or external resources;
instance is defined as the list of facts that has defined the structure in the tax-
onomy. XBRL taxonomy consists of XBRL schema, which stores information
about taxonomy elements such as an unstructured list of elements and refer-
ences to linkbase files, which link to specified external resources. Five types
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Fig. 7.2 XBRL taxonomy structure

of linkbases are defined in the XBRL specification: presentation, calculation,
definition, label and reference [89].

Several complementary modules are also defined as extensions, such as
XBRL Dimensions 1.0 [90], XBRL Formula 1.0 [91], XBRL Rendering
specification [92] and XBRL Versioning [93] (Fig. 7.2). XBRL Dimensions
complement XBRL documents with additional dimensions, enabling multi-
dimensional processing. XBRL Formula is of particular interest to us as it pro-
vides advanced validation and fact derivation using integrity and derivation
business rules, created according to accounting and financial assumptions. It
applies such concepts, as formula, variable, completeness, accuracy assertion,
filter and precondition. Using this standard, one can calculate, validate and
store dimensional rollups, beginning and ending balances, concept equiva-
lence and so forth. From the perspective of data analysis, it can be applied
to derive new attributes or their transformations, which could be used in
statistical modelling. XBRL versioning functionality could also be of interest,
especially if modelling were to be based on a single taxonomy level.

For more technical information about XBRL and its possible integration
to DSS for credit risk refer to Garsva and Danenas [88]. This paper intro-
duces a mapping model for XBRL integration into an intelligent decision
support model for credit risk evaluation. The dataset, which is used in such
research, is typically defined as a two-dimensional 7 x 7 array of 7 instances
of data having m attributes, or, as a more appropriate form for classification
problem, as a set of n vectors {x;, x5, ...x,, y}. This process is quite straight-
forward, if only instances from single taxonomies are used in the modelling
process, as the set of financial attributes is finite. However, in case of multiple

open XBRL taxonomies (such as the US SEC XBRL (US Securities XBRL)



198 P. Danenas and G. Garsva

taxonomy) the application of the full XBRL knowledge base is not so trivial.
It is obvious that only financial ratios defined in all used taxonomies can be
used to form a dataset for a ML task. Note, that different adjustments should
be taken into account in order to make comparisons between financial ratios
of companies that use different systems for example, a US company and a
European company. This is not explicitly addressed in this framework yet;
currently only conversions according to the actual currency rates are per-
formed to present financial attributes using a single currency. More formally,
given a set of taxonomies 7'={7;|0<i< | 7|}, where | 7] is the number of tax-
onomies in 7, it is possible to have { FfIN™ <k < N™ financial attributes,
which are a common (overlap) in every taxonomy. Here the number of com-
mon financial ratios, represented by mappings in a taxonomy mappings data
store, is defined as the minimal number of intercepting concepts F

N™ =min(k)|F;nF;,T,eT,0<i<|T

,0<j<|T| (7.3)

and the maximum number of common financial concepts in the taxonomy
N™ =max (k)| F;,T,eT,0<i<|T| (7.4)

Suppose that the dataset represented by 7 instances from the taxonomy set

|M|

T =T, needs to be defined for classification task. We identify three cases for
=1

dataset formation:

* Dataset represented as 7 x N™" matrix is formed, consisting of financial
ratios common to each taxonomy. Such a strategy results in maximum loss
of possible information available for model development, but in a least
sparse dataset (i.e. it has the least number of attributes with missing
values);

 Dataset represented as matrix mxk, N""< k< N™; here, together with
common financial ratios, additional ratios are partially integrated. The
higher £ is selected, the sparser dataset is obtained.

* Dataset represented as matrix 7 x N™>, which incorporates the maximum
number of available data but results in a dataset with the largest sparseness.

To test this approach, SEC (Securities and Exchange Commission) tax-
onomies were selected as a base because they are well developed, applied
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and include the RATINGS taxonomy, which provides the means to define,
structure and retrieve ratings data; another reason to select SEC (securities)
taxonomies comes from the nature of the data from the SEC EDGAR data-
base used in research. Ratings information may be used to perform a reverse-
engineering task for the ratings (as discussed in Sect. 2.3) or to explore the
inner relationships between financial, management or corporate data and
these ratings by mapping financial and ratings data to produce a single dataset
that can be used for analysis.

Developed Architecture for XBRL-Integrated DSS

A DSS for credit risk evaluation was designed using principles of XBRL inte-
gration described in Sect. 3.5 and ML techniques (Sect. 2). Only fundamen-
tal concepts are given here; for further reading please refer to the authors’
original research describing this system [94], [95].

The system supports the full lifecycle of the data-driven model development;
its framework is given in Fig. 7.3. Model development process itself is a com-
posite task with sub-tasks such as data preprocessing, feature selection, training
and parameter selection using manual selection or soft-computing technique-
based heuristics. Analytical tasks are also supported, using statistical, financial
and visual analysis. Credit risk analysis is viewed as an aggregation of these three.
The system architecture is represented as a modular multi-layer system, aggre-
gating functionality from such domains: ML, which implements relevant sta-
tistics and ML functionality; data and metadata management, including XBRL
metadata and model repository together with metadata of these models, such as
execution log and evaluation results; and credit risk evaluation. The credit risk
evaluation layer (CRE layer) defines whole analytics, modelling, forecasting and
evaluation functionality. Financial analysis, modelling and forecasting modules
are defined particularly for the CRE layer as they present analytics, simulations
and forecasting of a particular domain. Notice that the data management layer
functionality intersects both AI/ML (model repository) and financial/credit risk
domains (XBRL metadata, relevant business rules). The functionality of various
supporting services is embedded in additional data source interaction, informa-
tion processing and representation layers.

The proposed architecture extends the combined database and solver-oriented
conceptual DSS model proposed by Holsapple [96]. Such framework is popular
for development of a DSS capable of financial forecasting, analysis and optimi-
zation tasks. DSS that are based on this framework and combine data warehouse
facilities with analytical (such as OLAP; Online Analytical Processing) or data-
mining solvers are currently frequently used in large organizations. While the
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original architecture included knowledge

problem-processing system.

and problem processing sub-systems,
to support automated data import and ML driven model update functionality
together as management of metadata (taxonomy data, mappings) additional
data and model processing systems are added (Fig. 7.4). A further extension
is metadata management (taxonomy data, mappings), which is defined in the
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Fig. 7.5 DSS architecture as a set of agents

To illustrate exchange with automated self-learning functionality, the sys-
tem is modelled as a set of agents with particular goals. Such model is given in
Fig. 7.5, with messages between different agents (notifications) and data flows
modelled using «message flow» and «data flow» stereotypes, respectively. Such
agents are modelled:

* Monitoring agent. two specializations—XBRL monitoring agent and exter-
nal source processing agent—are identified. These agents act similarly and
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have the primary goal of monitoring the data source for new XBRL docu-
ment instances or changes in existing ones.

* Processing agent—two sub-classes are also identified, but, conversely from
monitoring agents, they have slightly different goals. The XBRL processing
agent processes XBRL instances using taxonomic information that is stored
in a data-storage facility. If this instance comes with an unidentified tax-
onomy that is included with the instance it is also processed and included
in the mappings information database. An external data source processing
agent processes available data using rules that are implemented in its
adapter. This adapter, included with each processing agent, implements the
data access interface enabling specific functionality and rules necessary for
data processing. Note that there can be multiple external XBRL or other
external data sources with a single agent assigned to monitor each of them
therefore, I-to-many is used to define such tasks.

* Processing management agent—acts as a manager and coordinator of pro-
cessing agents. As there can be multiple processing agents this agent gets
notifications of new data availability as well as the new data ready to be sent
to the data warehouse. After the data is successfully sent to the data-storage
facility this agent emits a notification to the modelling management agent
together with metadata of the new instances that identifies the models to
be updated.

 Modelling management agent also acts as a coordinator that triggers model
update procedures by notifying corresponding preprocessing agents of new
data available in the data store. At least one preprocessing and at least one
corresponding modelling agent must be present to perform such tasks.
Notice that cardinality between preprocessing and corresponding agents in
this extension is modelled as /-70-1, although it can be extended to I-r0-
many if ensemble techniques not to be restricted to classification, with each
agent acting as an individual in this ensemble, are also considered.

* Preprocessing agent performs data preprocessing tasks for retrieved data such
as data cleansing, imputation and transformation. This data is further
passed to the modelling agent (or multiple agents, in case of ensemble learn-
ing) to perform modelling tasks, such as model (re)training, testing and/or
validation, and update the model in the repository. If a new model is devel-
oped then it is also added to the repository together with its metadata.

Such DSS extensions can be viewed as a self-organizing and learning system,
able to adopt its decisions and recommendations on historical knowledge that it
is configured to obtain. Moreover, it can be transformed to Analytics-as-a-service
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(AaaS) by providing its decision through web services. However, several topics
should be addressed during implementation, including the following;:

* Data compatibility. It is possible that the client would not have all the data
required for a particular model in DSS. Thus, it might be necessary to gen-
erate multiple models using different subsets of available data to satisfy
different requirements.

* Variable compatibility. The client and the DSS may use different types of
variables to describe the same object (e.g. variable ‘job length’” may be
defined as nominal variable with value ‘8 years’ and as a numerical variable
with integer value ‘8’).

*  Dynamic nature of developed models, defined by feature selection. This leads to
permanently changing models, which would also require dynamic genera-
tion of an interface to enter data for prediction for the client. Therefore, it
requires that model metadata should be sent to the client. and that the cli-
ent would retain the properly formatted data for evaluation each time they
used the evaluation service. It might also require additional strategies for
model development (e.g. some models might use only variables, which are
most typical and accessible to all financial institutions, while others would
incorporate more attributes yet would be usable only by a sub-set of insti-
tutions having the relevant data).

4 Conclusions

Credit risk evaluation has been one of the core problems for the banking
domain since the time they started issuing loans to customers. State-of-the-art
developments in modern Al with a focus on the imitation of human learn-
ing and behaviour offer many new challenges for their adoption to modern
complex decision support in this area. Recent research has shown that ML
techniques, such as ANN, SVM or random forests, frequently outperform
typical statistical techniques and show promising results in their practical
applications. Their combination with other techniques, such as evolutionary
computation, ensemble learning, swarm intelligence or fuzzy logic, often
outperforms standalone implementations of these techniques [4], therefore,
research in this area is still active. The multitude of proposed techniques, the
‘black-box’ nature of most relevant techniques, the complexity of their imple-
mentation and the determination of the best approach are also factors that
complicate their practical applications.
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Highly configurable data-driven and model-driven systems for decision
support are a prerequisite for domain experts to perform relevant analytical
and modelling tasks. Proper architecture, design and implementation meth-
odology must be applied to develop such systems, including the development,
improvement and evaluation of techniques, which are used to create decision-
making functionality. It is also reasonable to adapt them to existing standards,
reuse and exploit their advantages to ensure data integrity or perform updates
of the model. This is particularly advantageous in the financial domain as
different financial systems contain a large number of constraints in the form
of business rules. This chapter described an attempt to design a framework
for such a system, by complementing machine-learning-based credit risk DSS
functionality with additional components for financial metadata, which come
from XBRL-based taxonomies. Such an approach may be applied to enforce
particular constraints in data management, improve the quality of querying
and the formation of datasets for continuous model re-training. Finally, an
increase in the level of automation may lead to a self-learning intelligent deci-
sion support that may reduce the burden of the model repository update, as
well as minimize the ‘human error’ factor in this process.

Several future research directions emerge. The developed framework incor-
porates a single financial information exchange standard (XBRL), whereas it
may also benefit from other open financial exchange standards, such as FIX
(Financial Information Exchange), SDMX (Statistical Data and Metadata
eXchange), which would provide additional variables for the final datasets.
Research of such variables in the context of credit risk problems and the need
for their integration is another topic for discussion, as the significance of mac-
roeconomic, statistical or market variables for credit risk is also described in
numerous sources. However, no consensus on their usage has been achieved
although most studies refer to ratios, based on financial statements, some
of them incorporate other kinds of variables into their models. The auto-
mated management of differences in accounting principles between differ-
ent regulations (e.g. IFRS and US GAAP), as well as the adjustment of data
from different financial statements for comparison is another challenging area
that is not addressed by this framework. Yet, some techniques (e.g. in the
form of transformation or derivation rules) could be employed to fully or
partially automate this task. Finally, such a system would also benefit from
novel improvements in ML algorithms and their adaptability to changes in
its environment, leading to an increased level of decision process automation
and system autonomy.
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Artificial Intelligence for Islamic Sukuk
Rating Predictions

Tika Arundina, Mira Kartiwi, and Mohd. Azmi Omar

1 Introduction

Credit rating has become an important metric in the modern financial services
industry. It assesses the credit worthiness of a security and its issuer, most often
based on the history of borrowing and repayment for the issuer, its underlying
assets, its outstanding liabilities and its overall business performance. Credit
rating fulfils a key function of information transmission in the capital mar-
ket, especially to improve risk management and market liquidity. With the
presence of credit rating, the issue of asymmetric information among market
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players can be reduced. For companies, having a good rating is beneficial as it
may improve market trust in their business. Furthermore, many investors and
banks rely on the ratings to make investment and financing decisions.

All of the benefits mentioned above promote development of capital mar-
kets, including the Islamic capital market. Islamic finance and capital mar-
ket is one of the fastest growing segments of international financial markets.
Recent innovations in Islamic finance and capital markets have changed the
landscape of the financial industry. One of them is Islamic securities which
are known as Sukuk. The use of Sukuk as the alternative to the existing con-
ventional bond has become increasingly popular in the past few years. Based
on the International Islamic Financial Market (2013), the total global Sukuk
attained a very respectable issuance totaling USD 472.68 billion from 2001 to
January 2013. This remarkable growth is shown from the significant increase
in terms of Sukuk issuance by more than 100 times since the year 2001,
from USD 1172 million to USD 137 billion in the year 2012. These Sukuk
are used as a means of raising government finance through sovereign Sukuk
issues, and a way through which companies raise funds by issuing corporate
Sukuk.

The development of the Sukuk market has raised the issue of Sukuk rat-
ings. The rating not only reflects risk and expected performance but is also
beneficial and assists the investor, specifically banks that invest in the par-
ticular security when measuring capital charge for the investment. Similar to
conventional banks, there is capital adequacy ratio requirement that has to be
fulfilled by Islamic banks. The ratio is measured by dividing the Islamic bank’s
eligible capital with its risk weighted asset. The Risk Weighted Asset (RWA)
is calculated as follows:

n
RWA = ZWi(li
i=1 (8.1)

In this case w; is the risk weight of asset category i, « is the quantity of
asset 7 and 7 is the number of asset categories. For Sukuk, the risk weighted
asset is measured by calculating Islamic bank exposure on the Sukuk with
the risk weight of the Sukuk itself and the risk weight of the Sukuk varying
based on Sukuk rating. Nonetheless, not all of the Sukuk have been rated.
This situation leads the bank has to assign 100 % risk weight to the non-
rated Sukuk. However, this practice is not reflecting the true risk attached to
respective Sukuk.
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Basel Committee for Banking Supervision has now instituted capital
charges for credit risk based on credit ratings. Basel III framework allows the
bank to establish capital adequacy requirements based on ratings provided by
external credit rating agencies or to determine rates of its investment inter-
nally. With regards to this requirement, the model is expected to lead Islamic
banks to develop an internal rating based approach.

The need to develop a model to predict Sukuk rating is becoming more
important with regards to high cost and the fact that not all securities are
being rated by agencies. Huang et al. [1] argue that credit ratings are very
costly to obtain due to the large expense associated with performing credit
assessments. Rating agencies require a large amount of time and human
resources to perform an in-depth analysis of the company’s risk status based
on various aspects. As a result, some companies cannot afford to update their
credit ratings regularly through rating agencies, which makes credit rating
prediction particularly valuable to the investment market.

There are several studies on rating prediction such as, Hajek and Olej [2],
Mizen and Tsoukas [3], Novotna [4], Dainelli et al. [5], Hajek and Michalak
[6], Muscettola and Naccarato [7], and Doumpos et al. [8]. However, Sukuk
is a very recent introduction and new to the financial world. The studies and
analysis conducted on Sukuk are very limited, especially on Sukuk ratings.
Arundina and Mohd Azmi [9] is one of study that examined the determinant
of corporate Sukuk rating in Malaysia.

This study will extend the previous research on Sukuk rating using several
theoretical variables adapted from previous studies on bond rating prediction
with the inclusion of some additional variables such as Sukuk structure, guar-
antee status, the industrial sector and macroeconomic variables. This study
attempts to observe whether bond rating determinant variables can predict
Sukuk ratings, incorporating Sukuk structure variable as one of Sukuk specific
variables.

2 Literature Review

What Is Sukuk

Sukuk and conventional bond securities have some similarities such as fixed-
term maturity, coupons and they are both traded on the secondary market.
Tariq [10] mentioned that Sukuk has a similar function to bonds, which is
to enable companies to raise capital according to Islamic principle and at the
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same time expand the investor base and offer investment opportunities for
new groups. Theoretically, to some extent, there should be some differences
in rating methodologies for bonds and Sukuk because these two instruments are
different in nature. Bonds are contractual debt obligations whereby the issuer
is contractually obliged to pay bondholders, on certain specified dates, inter-
est and principal. On the other hand, according to Accounting and Auditing
Organization for Islamic Financial Institutions (AAOIFI) Standard no.17, Sukuk
are certificates of equal value that represent an undivided interest in the owner-
ship of an underlying asset, usufruct and services or assets of particular projects or
special investment activity. The Sukuk holder, also has a claim to the underlying
assets as is also the case with normal conventional bonds should the issuer default
on payments. Consequently, Sukuk holders are entitled to share in the revenues
generated by the Sukuk assets, as well as to share in the proceeds of the realization
of the assets. Sukuk certificates are unique in the way that the investor becomes
an asset holder, hence should bear the risk of its underlying assets. Sukuk certifi-
cate holders carry the burden of these unique risks. Table 8.1 provides a simple
definition and comparison of conventional bonds and Sukuk bonds.

Another major difference between Sukuk and conventional bond is in
terms of the investment risks. Sukuk is associated with a risk termed a Shariah
compliance risk, which is essential during the structuring stage based on the
available Islamic finance contracts. Nonetheless, Sukuk has some similarities
to conventional bonds because they are structured with physical assets that
generate revenue. The underlying revenue from these assets represents the
source of income for payment of profits on the Sukuk. According to AAOIFI
[11], Sukuk are issued on various transaction contracts. These Sukuk are
ljara, Murabaha, Salam, Istisna, Mudaraba and Musharaka, Muzara’a (share-
cropping), Mugqasa (irrigation) and Mugharasa (agricultural partnership).

Table 8.1 Conventional bonds versus Sukuk

Bonds Sukuk
Definition Debt security in which A fixed income certificate that
borrowed money is repaid in represents an ownership of
an agreed amount at a underlying assets, services or
specified time. investments.
Expected cash  Interest payments Profit sharing
flows
Concept 0 Proof of debt o Proof of ownership
O Pre-determined periodic o Income derived from asset/
repayment of cash flows with  service/investments based on
pre-set amounts original contractual commitment
Structure and O Zero coupon bond o Profit and loss sharing
principles o Coupon bearing bonds O Leasing

o Convertible bonds, etc.

Source: www.bpam.com.my [60]
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However, the last three types are rarely used in the market. Appendix 1 sum-
marizes the description of each structure, the relation with the Sukuk holders
and the expected return. Those structures will affect the coupon payment
method as well as the risk characteristics. The different nature of bonds and
Sukuk in terms of their respective credit risk exposure causes the need for dif-
ferent ratings assessment.

In addition, Sukuk share similar risks with that of conventional bonds,
namely credit risk (default risk), liquidity risk, business risk, market risk, inter-
est rate risk (rate of return risk), foreign exchange risk, equity price risk and
commodity risk [10]. As all these risks are commonly associated with corpo-
rate Sukuk, these risks are reflected in the specific ratings provided by the rat-
ing agencies. Similar to corporate bond ratings, the higher the rating the better
quality the corporate Sukuk will be, hence the lower the risk of holding it [12].

Sukuk Rating Methodology Based on Recourse
of the Underlying Asset

Related to Sukuk ratings, rating agencies, however, only give an opinion on
the credit aspect linked to the instruments. Since the rating agencies argued
that Sharia-compliant nature of Sukuk is neutral from a credit perspective,
the rating assigned to Sukuk does not imply any confirmation on Sharia
compliance [13, 14, 15, 16] and the Malaysian Agency Rating Corporation
(MARC) [17]. Most of the Sukuk rated by rating agencies are structured with
the approval of the Sharia board. The board evaluates the structure of the
transaction and determines its compliance with Shariah prior to the launch of
the Sukuk. Consistent with its position on addressing only the credit aspects
of the transaction, rating agencies neither review the role or the composition
of the Sharia board, nor comment on the validity of the board’s reccommenda-
tions and decisions.

Besides underlying contracts, Sukuk can also be differentiated into two
types of mode due to recourse of the underlying asset: the asset-backed Sukuk
and the asset-based Sukuk. These two types of Sukuk semantically have simi-
lar descriptions but mask significant differences in terms of credit risk.

Asset-backed Sukuk represent a true sale of assets because the underlying
asset has been legitimately transferred to the Special Purpose Vehicle (SPV).
In the event of default, therefore, the underlying assets will remain completely
separate from the originator. The Sukuk holders or the investors have recourse
to the underlying asset of the Sukuk, that is, the investors have the full claim

over the underlying asset, without any risk of the sale subsequently being
inverted by the local or Sharia courts. Fitch [13], S&P [14], Moody’s [15],
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RAM [16] and MARC [17] argue that the rating assessment of asset-backed
Sukuk is dependent on the performance of the underlying asset in how it
generates cash to meet its contracted obligations.

Asset-based Sukuk, however, are structured such that investors only have a
beneficial ownership in the underlying asset instead of legal ownership of the
underlying asset. In this structure, assets are generally sold by the originator to
an SPV in the form of a trust. The trustee issues certificates showing the inves-
tor’s ownership interest, while the proceeds are used to purchase the assets.
The investor receives a distribution income representing a share of the return
generated by the underlying assets or from any source from the originator. In
an asset-based Sukulk, it is clearly distinguished that the credit risk of Sukuk
reflects the credit risk of the originator rather than the underlying assets. This
is because the investors do not have any recourse to the underlying assets in
the event of default since the investor is not the legal owner of the underlying
asset. In the event of bankruptcy, in asset-based Sukuk, the investor(s) have
an unsecured claim, because Sukuk claim will be ranked at the same level as
other unsecured creditors. Sukuk investors, in the case of senior unsecured
obligations, have no priority over the Sukuk assets when compared to other
creditors and will be rated equivalent to them. Otherwise, in the case of sub-
ordinated Sukuk, ratings are notched down. In this case, rating agencies apply
fundamental rating methodologies or corporate credit rating (CCR) to rate
the Sukuk [13, 14, 15, 16, 17].

Since most Sukuk issuance is based on a corporate asset-based mode, this
implies that the rating agencies adopt the common conventional ratings
method. Due to this circumstance, this study uses bond rating prediction
studies to determine the predictors of asset-based Sukuk rating.

Previous Studies on Rating Prediction

Numerous research studies have been conducted to study the prediction of
ratings. Some of the earliest studies on the prediction of bond ratings were
carried out in 1966 and 1970 by Horrigan and West respectively. Horrigan
[18] and West [19] employed ordinary least squares (OLS) regression to
predict Moody’s and S&P’s bond ratings. Pinches and Mingo [20] started
to apply Multiple Discriminant Analysis (MDA) to improve the statistical
fit in order to develop an accurate model. Following this research, Belkaoui
[21] applied the same method using information from financial statements
and macroeconomic variables to predict bond rating. The model correctly
predicted 62.5 % of the ratings in the experimental sample and 65 % of
bond ratings in a validation sample using MDA.
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Since the late 1990s, researchers employed artificial intelligence (Al)
models for predicting bond ratings. Artificial Intelligence Neural Network
(AINN) was introduced the first time by Dutta and Shekhar [22]. They
used non-statistical methods in the form of neural networks (NN) to pre-
dict ratings of corporate bonds. Their work was inspired by a lack of theories
and methodologies for rating bonds. NN do not require a prior specifi-
cation of a functional domain model. They attempt to learn underlying
domain models from the training input-output examples [22, 23]. Dutta
and Shekhar [22] compared NN with regression-based techniques using
six financial variables based on the results produced by Horrigan [18] and
Pinches and Mingo [20]. This study finds that NN outperform regression
in bond rating prediction.

Singleton and Surkan [24] applied Back Propagation Neural Network
(BPNN) to classify bonds of the 18 Bell Telephone companies divested by
American Telephone and Telegraph Company (AT&T) in 1982 and com-
pared an NN model with an MDA model. This study demonstrated that NN
achieved better performance in predicting the direction of a bond rating than
discriminant analysis.

Kwon et al. [25] compared a conventional NN method to a new NN train-
ing approach: Ordinal Pairwise Partitioning (OPP). During the same period,
Chaveesuk et al. [23] also compared the prediction rate and accuracy of three
AINN methods: Radial Basis Function (RBF), Learning Vector Quantization
(LVQ) and Back Propagation (BP) with three different logistic regression
models (first order logistic, second order logistic and stepwise logistic regres-
sion methods). The experimental result showed that the predictive perfor-
mance of the proposed OPP approach exceeded conventional NN as well as
multivariate discriminant analysis.

Subsequently, Huang et al. [1] introduced a new machine learning tech-
nique called Support Vector Machine (SVM). This chapter compares a
BPNN as a benchmark with the newer evolutionary technique. Both methods
obtained around 80 % for bond rating data sets from the United States and
Taiwan markets from 1991-2000 and 1998-2002, respectively.

Lee [26] also applied SVM to predict bond rating of 3017 Korean compa-
nies that have been rated from the year 1997 to 2002. Lee et al.’s paper com-
pared SVM to BPNN, MDA and Case Base Reasoning (CBR). SVM showed
its superiority for bond rating prediction accuracy in both the training data
and validation data. The second best model to predict bond ratings was the
BPNN followed by the MDA model.

More recently, Hajek and Olej [2] utilized kernel-based approaches as
well as the design of SVM to predict corporate and municipal credit rating
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classification. This result found that the model can predict 87 % and 91 %
for two and seven class CCR. Kors et al. [27] attempted to predict the bond
rating of 500 S&P listed firms for the years of 2008, 2009 and 2010. In
order to estimate the best model, the study applied MDA, ordered logit
and ordered probit. Ordered logit outperformed the other two models with
63.9 % accuracy. This result is slightly higher than the ordered probit model
that classified 61.7 % of cases correctly. MDA produced the lowest predic-
tive abilities with 57.9 % classification accuracy.

Dianelli, Giunta and Cipollini [5] used the Basel III approach to determine
small- and medium-sized enterprises’ (SME) credit worthiness. They studied
the SME’s credit history as well as the financial ratios to develop a failure predic-
tion logit model of 187 Italian SMEs. Muscettola and Naccarato [7] also tries
to predict SME credit risk using logistic regression for 5000 north Italian SMEs
in the period 2007-2010. Bauer and Agarwal [28] compared z-scores, contin-
gent claims-based models and hazard models in the UK to predict bankruptcy
and found that z-scores provided better results than the other methods. One of
the most recent researches was carried out by Galil and Sher [29]. This study
explored the different characteristics of financial distress associated with com-
panies using CDS spreads and financial ratios. In particular, this research used
logistic regression to explain default model probabilities from 5542 de-listings,
1495 bankruptcies, 1503 drawdowns and 1098 cases when companies experi-
enced defaults. However, this study found there is no accuracy improvement by
switching from a logit model to hazard model as suggested by previous research.

The only study that predicts Sukuk rating is Arundina and Omar [9]. This
study used Ordered Logistic Regression and Multinomial Logistic Regression
to create a model of Sukuk ratings from several theoretical variables adapted
from Touray [30]. The results show 70 % accuracy when using the Ordered
Logistic model and 78.3 % prediction accuracy when using the Multinomial
Logistic model. Due to a limited number of samples, this study could not
validate the model using the validation sample. Another limitation of this
study is that it did not take into account the different Sukuk structures that
theoretically have different credit risk. Hence, the current study tries to extend
this previous study on Sukuk rating prediction incorporating various Sukuk
structures as well as industrial categories.

Variable Selection

This study follows Altman’s [31] approach to select the most common vari-
ables used by previous studies that are relevant for application in Sukuk rat-
ing prediction. Based on the summary of variables used (see Appendix 1)
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it is found that size variable is the most frequent variable used in previous
research. Additionally, Table A1 shows that liquidity, profitability and lever-
age ratios are also constantly used and considered to be important indicators
in the prediction of bond rating. Some studies consider qualitative variables
as additional information for the company, such as, subordination, guarantee
status or tax burden.

Market variables such as credit spread, stock price volatility or GDP are
rarely used in previous bond rating studies. However, Du [32], Hajek and
Michalak [6], Doumpos et al. [8] believe that a market variable is an impor-
tant indicator that captures the situation of a company or particular secu-
rity. Thus, this current study also employs a market variable in the prediction
model.

3 Data and Research Method
Data and Sample Selection

In this section, we will describe the sample selection process. For the sta-
tistical method all data is utilized to build the model. However, for the
NN method, the data is divided into two sets: the training data, which
is used to build the model, and the validation or holdout data, which is
utilized to validate the model. The validation method is important to avoid
the ‘overfitting’ problem. The financial variables were collected quarterly.
This study uses Huang et al.’s [1] and Cao et al.’s [33] approach in using
financial variables two quarters before the rating release date as the basis
for rating prediction.

Dependent and Independent Variables

Sukuk rating is used as a dependent variable. Since the dependent variable has a
polychotomous nature the study divided the dependent variable into four group
categories. Table 8.2 presents all four categories that consist of rating AAA, AA,
A and BBB.

Meanwhile, the list of the 24 independent variables is presented in Table A.3.
All financial ratios represent size, leverage, liquidity, coverage, profitability
and market variables. The data is obtained from Bloomberg and the Bond
Pricing Agency Malaysia database. Credit enhancement and Sukuk structure
variables are taken from Rating Agency Malaysia and MARC website.
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Table 8.2 Number of all

. Classes Number
rating classes
AAA 35
AA 120
A 150
BBB 9
Total 314

Research Method

This study employs Multinomial Logit Regression, Decision Tree (DT) and
AINN to create a model of rating probability from several theoretical vari-
ables obtained from company financial ratios and/or financial characteristics.
The choice of these methodologies was inspired by prior studies conducted on
ratings prediction models.

Multinomial Logit Regression

If the categorical dependent variable is ordered or unordered in nature and
if the problem involves more than two categories, an extended version of
the binary logit model (known as a polychotomous or multinomial regres-
sion model) can still be applied to the problem [30]. Multinomial logit also
provides stepwise models to find the best-fit model according to its signifi-
cances. The multinomial logit strategy usually involves allowing one category
to assume a specific value, for instance Y = h0, where hO = 0. This category
is then used as the reference category for the rest of the other categories. The
method is also known as the base-line category type, which is explained by
Menard [34], Agresti [35], Hosmer and Lemeshow [36] and Touray [30]. In
this case, the baseline category logistic model as opposed to the other rating
classes is presented in the equation 8.2:

p(group j)

log
p(group J)

=q;+ B X, + B,X, + ﬁi3X3 + ﬁi4X4
+ B X Ao +B X *(Dp)

in“*n

(8.2)

Where:

] refers to the baseline category,
j  refers to any other category,
Q, 1s a constant term,
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P is a respective coefficient on predictor X,
X,-X, are predictor (independent) variables,
Dp dummy/binary variables

Decision Tree

Decision tree algorithms are relatively stable and accurate [37, 38]. DTs also
do not require any assumptions about frequency distributions of target vari-
able data and are relatively insensitive to outlying values [37]. A DT is a deci-
sion support system that utilizes a tree-like-graph decision and their possible
classification, including a chance event problem or a classification problem.
A decision tree, or a classification tree, is used to derive a classification func-
tion that determines the value of a dependent attribute (variable) given the
values of independent attributes (input variables). This overcomes a prob-
lem known as supervised classification because the information on dependent
variables and the targeted classes are given [39]. Rokach and Maimon [40]
and Novotna [4] stated that a DT is a predictive model that can be used for
both decision and classification problems. Classification trees can be used to
classify an object, such as companies, into a pre-defined set of classes or rat-
ing groups. The companies are firstly classified according to most relevant
variable(s), then into sub-groups according to other variable(s) until it is clas-
sified into several classes or groups [4, 41]. In order to construct classification
trees this requires several phases/steps. First is the selection of attributes to
place at the root node. This root node has external edges and no incoming
edges. Branch nodes have one incoming edge and the leaves or decision nodes
are the nodes without external nodes. Figure 8.1 below is a simple illustration
of DT chart.

In the decision tree, each internal node splits up the input set into sev-
eral sub-sets, one for every value of the attribute [42]. The process is then
repeated recursively for each branch. At the end, the last nodes are assigned to
one class representing the most appropriate target value (a leaf). The samples
(instances) are classified by navigating them from the root n to a leaf, accord-
ing to the outcome of the tests along the path.

Artificial Intelligence Neural Network

Artificial neural systems emulate the human learning process. The intercon-
nected system of nodes/neurons learns relationships between inputs and
outputs by repeatedly sampling input/output information sets. NNs have a
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Fig. 8.1 Simple decision tree

particular advantage over expert systems when data are noisy or incomplete.
NN are characterized by three architectural features: inputs, weights and hid-
den units.

The NN method is trained to learn to classify patterns [43, 44]. Multilayer
Perceptron (MLP) is a feed forward NN model that maps sets of input data
into a set of appropriate output. The model adjusts weights for connec-
tions between layers until the forecast error is minimized and a steady state
is reached [43, 44, 45]. In order to build the model, neural networks form
three nodes (namely input nodes, hidden nodes and output nodes). The input
nodes have linear activation functions and no threshold. Each hidden unit
node and each output node have thresholds associated with them in addition
to weights [46].

As a general overview Fig. 8.2 displays how the NN training process works.
The inputs represent the data received by the system (for example, company
financial ratios). Each piece of information is assigned a weight (w1,1; w2,1;
..wnl) that designates its relative importance to each hidden unit. These
weights are ‘learned’ by the network over the course of the ‘training’ process
using one a range of training algorithms. However, the backpropagation algo-
rithm is the most widely applied. Each hidden unit computes the weighted
sum of all inputs and transmits the result to other hidden units. In parallel,
the other hidden units are weighting their inputs so as to transmit their signal
to all other connected hidden units. Receipt of the signal from other hidden
units further transforms the output from each node, the system continues to
iterate until all information is incorporated.

This model incorporates complex correlation among the hidden units to
improve the model fit and reduce type 1 and type 2 errors. Hair et al. [47]
stated that a Type I error is the probability of incorrectly rejecting the null
hypothesis. In most cases it means that a difference or correlation exists when
it actually does not, it is also known as alpha. In this case, a Type I error
occurs when the predictor has a higher rating than the actual rating. Type II
errors mean the probability of incorrectly failing to reject the null hypothesis,



8 Artificial Intelligence for Islamic Sukuk Rating Predictions 223

Inputs weights hidden layer
X1 wll

X2 wl2 R

X3 wl3 -

Output

-

Fig. 8.2 An artificial neural network
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known as beta (1 — alpha). The Type II error is inversely related to Type 1
error. Related to rating, Type II errors occur when the prediction is lower than
the actual rating.

4 Result and Analysis
Data Screening

According to Hair [47] and Hosmer and Lemeshow [36], logistic regression
is popular in part because it enables the researcher to overcome many of the
restrictive assumptions of OLS regression such as linearity, normality and het-
eroscedasticity. In general, there are three initial steps for screening data prior
to conducting a multivariate analysis. The first step deals with missing data.
The second is assessing the effect of extreme values (i.e. outliers) for the analy-
sis and finally the evaluation of the adequacy of fit between the data and the
assumptions (i.e. statistical testing such as MSE, MAE, MAPE).

Due to incomplete data and influential outliers, the sample is reduced from
340 initial data to 314 samples. Logistic regression methods cannot handle
multi-collinearity problems. A high level of this problem will create difficul-
ties in the detection of significant relationships between variables. Hence,
Menard [34] suggests performing a collinearity diagnostic test that is used to
assess the inter-relationships between indicators. According to this test, it was
found that the collinearity problem among size variables is high. Therefore,
we included one variable that represented size and excluded other variables.
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In this case, only total asset is utilized in the model. Total asset is selected from
other size variables since this variable is mostly used to represent the size of
the company 4, 6, 8.

Multinomial Logistic Result

The test of the overall relationship between the independent variables and
groups defined by the dependent variable was conducted and the result is
presented in Table 8.3. The likelihood ratio of the model is used to the test
whether all predictors’ regression coefhicients in the model are simultaneously
zero. We can reject the null hypothesis, which leads us to conclude that at
least one of the regression coefficients in the model is not equal to zero and
state that our final model is significantly better than the intercept model.
Subsequently, Table A2 in Appendix 2 shows three pseudo R-square values
that are presenting the fit index of the model’s adequacy. The result shows
the efficacy of the model to capture the data. Norusis [48] and Touray [30]
acknowledge that this method attempts to mimic the OLS R* measure.

Before proceeding to the logistic test, this study performs stepwise method
forward entry selection. This stepwise method allows the system to enter sig-
nificant variables only into the model according to a chi-square value based
on the likelihood ratio test. This step is used to objectively determine the
significant variables in order to predict Sukuk rating.

Multinomial logistic regression compares multiple groups through a combina-
tion of binary logistic regression. The group comparisons compare the dependent
variables (A, AA and AAA) with one reference group as a baseline comparison.
The multinomial logit strategy usually involves allowing one category to assume
a specific value, say Y = h0, where h0 = 0. This category is then used as the refer-
ence category for the rest of the other categories. Here, we use BBB as the refer-
ence category. This translates into the equations 8.3-8.5, in this case.

Predicted Logit ( BB j, rating AAA contrast to BBB

=1278.89 —6.78 log share price + 2.18 ROA —231.35 log GDP
+1.811t debt to total asset —1.70 tot debt to tot asset +15.05 cash ratio (8.3)

Predicted Logit ﬂ ,rating A contrast to BB
BBB

=1261.44+2.32 ROA —227.88log GDP +1.75 lt debt to total asset
— 1.65 tot debt to tot asset +15.51 cash ratio (8.4)
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Predicted Logit (%), rating A contrast to BBB
=1270.37 +10.85 log share price —227.24 log GDP +17.28 cash ratio  (8.5)

The models are estimated for Sukuk rating A relative to BBB, rating AA
to BBB and rating AAA relative to BBB. The Wald test in Table 8.3 presents
results that show return on equity, current ratio, total debt to total equity,
long-term debt to total asset, cash ratio and GDP is found statistically sig-
nificant as it affected the classification probability between A, AA and AAA
to BBB ratings. The coeflicient shows the relationship’s probability between
one ratings class relative to the baseline category. In this case, it is shown that
one unit increase in return on equity will increase the company’s log-odds of
getting an A rating as opposed to a BBB by 0.524 times, keeping all other
variables constant. The same interpretation applies with other significant vari-
ables. The negative value indicates the negative correlation between indepen-
dent and dependent variables.

The likelihood ratio test evaluates the overall relationship between an inde-
pendent variable and the dependent variable. As shown in Table 8.3, the like-
lihood ratio test result shows that out of 24 variables: share price, structure,
industrial sector, existence of guarantor, return on asset, GDD, long-term debt
to total asset, subordinate, total debt to total asset and cash ratio are variables
that significantly determine the Sukuk rating model. The null hypothesis that
the coefhcients associated with those variables were equal to zero is rejected.
Hence, there is an existence of a relationship between the rating and the afore-
mentioned variables.

However, if an independent variable has an overall relationship to the
dependent variable, it might or might not be statistically significant in dif-
ferentiating between pairs of groups defined by the dependent variable.

Table 8.4 presents the prediction accuracy test of the estimated multino-
mial logistic model, the final test of this method. The result shows that an
overall 91.72 percent (268/314) of all valid cases are correctly classified into
their original ratings classes.

The result indicates that the A rating category has the highest correct clas-
sification rate with 93.33 % (140 cases out of 150 cases) of individual cases
correctly classified. The AA rating category can correctly predicted 110 cases
out of 150 cases (93.3 %) and rating AAA category attains a 88.57 % accu-
racy rate. Meanwhile, the lowest accuracy rate is obtained by BBB rating class
with 77.78 % accuracy rate.
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Table 8.4 Multinomial logistic classification accuracy

Multinomial Logistic

Predicted
Number %
Observed AAA AA A BBB Correct Correct
AAA 31 4 0 0 31/35  88.57
AA 9 110 1 0 110/120 91.67
A 1 8 140 1 140/150 93.33
BBB 0 1 1 7 7/9 77.78

Number of prediction/ 13.06 %  39.17 %  45.22 % 2.55% 288/314 91.72
Total sample

Decision Tree and Artificial Intelligence Neural Network
Result

Kim et al. [49] state that ANNs and D Ts were the most common methods used
in Al and data mining applications. DTs have an advantage compared to NNs
because DTs can tolerate a small size of target variable data for the learning
phase (training data set) to gain an induced rule among multivariate data [50]

Decision trees are a machine learning tool for building a tree structure from
a training data set. The model produced by the DT is visualized in Fig. 8.3.
There are 65 leaves that classify 314 samples into four classes of rating. The
tree shows that out of 26 input variables, only 15 variables are used to build
the tree. The variables are: guarantee status, subordinate, total asset, long-term
debt to total capital, total debt to total asset, cash ratio, quick ratio, ROA to
ROE, total market value, share price, operating margin, GDD, interest rates,
Sukuk structure and the industrial sector.

It should be noted that NNs suffer a few disadvantages including compu-
tational intensity and an inability to explain conclusions and how they are
derived [44] hence being classified as a ‘black box’ methodology. Therefore,
the usefulness for social research is limited because the NN presents only pre-
diction results and does not present features of the underlying process relating
to the inputs and output [51]. Pre-processing and choice of the input vari-
ables will be decisive in how the NN model performs and in showing how
robust its results are. Hence, this study utilizes selected variables from the DT
to build an NN model and predict Sukuk ratings.

To predict the performance of both classifier models, this study utilizes two
sets of data: the general training data and the validation data. The training
data is used to build the model that creates a set of classifiers. The validation
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Fig. 8.3 Decision tree visualization

data is used to optimize parameters of those classifiers. The tests are divided
into several phases discussed below

Phase one: General training

The average hit accuracy of training samples of both the DT and the multi-
layer perceptron NN model are shown in Table 8.5. The columns show the
predicted values and the rows present the actual or the observed values.

All 314 Sukuk samples are being used to build the model. The classification
model is produced from the training samples. Those samples are identified as
a training group in order for the DT and NN machine to learn the data and
classify the patterns of the data. Following this, the output is classified into
four classes; AAA, AA, A, and BBB. The classifier predicts the class of each
instance and generates a classification accuracy which shows the performance
of the model.
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The result the table shows that 96.5 % of the total cases (303 cases out of
a total of 314 cases) are correctly classified by the DT model, whereas, the
multilayer perceptron NN model correctly classified 98.09 % (308 cases out
of total 314 cases). The highest prediction rate is once again obtained by the
A rating category in the NN result with 99.33 % classification accuracy rate
of individual rating (149 cases out of total 150 A rating cases) and the lowest
rate is also attained by NN BBB rating category that only able to correctly
classify 6 cases out of 9 individual rating cases in this group.

Phase Two: Validation test

The validation test evaluates the classifier on how well it predicts a certain per-
centage of the data, which is held out for testing. The overall sample of Sukuk
is randomly split into two groups consisting of training and validation Sukuk.
Of the Sukuk cases 80 % (251 instances) are taken as training data in order
to build the model while the remaining 63 instances are used for validating
the model.

Table 8.6 presents the hit ratio of the methods. The DT model was able to
predict 77.78 % of the validation test for both validation cases (49 instances
out of total 63 validation instances). The result shows that the highest accu-
racy rate is obtained by the A rating class with 82.76 %, followed by AA rating
class with an 80.77 % accuracy rate. However, the random sample validation
test does not show good results for the BBB rating class. The validation did
not predict two instances in that class.

The validation test result for the NN shows better results. The overall accu-
racy reaches 79.37 %, 50 correctly predicted cases out of 63 validation data.
Furthermore, the model misclassified 20.63 % (13 cases out of 63 validation
data) Sukuk in the validation test. Rating BBB gets a 100 % accuracy rate,
creating a huge gap with the DT result. The accuracy of rating AAA of NN
model supersedes the DT model for that category. Whereas, the prediction
accuracy of the DT method is better than the NN method for AA and A
rating classes.
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Table 8.7 Comparison of

significant variables

Multinomial Logistic

Decision Tree/Neural
Network

Share Price
Sukuk Structure
Industrial Sector
Guarantee Status
Return On Asset

GDP

Long Term Debt
toTotal Asset

Subordinate

Total Debt to Total
Asset

Cash Ratio

Share Price

Guarantee Status

Industrial Sector

Sukuk Structure

Long Term Debt to
Total Capital

Total Asset

Interest Rate (KLIBOR)

Total Market Value
GDP

Operating Margin

Quick Ratio

Book Value Per Share

Sales

Subordinate

Long Term Debt
toTotal Asset

Cash Ratio

Result comparison

This section discusses the comparison of variable selection and predic-
tion accuracy using multinomial logistic, DT and NN methods. Using the
approach of numerous previous studies related to bond prediction and finan-
cial distress, 24 independent variables were selected to develop a model in
predicting Sukuk rating in the Malaysian market. Among all the variables, it
is empirically found that some variables can significantly determine the Sukuk
rating based on of multinomial logistic and DT approach. Table 8.7 presents
a comparison of both lists of significant variables.

As shown in the Table 8.7, the significant variables derived from both
methods are largely similar. However, the list variables from data mining are
more extensive than logistic variables. It needs to be highlighted that both
results show that share price, Sukuk structure, industrial sector and guarantee
status are the key factors that determine Sukuk rating,.

As for share price, Standard & Poor’s [14] argue that share price gives infor-
mation beyond the fundamental condition of companies. It also reflects the
current condition of the company. Therefore, the movement in share price
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Table 8.8 Comparison classification accuracy

General Training Validation Test

Decision  Neural Decision  Neural
Observed M-Logit Tree Network  Observed Tree Network
AAA 8857 % 9429% 97.14% AAA 66.67 % 83.33 %
AA 91.67 % 95.00% 99.17 % AA 80.77 % 76.92 %
A 9333% 98.67% 9933% A 8276 % 7931 %
BBB 7778 % 8889 % 66.67 % BBB 0.00 % 100.00 %
Percent 91.72 96.50 98.09 Percent 77.78 79.37
Correct Correct
Type | Error 20 5 5 Type | Error 8 5
Type Il Error 6 6 1 Type Il Error 6 8

has an impact ono its credit rating. Unlike financial ratios, Sukuk structure
and industrial sector have a different impact on ratings. Both have an indirect
impact on credit risk, yet they are very important in the ratings assessment.
Sukuk structure affects Sukuk rating due to the different nature of credit risk
embedded in each of the specific structures. Industrial sector shows the busi-
ness risk of the company. It indicates the level of competition and market
concentration of the industry. However, guarantee status also contributes sig-
nificant aspects in credit rating as it provides strong protection to the company
in the event of the inability to make payments. Apart from this, profitability
ratios, leverage ratios, liquidity ratios, macroeconomic variables and credit
enhancement are also found to be significantly related to Sukuk rating accord-
ing to both methods.

Table 8.8 shows that the NN model can classify the general training data
with the highest accuracy, 98.09 %. The decision tree, on the other hand, cor-
rectly classified 96.5 % of all valid cases into their original rating classes. These
two methods are followed by Multinomial Logistic, which obtains the lowest
prediction rate among these three methods with an 84.5 % accuracy rate.

With regards to the misclassification cost of Type I and Type II errors, in
our case, the lowest Type I error for the baseline training model is obtained by
both NN and DT methods with five misclassification case. The multinomial
logistic model generates the highest Type I error with 20 incorrectly predicted
cases. On the other hand, for Type II errors, NNs have only one Type II error,
while the DT and multinomial logistic model have six Type II errors.

Koh [52] also adds that the misclassification cost for Type I error is higher
than Type II error. From these two methods, it is shown that the multino-
mial logistic and the DT result have more Type I and Type II errors than the
NN. This leads us to a conclusion that the NN method will give more robust
results in terms of accuracy.
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Many previous studies of bond rating prediction show that Al and
data mining methods can perform better than the traditional statisti-
cal methods as these models require some assumptions that may not be
appropriate for bond rating [1]. For instance, Dutta and Shekar [22],
Ederington et al. [53], Kim et al. [49], Kwon et al. [25], Maher and Sen
[54], Chavesuuk et al. [23] and Hu and Ansell [55] found that NNs have
a much better predictive ability than linear regression, MDA and/or logis-
tic regression. This conclusion is consistent with the empirical results of
this study, which finds that data mining and Al methods are superior to
multivariate analysis methods when applied to the task of predicting rat-
ings in the case of Malaysian Sukuk.

5 Conclusion

This study compares a multinomial logistic, a DT and a NN model to predict
corporate Sukuk ratings. From the classification accuracy, we can conclude
that non-statistical methods, in this case a NN and DT are more powerful
than the multinomial logistic statistical method when predicting Sukuk rat-
ings using the samples from the Malaysian Sukuk market. Furthermore, these
findings are expected to enrich the literature and have practical implications.
This model is expected to be useful for rating agencies to perform an initial
rating shadow rating and for issuing companies and fund managers to con-
duct their own credit analysis for risk management and trading purposes. In
addition, these models can be of use to banks that rely on rating systems in
order to improve risk-assessment techniques, pricing strategies and provision-
ing levels as required in Basel 111

Empirical results are also expected to contribute a wealth of knowledge
to the development of Islamic finance while encouraging analysts and aca-
demic researchers to develop other potential research related to this topic. It is
expected that further research efforts in this area could benefit from this study.
On the issue of data collection, we would suggest more observations are col-
lected. The analysis will be more comprehensive if the study incorporates both
types of Sukuk securities to compare the asset-backed Sukuk and the asset-
based Sukuk (as discussed here) in its discussion. For dependent variables,
researchers can try to use more specific levels of rating categories rather than
general levels of rating categories as we have used in this study. One interest-
ing issue would be the guarantee status variable. There are various types of
guarantee status or binding agreements in accordance with the structure of
Sukuk. The study that considers the various types of this guarantee status in
the model will give a better picture with regard to Sukuk credit risk profiles.
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Appendix 2
Table A2 Model fitting information and pseudo R-square
Model fitting criteria Likelihood ratio tests
Model -2 Log Likelihood Chi-Square Df Sig.
Intercept Only 667.233
Final 131.891 535.342 60 0.000***
Pseudo R-Square Cox and Snell 0.818
Nagelkerke 0.928
McFadden 0.799
Note: *** implies 1% significance level
Appendix 3
Table A3 List of independent variables
Variable Abbreviations Formula
Size
X1 BS_TOT_ASSET Total asset Total current assets plus

X2 SALES_REV_TURN
X3 TOTAL_EQUITY
X4 TOT_MKT_VAL
Leverage

Total equity
Total market value

X5 LT_DEBT_TO_TOT_ASSET Long-term debt to
total asset

X6 LT_DEBT_TO_TOT_CAP Long-term debt to
total capital

X7

X8 TOT_DEBT_TO_TOT_EQY Total debt to total
equity

Liquidity

X9 CUR_RATIO Current ratio

X10 QUICK_RATIO Quick ratio

X11 CASH_RATIO Cash ratio

Coverage

X12 INTEREST_COVERAGE_ Interest coverage
RATIO

Profitability

X13 PROF_MARGIN
X14 RETURN_ON_ASSET
X15 RETURN_COM_EQY
X16 OPER_MARGIN

Net profit margin
Return on asset
Return on equity
Operating margin

total long-term assets

Sales/revenue/turn over Total revenue

Total shareholder equity
Total market capitalization

Long-term debt/total asset

Long-term debt/total capital

TOT_DEBT_TO_TOT_ASSET Total debt to total asset Total debt/total asset

Total debt/total equity

Current asset/current
liabilities

Current asset-inventory/
current liabilities

Cash + marketable
securities/current liabilities

EBITDA/Interest expense

Net income/sales

Net income/total asset
Net income/equity
Operating profit/sales

(continued)
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Table A3 (continued)

Variable Abbreviations Formula

Market

X17 BOOK_VAL_PER_SH Book value per share  Book value/last price

X18 PX_LAST Share price Share price

X19 GDP Gross domestic product Gross domestic product

X20 INTEREST RATES Klibor 3 month Klibor 3 month

X21 Industrial Sector Industrial sector Industrial product, property,

plantation and agriculture,
construction and
engineering, trading/
service transportation,
infrastructure and utilities,
consumer product,
diversified holdings,
mining and petroleum

Credit Enhancement

X22 Guarantee Status Guarantee status With/without guarantor
X23 Subordinate Subordination Senior/junior Status
Specific Variables

X24 Structure Sukuk structure Musharakah, ljarah,

Mudharaba, Murabahah,
BBA
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Portfolio Selection as a Multi-period
Choice Problem Under Uncertainty:
An Interaction-Based Approach

Matjaz Steinbacher

1 Introduction

The chapter is a simulation-based survey that applies an interaction-based
approach to examine portfolio selection as a multi-period choice problem
under uncertainty. Methodologically, it builds on individual agents and their
subjective character. Our fundamental premise is that local interaction and
information sharing are essential in agents’ portfolio selections, while agents’
selections are generated from simple behavioural rules on an individual level
and local interaction over the social network.

Financial markets are inherently occupied with issues that involve time and
uncertainty. The existence of uncertainty is essential to portfolio selection and
the main reason for making a portfolio. In a world of certainty investors, we
call them agents, would (or should) simply take a single asset with the high-
est return and solve their objective in the best possible way. Following the
pioneering work of Markowitz [1] and the subsequent multi-period extension
of Merton [2, 3], the portfolio selection research has developed in different
directions. One strand of research has focused on solving an explicit solution
to the dynamic choice problem [4-11] (see Campbell and Viceira [12] for an
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overview). Others have examined the effects of various parameters to agents’
optimization problems. Garlappi et al. [13] extend the mean-variance model
to explicitly account for uncertainty about the estimated expected returns. Liu
[14] includes multiple risky assets and predictable returns into the Merton
model. Ang and Bekaert [15] examine portfolio choice with regime shifts.
Benzoni et al. [16] study portfolio selection when labour income and divi-
dends are cointegrated. Benartzi and Thaler [17] incorporate a behavioural
aspect into the static portfolio problem. Berkelaar et al. [18] derive closed-
form solutions for optimal portfolio choice under loss aversion. Approximate
solutions of the portfolio selection problem based on perturbation methods
have been proposed by Campbell and Viceira [19, 20]. Shefrin and Statman
[21] develop a positive behavioural portfolio theory. These equilibrium mod-
els have given us many helpful insights and reduced the sensitivity of models
to the parameter estimates, but have left many empirical facts unanswered, for
which they have been subject to severe critique.

We bring the micro-structure into the portfolio selection process, which
was missing in the previous models. Our primary aim is to integrate portfolio
selection with the agent-based approach and to include a behavioural perspec-
tive into agents” choice functions. Knowledge is not fragmented but dispersed
between agents and is evolving over time (see Hayek [22] for a discussion).
We assume that each agent is only able to follow the return of a portfolio he
has but is ignorant about the dynamics that drive the returns. Then, these
bounded rational agents are constantly engaged in local interactions with
adjacent counterparts, affecting the decisions of others and being affected by
the decisions of others. The selection process is a perpetual activity over a
four-stage process that starts with the observation of past returns of one’s
portfolio, continues through an agent selection and a comparison of the two
portfolios, and ends in a decision.! The selection procedure reflects a sort of
the reinforcement learning in which agents tend to adopt portfolios that have
yielded high returns in the past [31]. We extend this concept by introducing
agents’ imperfect choices and denote it the level of suspiciousness. An agent is
said to be suspicious if there is a strictly positive probability that he would not
adopt a portfolio with a higher return. The description implies that suspicious
agents are prone to making poor decisions, be they intentional or accidental.
Such a behaviour could be explained by several agent-specific features, repre-
senting the behavioural aspect of the portfolio choice problem (see Hirshleifer
[32] for a discussion). Finally, a small proportion of agents never change their

!Information diffuses over the network by the word-of-mouth. Communications-based models in eco-
nomics often employ the word-of-mouth communication as a source for idea diffusion [23-30].
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initial portfolio and they are referred to as liquidity agents. Therefore, the
problem of a portfolio selection is not just technical but complex.

The model is simulated on real data. Dataset covers daily returns for stocks
of five companies listed on the Dow Jones Industrial Index, from which agents
can make portfolios. We consider three different time periods, the baseline
with no specific trend, the bear and the bull market. The latter two are moti-
vated by the work of Kahneman and Tversky [33, 34], which argues that
agents behave differently in the domain of losses than in the domain of gains.
In addition, Barberis et al. [35] argued that agents are less prone to taking risk
in a bear market, as they first start to recognize and then also evaluate the risk.

The selected portfolios are analyzed in the context of the efficient frontier
theory. We do not intend to challenge the theory as such. Instead, we are inter-
ested in whether the interacting agents can attain mean-variance portfolios in
an uncertain and dynamic environment. Following the series of simulation-
based experiments, we show that they can. Even though agents constantly
make decisions upon the realized returns, we find the risk to be a decisive
factor in portfolio selection within both cohorts with the lowest-risk mean-
variance portfolios being highly preferred. Further, agents tend to synchronize
their selections and distinguish the winners from the losers. Selections of sus-
picious agents are slightly more dispersed than that of unsuspicious, while the
two cohorts mostly identify the same winners. This conclusion is supported
in both bull and bear markets. However, we find that agents are much more
susceptible to risk in a bear trend and extremely synchronize their choices
across the least risky portfolios. A slight deviation from the efficient frontier
portfolios can be perceived in a bull market, while the level of synchronization
is weaker than in the bear market. Further, we use the Monte Carlo (MC)
method and the coeflicient of variation (CV) to examine the consistency in
agents’ selections and find that agents behave the most consistently on the
most desired or the least desired choices. Unsuspicious agents are more con-
sistent in their selections than the suspicious. The comparison of selections of
the two cohorts depicts the sensitivity of a portfolio selection to the selection
pattern, which may be substantial.

The chapter contributes to the growing field of agent-based models in
economics and finance (see Tesfatsion and Judd [36] and Steinbacher et al.
[37] for an overview of agent-based models in economics and finance). The
very brief list includes: Zeeman [38], Kim and Markowitz [39], Brock and
Hommes [40, 41], Lux [42], Lux and Marchesi [43], Boswijk et al. [44], Levy
et al. [45], Cont and Bouchaud [46], Tori [47], Palmer et al. [48], Arthur [49]
and LeBaron et al. [50]. Early attempts to use networks in economics were

due to Myerson [51] and Kirman [52, 53].
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The remainder of the present chapter is organized as follows. In Sect. 2,
we construct the model. Results are described in Sect. 3, while consistency
in portfolio selection is examined in Sect. 4. The chapter concludes with a
discussion and concluding comments.

2 The Model
Agents

The model is a discrete-time and discrete-state model. It consists of a set of
agents, who are represented by the nodes and connected to one another with
undirected links into a network similar to that proposed by Watts and Strogatz
[54].2 Such a network is referred to as a small-world network in which each
agent is connected only to a small fraction of counterparts; mostly to the
closest neighbours and also to some distant ones. Hence, agents have much
stronger local contacts than global. A schematic representation of a small-
world network with 30 nodes is illustrated in Fig. 9.1.

Agents use the network as an infrastructure for communication with adja-
cent counterparts with whom they exchange portfolio-related information.
Although only connected agents can communicate with one another, the
chains of links allow the agents to receive indirect information from those
with whom they are not directly linked. For instance, if we look at the figure
and assume that agent 1 communicates with agent 29 and adopts his port-
folio and then agent 2 communicates with agent 1 and adopts his portfo-
lio, agent 2 has actually adopted portfolio of agent 29, even though they are
not directly connected. The actions of each agent thus influence the others,
whether directly or indirectly.

The present model consists of 7=5000 agents. Each agent is initially linked
with the 10 closest neighbours (£=10), five on each side of a ring lattice. Each
link is then rewired to the arbitrarily chosen node with probability p=0.1, which
may give the agents some long-range connections. The resulting network remains
locally connected and has a small diameter.? By assumption, the network is static.
Therefore, agents are not allowed to form new connections over time nor severe
the existing connections. Each game starts with a unique network.

By definition, a mutual consent is required to establish an undirected link. Therefore, if agent 7 is con-
nected with agent j, then agent j is also connected with agent 7. This is not the case in directed networks
in which one of the two agents is not aware of the link. An extensive review of social networks and net-
work models is given in Wasserman and Faust [55], Boccaletti et al. [56], Goyal [57] and Jackson [58].

3The diameter of a network is the largest distance between any two nodes on the network.
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:\2 5/‘\

Y24 22
Fig. 9.1 Schematic representation of a network
At the start of each game, each agent is assigned an initial portfolio at ran-

dom to the amount of W} = 1.# The principal objective of each agent then is to
accumulate wealth over time.

W, (4)=W,(4)[1+R ()]
W, (4) =14 >0 9.1)

W, and W,,, represent the wealth of an agent 7 in time intervals # and 7+ 1,
and R,(®) denotes the returns of the alternative (®) used by an agent in z We
assume that the entire return on portfolio is translated into agents’ wealth and
reinvested. Short sales or borrowings are not allowed for which ¢, >0. Agents
are also not allowed to purchase costly information signals. The simplicity of
the objective function illustrates the apparent simplicity of the problem that
agents face, that is, in every time period to select a portfolio according to the
following four stage procedure (Fig. 9.2).

Agents meet in a sequential fashion. Each period 7 starts with agent 1, who
observes -1 value of his portfolio. Each agent only has information about a
portfolio he holds. Stage 1 is then followed by stage 2 in which an agent picks
one of his adjacent agents at random. By random selection we assume that
none is capable of beating the market systematically thus acknowledging that
agents have no forecasting rules. After a counterpart is selected, the two compare

4By referring to games, we do not have the usual game theoretical framework in mind but computer-based
experiments. Alternatively, the games on networks could also be referred to as the activities on networks.
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Stage 1 Stage 2 Stage 3 Stage 4
An agent observes Adjacent agent is The two portfolios An agent makes
the past return of selected at random. are compared. a decision.

his protfolio.

Fig. 9.2 Decision-making process

their portfolios. Specifically, the two compare their 7-1 portfolio structures
and the corresponding values. In the last stage, each of the two agents decides
whether to continue with his current portfolio or to switch to the counterpart’s.
Contrary to the complex decision rules that can be found in many other agent-
based models, we assume that each of the two agents, 7 and j, compares the two
payoffs and makes a decision according to the following logistic function:

D= (9.2)

1+exp

The selection rule incorporates the idea that agents tend to adopt portfo-
lios that have performed well in the past [31, 59, 60].° As Eq. (9.2) implies,
agents’ selections are bounded by the suspiciousness parameter k € (0, 1).¢ The
parameter is an exogenous factor that affects the probability that an agent
does not choose the better of the two portfolios he compares. To execute the
selection, we use a random number generator that is implemented as fol-
lows: if 7an>®, an agent keeps his portfolio, otherwise an agent adopts the
portfolio of adjacent agent. Parameter ran ~ U(0, 1) is a uniformly distributed
IID (independent and identically distributed) random number [64, 65]. The
probability that a portfolio with a smaller return is selected depends negatively
upon the difference in the compared payofts W,_(4,) - W,_,(4)) and positively
upon the parameter k. The lower the « the higher the probability that an agent

> Strictly speaking, reinforcement learning is not learning as we know, but imitation. It has been exten-
sively used in the ‘cheap-talk’ communication games of social learning to describe the result of some types
of ‘emulation’ by economic agents.

©The rationale for including the suspiciousness parameter is manifold. Selten [61] argues that errors may
arise between the decision to take a certain action and the action itself. The level of suspiciousness may
also relate to a (dis)trust, suspiciousness of the data, temporary mood, or some other agent-specific fac-
tors, even luck, etc. In addition, the switch to the alternative with small potential benefits may not be
preferred. The agents” unwillingness to do a switch is even more likely if transaction costs are present.
Agents may also fail to have persistent preferences and rather use heuristics before acting, which may
again lead to ‘errors’ [62]. Thaler et al. [63] argue that short evaluation periods force investors to make
poorer decisions. Contributions of these factors are very indeterminate, but cannot be neglected. The
variable thus includes all the factors for which an investor might behave differently than expected. From
a technical perspective, it may also be considered a noise.
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adopts the portfolio with a higher return, and vice versa. By definition, the
fully unsuspicious agent has k=0 and fully suspicious has k=1.7

After each of the two agents updates his portfolio, the process repeats for
agent 2, and so on until the last agent. Following the decision of the last
agent in a given period, stock returns for the given period are reported and
the system proceeds to the next period and repeats until #= 7. It must be
emphasized that although agents interact with one another, they make deci-
sions simultaneously and autonomously without knowing what others have
selected. Hence, an agent cannot be forced to adopt a certain decision. Agents
also do not play against each other.

Proposition 1: An unsuspicious agent shows absolute preference for portfolios with
a higher expected return.

Proof: Let ®:R—R st. ®A)=[1+exp[A-A)']]""; A, A/ €R and
k€ (0, 1). If we denote ran~ U(0, 1) simply as U, we can provide fas:

4 U>D
f=14, U<®
0 U=9

As k|0 and A, > A; there exists lirr%(q)) =0=inf(®). Say we pick e€ Us.t.

<0

e< ®. It follows that Pr(e<®)= Jdu:0—>Pr(e>CD):1 and fle>
0

®, D) =4, for all A;>A;. Here, an unsuspicious agent will always choose 4.

As k| 0and A, <A, there exists lin(}((l)) =1=sup(®) . However, we can always
520

pick 6€ Us.t. 6= ®. It follows that Pr(6>®)= IduzO—)Pr(5 <®)=1
0

and fl6< @, D) =4, for all A;<A; and unsuspicious agent will again choose a
better of the two alternatives, which is A;.

The level of suspiciousness k does not affect the selection of two
equally profitable portfolios as the choice between the two is made at
random: @ =0.5 for each k€0, 1] and A;=A4,. If we pick € U, s.t.

7In order to make the proofs more tractable, we use A; and 4; to designate agents’ wealth; W;(4,) and
W(A)), respectively.
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0.5
p= @, it follows that Pr(f=0=0.5)= J-du =0.5. The result shows up
0

also in a close proximity of the two portfolios as lim (®)=05. O

Proposition 2: Unsuspicious and suspicious agents randomly choose among port-
Jolios with equal expected returns.

Proof: See the last part of the prior proof. O

Proposition 3: A strictly suspicious agent shows a relative preference for portfolios
with a higher expected return.

Proof: We keep the setting from the proof of Proposition 1. By definition, a
fully suspicious agent has k= 1.

As per the mapping ffrom the previous proof, a suspicious agent holding
A; will start showing a relative preference to changing to 4; once ® >0.5,
which is in turn true for all 4,<A;. Say we pick € € U's.t. < ®. Probability

that a suspicious agent switches to a better of the two alternatives is then
£>0.5

Pr(¢>05)= [ du=£>05->£€(05]), true for all 4,<A; The probability
0

that an agent remains with 4; is g=1- Pr — ¢<Pr, showing a relative prefer-
ence to a better of the two alternatives.

For A;>A; an agent shows a relative preference to keeping a better of the
two alternatives once @ <0.5, which is in turn true for all 4,>A4,. Say we

pick §&€ Uss.t. 6> ®. Probability that a suspicious agent remains with a bet-
§>0.5

ter of the two alternatives is then ¢(8>0.5)= J du=5>05-5¢(05]1),
0

true for all A;>A. However, the probability that an agent adopts 4; is
Pr=1-¢9— Pr<g, showing again a relative preference to a better of the two
alternatives. In both cases, an agent’s relative preference to a better of the two
alternatives increases exponentially in return differential of the two, never falls
below 0.5 and never reaches unity. O

Figure 9.3 plots the probability that a better of the two portfolios is selected
as a function of the difference in the two alternatives (spread) and the suspi-
ciousness level. Spread is provided in basis points.®

8100 basis points = 1 percentage point.
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Fig. 9.3 Probability that the better of the two portfolios is selected as a function
of the spread and the suspiciousness parameter

Interaction-based games in which agents share information with one
another induce herding. Herding is one of the unavoidable consequences of
imitation and among the most generally recognized observations in finan-
cial markets. It promotes synchronization. The side-effect of synchronization
may be that portfolios with only occasionally unfavourable returns are elimi-
nated from the sample set. Recall that only portfolios that are possessed by
one or more agents are feasible. Bala and Goyal [23] show that when agents
prefer higher payoffs and learn from their neighbours, they synchronize their
selections with probability one, regardless of their initial states. Unsuspicious
agents who perfectly rebalance their portfolios should be particularly prone
to synchronization. To avoid such an outcome, we include liquidity agents.
A liquidity agent refers to an agent who keeps the initial portfolio irrespec-
tive of the returns.” Liquidity agents may illustrate passive investors who
participate in the market but are unwilling to change their portfolios, or
even extremely loyal investors [66]. We call them liquidity agents because
they keep the liquidity of each portfolio. Equipped with this feature, they
assure that the selection process works smoothly. Liquidity agents occupy
a small fraction of agents and are placed into several homogeneous groups,

?The initial portfolio is randomly assigned to each liquidity agent in the same way as it is to all the rest.
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numbered from 700 to 719, from 1000 to 1019, from 1200 to 1219, from
1500 to 1519, from 2500 to 2519, from 3500 to 3519, and from 4800 to
4819. As the games repeat, liquidity agents might possess different portfolios
and be adjacent to different agents.

Securities and Portfolios

A portfolio is a set of investments. Units of assets might include savings
accounts, equities, bonds and other securities, debt and loans, options and
derivatives, ETFs, currencies, real estate, commodities.

If M=(1,2, ..., n) represents a finite set of units of assets, then a portfolio is
composed of the holdings of these 7 units of assets. If the number of non-zero
holdings is larger than 1, the portfolio is called a diversified portfolio. We
exclude short sales, which means that agents can only possess a non-negative
quantity of different assets, hence ¢/ >0. Diversified portfolios can only
include an equal proportion of 7 assets from the total number of 7 available

n

assets, which makes a maximum number of K (n ) = z "= 2" —1 different
i=1

portfolios.'

We use stocks of five companies from different sectors listed on the Dow
Jones Industrial Index: C, KFT, MSFT, AA and XOM.!! Hence, 7= 5, which
makes a sample set of 31 portfolios (Table 9.1).

Agents are price takers. All stocks are infinitesimally divisible and liquid
from which agents can buy or sell any quantity of stocks quickly with no
price impacts.'* Without this assumption, agents with the worst-performing
portfolio after the first iteration would need to bring new money into the
game if they wanted to buy any other portfolio. Because this is not pos-
sible, we would thus confine these agents’ selection activities. When an agent
switches to a portfolio of an adjacent agent, an implicit assumption is made
that he sells all stocks of the current portfolio and buys a mix of stocks in the
portfolio of an adjacent agent. For simplicity, we further assume that port-
folio transformation induces no transaction costs or any other trade-related
costs, including taxes.'?

!0This is a simplification. In reality, agents can put a different proportion of assets into their portfolios,
thus the number of different portfolios approaches infinity.

' Effective as of June 8, 2009, Citigroup (NYSE: C) was delisted from the index and was replaced by its
sister insurance company Travelers (NYSE: TRV).

21lliquidity has been found to have substantial effects on stock markets [67-69].

13This assumption is limited by the effects such costs might have on the trading policy. Constantinides
[70] and Lo et al. [71] argue that agents accommodate large transaction costs by reducing the frequency
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Table 9.1 Description of portfolios

S1 AA S12 MSFT-KFT S23 MSFT-XOM-KFT

S2 MSFT S13 XOM-C $24 MSFT-C-KFT

Ss3 XOM S14 XOM-KFT 25 XOM-C-KFT

s4 C S15 C-KFT S26 AA-MSFT-XOM-C
S5 KFT S16 AA-MSFT-XOM S27 AA-MSFT-XOM-KFT
S6 AA-MSFT $17 AA-MSFT-C 528 AA-MSFT-C-KFT

s7 AA-XOM S18 AA-MSFT-KFT 529 AA-XOM-C-KFT

S8 AA-C S19 AA-XOM-C S30 MSFT-XOM-C-KFT
S9 AA-KFT S20 AA-XOM-MSFT S31 AA-MSFT-XOM-C-KFT
S10 MSFT-XOM S21 AA-XOM-KFT

S11 MSFT-C S22 MSFT-XOM-C

Data

The real data for stock returns is used. Daily returns are calculated as the rela-
tive difference between the closing prices of two consecutive days. The return
of a portfolio in time # is given as the welghted sum of the stock returns of the

portfolio, hence R’ = Zq’R’ with th =1.
=l

The model is run in three different time spans. The baseline framework covers
the period of 2 January 2009 to 21 January 2010. The bear market started on
22 September 2008 and ended on 13 March 2009. The bull market succeeded
the bear, starting on 16 March 2009 and ending on 11 January 2010.There were
two non-trading days: 14 and 15 March 2009. The baseline framework consists
of 264 intervals, the bear market includes 120 intervals and the bull market 209.

Table 9.2 reports cumulative returns for each stock within both sub-periods.
As the table shows, the worst investment would have been a dollar invested in
C at the beginning of the bear market as it ended in only 8.90 cents. In the bull
market, a dollar invested in AA produced a yield of a dollar and 85.13 cents.
XOM was just slightly shaped by the bear market but did not exhibit any large
positive move in the bull market, either. It would lead to only a 14.81 % loss
in the bear market and would produce less than a 5 % yield in the bull market.

Next, we shall characterize the risk of a portfolio. Usually, the portfolio beta
is a measure of portfolio risk. For each portfolio 7, its beta is estimated from
the market model:

R, =a,+BR,, +¢,,, with
E(g,,, ) =0; Var (s,,,, ) =0} 9.3)

and volume of trade. Moreover, transaction costs also direct the choice towards riskless securities and
determine the number of securities in a portfolio.
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Table 9.2 Cumulative returns in a bear and a bull market (in %)

AA C KFT MSFT XOM
Bear -78.62 -91.10 -31.91 -34.45 -14.81
Bull 185.13 55.79 25.93 86.28 4.79

A f coethicient reflects portfolio risk against market risk, while R-squared
measures the degree of the portfolio diversification in relation to the market
portfolio. The difference up to unity is the portfolio idiosyncratic risk that
could have been diversified. In our case, portfolio S31 represents a market
portfolio because it consists of all available stocks and represents the highest
possible degree of diversification.'* Hence, variance of S31 represents the mar-
ket risk o}, . Table 9.3 reports betas for the portfolios and the corresponding
R-squared values.

3 Simulation Results

We simulate the games under two different assumptions, first with unsuspi-
cious agents (k=0.01) and then with suspicious agents (k=0.1). Although
we refer to suspicious agents, they do not make blind guesses but retain
some capability to select a better of the two alternatives which they com-
pare, particularly if they are sufficiently apart. For instance, with k=0.1 and a
10-basis-points spread in return between two portfolios, the probability that
the one with the lower return is selected is 26.9 %; with the spread of 25-basis
points, the corresponding probability is 7.6 %.

Each simulation run is repeated for 30 times and the average results are
reported.” Two types of results are reported. The average endgame results
(hereafter: endgame) present the average proportion of agents per portfolio of
30 independent repetitions in the last time period. The average average-game
results (hereafter: average-game) present the average proportion of agents
per portfolio over all time periods and over all 30 repetitions. The average-
game results provide information on the desirability of individual portfolios
throughout game developments, while endgame decisions indicate the desir-
ability of single portfolios in the end and hence present the convergence pat-
terns. Let us stress that we do not presume equilibrium, but do not exclude
it, either.

'“The choice for a market portfolio would designate a naive 1/7 allocation [72].

' Fragmented pseudo-code is provided in the Appendix.
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Table 9.3 Beta coefficients for the portfolios and the corresponding R-squared values
in the three sub-periods

Baseline Bear Bull
Beta R-squared Beta R-squared Beta R-squared
S1 1.246 0.574 1.205 0.680 1.461 0.540
S2 0.551 0.431 0.711 0.650 0.584 0.352
S3 0.413 0.490 0.724 0.615 0.439 0.385
S4 2.475 0.753 1.907 0.651 2.167 0.641
S5 0.314 0.264 0.453 0.552 0.530 0.241
S6 0.899 0.681 0.958 0.794 1.022 0.655
S7 0.830 0.670 0.965 0.764 0.950 0.647
S8 1.861 0.936 1.556 0.893 1.814 0.902
S9 0.780 0.642 0.829 0.769 0.905 0.624
S10 0.482 0.587 0.718 0.706 0.511 0.497
S11 1.513 0.848 1.309 0.833 1.378 0.775
S12 0.433 0.551 0.582 0.733 0.467 0.484
S13 1.444 0.835 1.316 0.858 1.303 0.749
S14 0.364 0.499 0.588 0.706 0.394 0.448
S15 1.395 0.813 1.180 0.769 1.258 0.719
S16 0.737 0.732 0.880 0.807 0.828 0.713
S17 1.424 0.972 1.274 0.962 1.404 0.959
S18 0.704 0.729 0.790 0.830 0.798 0.715
S19 1.378 0.965 1.279 0.968 1.355 0.947
S20 0.658 0.703 0.794 0.805 0.750 0.700
S21 1.345 0.961 1.188 0.937 1.326 0.937
S22 1.147 0.897 1.114 0.931 1.063 0.837
S23 0.426 0.633 0.629 0.754 0.458 0.568
S24 1.113 0.891 1.024 0.892 1.034 0.830
S25 1.068 0.871 1.028 0.909 0.985 0.799
S26 1.171 0.988 1.137 0.992 1.163 0.982
S27 0.631 0.760 0.773 0.831 0.708 0.753
S28 1.147 0.992 1.069 0.982 1.140 0.985
S29 1.112 0.980 1.072 0.985 1.104 0.969
S30 0.938 0.924 0.949 0.955 0.885 0.873
S31 1.000 1.000 1.000 1.000 1.000 1.000

Baseline Framework

As demonstrated in Fig. 9.4, the average-game decisions of unsuspicious agents
are highly concentrated around the minimum variance point. Portfolios cho-
sen by more than 5 % of agents are marked with grey squares. Black triangles
in the figure designate portfolios chosen by less than 1.5 % of agents; black
circles designate portfolios chosen by more than 1.5 % but less than 5 % of
agents. The curve depicts the efficient frontier and is fictitious. The figure is a
mean-standard deviation diagram.

The figure demonstrates that agents select the efficient low-risk portfolios
that are clustered in the neighbourhood of the minimum-variance point. The
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Fig. 9.4 Fraction of unsuspicious agents per portfolio in an average-game
setting

most desired portfolio is a single-asset portfolio S5, chosen by 29.48 % of
unsuspicious agents. It is followed by S12 (27.18 %), S23 (11.07 %), S2
(8.78 %) and S14 with an average share of 8.24 % of unsuspicious agents.
The most desired portfolios are highly under-diversified with large idiosyn-
cratic components. S12 is a two-asset portfolio made of the two most-desired
single stocks S5 and S2. Interestingly, S23 is a three-asset portfolio of S2, S5
and S3; S3 is the lowest-return asset and among the least-desired alternatives.
Some further results are given in Table 9.4.

S14 is the minimum variance portfolio, while S2 is the highest mean port-
folio. S3 is the lowest mean portfolio and S4 is the riskiest portfolio, while
both were strictly avoided in the average-game setting. The two most desired
portfolios were chosen by 56.66 % of unsuspicious agents and the first five
by 84.75 % of all unsuspicious agents. Only liquidity agents selected port-
folio S4.

The average-game decisions of suspicious agents slightly differ from that of
unsuspicious. If the transition from the most- to the least-desired portfolios
was almost discrete within the unsuspicious agents, it goes through the group
of relatively desired portfolios within the setting of suspicious agents, as indi-
cated by the dashes shown in Fig. 9.5. Suspicious agents do not synchronize
their selections as much as the unsuspicious, hence the number of relatively
desired portfolios is accordingly higher in this setting and the distribution
much more even than in the setting of unsuspicious agents. The most desired
portfolios of suspicious agents are S2 (9.87 %), S12 (7.94 %), S23 (6.47 %),
S5 (6.40 %) and S10 (5.73 %), all of which are efficient frontier portfolios.
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Table 9.4 Fractions of unsuspicious (US) and suspicious (S) agents per portfolio in the
baseline framework

Average-game Endgame
us S us S
S1 0.18 1.39 0.28 2.28
S2 8.78 9.87 14.49 15.07
S3 1.07 3.58 0.32 0.92
sS4 0.17 0.25 0.08 0.17
S5 29.48 6.40 22.02 3.19
S6 0.46 4.15 0.81 7.36
S7 0.19 2.09 0.18 2.07
S8 0.15 0.49 0.11 0.46
S9 0.53 3.78 0.59 491
S10 3.60 5.73 3.33 4.11
S11 0.23 1.37 0.11 1.51
S12 27.18 7.94 36.64 7.68
S13 0.18 0.82 0.10 0.59
S14 8.24 5.14 3.33 2.06
S15 0.33 0.97 0.10 0.68
S16 0.49 4.15 0.64 4.96
S17 0.20 1.14 0.21 1.68
S18 1.61 4.80 2.24 6.53
S19 0.15 1.38 0.11 1.48
S20 0.75 3.41 0.66 2.94
S21 0.19 1.51 0.13 1.68
S22 0.24 2.19 0.12 1.97
S23 11.07 6.47 9.91 4.64
S24 0.59 2.85 0.30 2.98
S25 0.39 1.73 0.13 1.09
S26 0.20 1.93 0.18 2.29
S27 1.42 4.73 1.58 4.60
S28 0.28 2.23 0.22 2.83
S29 0.24 1.66 0.14 1.38
S30 1.08 2.84 0.69 2.35
S31 0.33 3.00 0.23 3.53

Although suspicious agents are willing to bear greater risk than unsuspicious
agents, they avoid the riskiest portfolios. Desirability of portfolios is decreas-
ing with the level of risk, which is the same as in the case of unsuspicious
agents.

The endgame results of unsuspicious agents exhibit synchroniza-
tion patterns. Unsuspicious agents mostly ended with portfolios S12
(36.64 %) and S5 (22.02 %), which were followed by S2 (14.49 %) and
§23 (9.91 %). S12 is a two-asset portfolio of S5 and S2, and S23 is a
three-asset portfolio of S2, S5 and S3. These are low-risk portfolios from
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Fig. 9.5 Fraction of suspicious agents per portfolio in an average-game setting

the efficient frontier. There are plenty of high-risk and unprofitable port-
folios that were strictly avoided: S4 (0.08 %), S13 and S15 (0.10 %),
and S8, S11 and S19 (0.11 %). Except for S4 and S19 (a three-asset
portfolio of S1, S3 and S4), the rest are two-asset portfolios that include
the riskiest stock S4. Because of the riskiness of S4, the inclusion of an
additional stock cannot reduce the risk sufficiently to make diversified
portfolios more desirable. The two leading stocks are S5 and S2. The top
five portfolios were chosen by 86.4 % of all unsuspicious agents. In the
endgame setting of unsuspicious agent (see Fig. 9.6), the transition from
the most- to the least-desired portfolios is very straight with only four
portfolios in-between. These are portfolios S10 (3.33 %), S14 (3.33 %),
S18 (2.24 %) and S27 (1.58 %).

The results of the runs with suspicious agents show that they also prefer
less risky portfolios (Fig. 9.7). Again, the transition from the most- to the
least-desired portfolios develops in stages as indicated by the dashes. The
group of the most-desired portfolios consists of the high-return and low-
risk portfolios: S2 (15.07 %), S12 (7.68 %), S6 (7.36 %) and S18 (6.53 %).
The vast majority of the portfolios belong to the second group of moderate-
to-high return and moderate-to-high-risk portfolios. The third group con-
sists of the least-desired portfolios: S4 (0.17 %), S13 (0.59 %) and S15
(0.68 %), along with the portfolio S8 (0.46 %), which are low-return and
moderate-to-high-risk portfolios. This group also includes S3, which is
the lowest-return and (almost) the lowest-risk portfolio. The second most
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Fig. 9.6 Fraction of unsuspicious agents per portfolio in the endgame setting
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Fig. 9.7 Fraction of suspicious agents per portfolio in the endgame setting

desired portfolio of unsuspicious agents S5 was placed in the second group
of moderate-to-high return and moderate-to-high-risk portfolios by suspi-
cious agents.

Portfolio Selection in a Bear Market

The second time span relates to the bear trend. The bear market reflects a gen-
eral fall in prices. In our case, the bear trend is characterized by large standard
deviations and some highly negative mean returns.

Table 9.5 reports the fractions of unsuspicious and suspicious agents per
portfolio in the average-game setting. The results show that both cohorts are
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Table 9.5 Fractions of unsuspicious (US) and suspicious (S) agents per portfolio in the
bear market

Average-game Endgame
us S us S
S1 0.22 0.30 0.09 0.11
S2 2.99 476 2.47 4.16
S3 41.97 23.20 62.19 37.74
S4 2.1 1.32 0.08 0.09
S5 0.42 3.81 0.38 4.04
S6 0.23 0.58 0.10 0.16
S7 0.26 0.89 0.09 0.30
S8 0.31 0.47 0.09 0.09
S9 0.18 0.57 0.09 0.23
S10 14.22 11.50 17.90 15.74
S11 2.37 1.82 0.10 0.10
S12 1.21 4.55 1.1 4.83
S13 6.10 2.80 0.10 0.24
S14 5.72 10.28 7.14 14.75
S15 0.92 1.33 0.09 0.10
S16 0.31 1.72 0.14 1.12
S17 0.34 0.62 0.09 0.11
S18 0.21 0.89 0.10 0.48
S19 0.38 0.92 0.10 0.14
S20 0.26 1.51 0.14 0.89
S21 0.27 0.64 0.10 0.10
S22 5.22 3.22 0.21 0.59
S23 5.06 8.37 5.97 10.29
S24 1.23 1.82 0.09 0.19
S25 2.81 2.83 0.14 0.48
S26 0.42 1.16 0.09 0.23
S27 0.31 1.68 0.18 1.08
S28 0.28 0.83 0.07 0.13
S29 0.32 1.01 0.08 0.22
S30 2.97 3.26 0.37 0.94
S31 0.40 1.35 0.1 0.32

capable of selecting less risky portfolios and avoiding highly risky portfolios of
S4 and S1. Almost 42 % of all unsuspicious agents possess the portfolio with
the highest average return, S3, followed by S10 (14.22 %), S14 (5.72 %), and
§23 (5.06 %) that also lie on the efficient frontier or in its closest neighbour-
hood, and S13 (6.10 %) and S22 (5.22 %) which do not. These later two
could signify risk seeking in choices when prospects are negative when agents
try to obtain profits on the variance [33, 73]. Risk seeking could also be
noticed when comparing portfolio S13 to §28. Both portfolios have similar
means, while S13 is riskier. S13 was chosen by 6.10 % of unsuspicious and
2.80 % of suspicious agents, while only liquidity agents held S28 in both
cases. Interestingly, S4, a portfolio with the smallest mean and the highest
variance, for which it could be considered the worst alternative, was chosen
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by 2.11 % of unsuspicious and 1.32 % of suspicious agents. The selected
portfolios of suspicious agents were more evenly distributed than those of
unsuspicious agents, with S3 (23.20 %), S10 (11.50 %), S14 (10.28 %) and
$23 (8.37 %) from the eflicient frontier still being the most desired.

The endgame results show that synchronization is highly present in unsus-
picious agents’ selections as only four of 31 alternatives are chosen by more
than 5 % of agents. These are S3 (62.19 %), S10 (17.90 %), S14 (7.14 %)
and S23 (5.97 %), and together account for 93.20 % of all selections by
unsuspicious agents. They all are portfolios from the efficient frontier and
have S3 as the leading stock. Of the remaining portfolios, only S2 (2.47 %)
and S12 (1.11 %) do not end with liquidity agents. The picture is not much
different for the suspicious agents, where the synchronization pattern is also
present. The most desired portfolios are similar to that of the unsuspicious
agents; S3 (37.74 %), S10 (15.74 %), S14 (14.75 %) and S23 (10.29 %).

In the bear market, agents concentrate their endgame decisions on the low-
risk and high-return portfolios.

Portfolio Selection in a Bull Market

In contrast, a bull trend is characterized by positive shifts in returns. S1 and
S2 exhibit the highest mean return of 0.50 % and 0.30 %, respectively, S3 the
smallest of 0.023 %. S4 is the riskiest with a standard deviation of 8.65 %,
while S3 and S5 have the smallest standard deviations of 7.05 %.

As reported in Table 9.6, the most-desired portfolios of unsuspicious agents
are S8 (41.70 %), S17 (13.70 %), S4 (11.05 %), S21 (7.37 %), S19 (6.27 %)
and S1 (3.36 %). Of these, only S1 is from the efficient frontier, while S17 is
very close to it. S8 clearly lies outside the efficient frontier; it is riskier than S6.
In addition, S8 is a multiple-stock portfolio. Generally, agents select riskier
portfolios in the bull market. The most-desired endgame decisions of the unsus-
picious agents are S8 (50.11 %), S17 (17.37 %), S21 (6.37 %), S1 (5.66 %)
and S6 (2.25 %) together accounting for 84.83 % of all their selections. From
these only S1 and S6 lie on the efficient frontier, with S17 being very close to it.

Suspicious agents are also capable of synchronization, although to a lesser
extent. However, if the selection of five winning portfolios is nearly the same as
within the unsuspicious agents, there are differences in the degree of desirability
of each. The five most desired endgame portfolios of suspicious agents are S1
(24.59 %), S8 (16.77 %), S6 (9.52 %), S17 (9.16 %) and S21 (4.36 %), which
account for 64.38 % of all selections. This is far less than within the unsuspicious
agents. For example, the winning portfolio of suspicious agents, S1, was selected
by less than 6 percent of unsuspicious agents in the endgame setting,.
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Table 9.6 Fractions of unsuspicious (US) and suspicious (S) agents per portfolio in the
bull market

Average-game Endgame
us S us S
S1 3.36 14.91 5.66 24.59
S2 0.13 1.59 0.13 1.79
S3 0.19 0.38 0.11 0.10
S4 11.05 6.11 0.10 3.35
S5 0.17 0.39 0.25 0.15
S6 1.58 6.30 2.25 9.52
S7 0.54 2.20 0.29 1.54
S8 41.70 14.75 50.11 16.77
S9 0.43 3.29 0.43 3.49
S10 0.13 0.75 0.09 0.34
S11 2.83 3.60 2.17 2.77
S12 0.14 0.70 0.09 0.32
S13 0.89 1.51 0.11 0.57
S14 0.17 0.38 0.09 0.12
S15 0.76 1.93 0.17 0.86
S16 0.37 2.18 0.28 1.78
S17 13.70 7.93 17.37 9.16
S18 0.31 2.67 0.26 2.91
S19 6.27 4.15 4.00 2.75
S20 0.22 1.30 0.12 0.69
S21 7.37 4.89 6.37 4.36
S22 0.46 1.36 0.16 0.61
S23 0.15 0.61 0.09 0.26
S24 0.46 1.80 0.20 1.24
S25 0.30 1.05 0.08 0.35
S26 2.09 3.19 1.29 2.43
S27 0.21 1.1 0.13 0.68
S28 2.02 3.61 1.72 3.14
S29 1.13 2.19 0.44 1.40
S30 0.24 0.99 0.09 0.40
S31 0.65 2.18 0.30 1.57

4 Consistency in Selection

It remains to examine how consistent agents are in their selections. Stochastic
interaction-based games with bounded rational agents induce path-
dependent outcomes. As a consequence, game repetitions do not necessarily
replicate the results despite unchanged external conditions. A consistently
chosen portfolio should exhibit little variability in its holdings in each time
period over independent repetitions. We should acknowledge that we use
proportions of agents per portfolio as a measure since we do not collect data
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on particular portfolios that were possessed by individual agents throughout
the games.'® Consistency in selection is tested with two different measures:

CV and MC method:s.

Coefficient of Variation

The CV is defined as the ratio between the standard deviation and the mean.
We use it to measure the variability of portfolio holdings within single time
periods over game repetitions. To estimate the coefficient, we apply the fol-
lowing procedure. First, we display proportions of agents per each portfolio in
a given period over repetitions in the matrix form of 30 columns, representing
repetitions, and 7 rows, representing periods. Then, we estimate the average
proportion of agents per portfolio in every period across repetitions and the
corresponding standard deviation, from which the row CV for a single period
is obtained. The reported CV value for a single portfolio is then averaged over
T periods." If a portfolio is chosen consistently over repetitions, then the
standard deviation is small, or close to zero, and the corresponding CV is also
small, or close to zero. On the other hand, an inconsistently chosen portfolio
over repetitions has a large standard deviation and, hence, large CV value.

To allow for the proportion of liquidity agents per portfolio and to de-link
it from the portfolio desirability, we truncate the bottom line of portfolio
holdings to 0.5 %. Therefore, if less than 0.5 % of agents possess a given
portfolio in a given time unit, then the value is set to 0.5 %, by which we
avoid the potentially high variability in the proportion of liquidity agents,
which might not have been meaningful. For example, if a portfolio is pos-
sessed only by liquidity agents, whose proportion is set to 0.1 % in the first
realization and 0.2 % in the second, this would signify 100 % variability in
the holdings of a portfolio, although it would not relate to the portfolio desir-
ability but to the proportion of liquidity agents. In both cases, a portfolio,
which is possessed only by liquidity agents, is consistently avoided for which
the true variability should be zero. Results for unsuspicious (US) and suspi-
cious agents (S) for all three settings are reported in Table 9.7.

The least desired portfolios of unsuspicious agents within the baseline set-
ting (§4, S13, S8, S11, S15 and S19) exhibit the smallest average row vari-
ability in holdings. This means that the average per-period holdings of these

Tt might be the case that even though the series repeated itself, different agents might hold the same
portfolios.

17 For this reason, we also refer to row variability in the sequel to be explicit that we measure the consis-
tency within different time units, while not also between time units. This is measured with MC.
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Table 9.7 CVs of unsuspicious and suspicious agents

Baseline Bear Bull
uUs S uUs S us S
S1 17.47 80.02 0.51 1.68 31.13 16.89
S2 35.11 34.92 44.51 28.60 0.24 58.40
S3 52.94 49.12 14.03 16.52 0.46 11.16
S4 7.06 37.13 8.27 9.48 20.78 29.79
S5 20.71 34.35 25.37 39.15 0.43 28.80
S6 37.44 61.10 0.99 22.86 40.88 27.20
S7 23.16 56.01 0.90 40.90 20.42 44,99
S8 9.11 59.13 1.28 5.47 6.61 19.53
S9 53.13 58.68 0.67 29.52 16.54 39.36
S10 38.82 42.94 24.56 19.29 0.53 44.87
S11 9.32 75.83 9.43 25.41 38.35 34.16
S12 24.51 31.05 57.89 40.67 0.51 40.95
S13 7.77 67.57 21.25 36.61 14.36 52.08
S14 30.46 39.03 31.61 22.37 0.45 16.41
S15 10.38 64.04 9.83 20.95 23.86 48.82
S16 66.47 45.48 3.04 40.57 12.89 49.96
S17 22.53 80.11 1.76 11.55 16.07 29.40
S18 57.17 46.22 1.23 45.87 14.20 45.36
S19 10.86 74.43 1.63 30.55 28.07 38.15
S20 58.92 50.82 1.96 43.76 2.13 56.16
S21 13.91 75.67 1.55 17.18 25.84 31.46
S22 15.88 58.93 29.11 35.97 12.82 47.88
S23 25.09 38.00 33.74 29.38 0.47 38.00
S24 42.10 46.93 22.28 35.24 19.68 55.33
S25 27.52 62.16 27.58 40.86 1.91 54.43
S26 18.33 57.69 3.52 32.23 38.56 39.42
S27 52.94 44.01 13.36 41.95 1.94 50.20
528 26.59 56.87 2.15 30.41 46.97 39.52
S29 18.35 57.64 2.46 29.92 39.70 41.23
S30 58.02 58.44 42.84 34.59 3.70 42.50
S31 39.93 47.93 4.86 35.52 27.34 45.73

portfolios were the most stable within the game repetitions. These portfolios
lay the furthest from the portfolios of the efficient frontier and were the
least desired. This indicates that agents might be capable of, first, identify-
ing the least-preferred portfolios and then persistently avoiding them. In
fact, agents are slightly more capable of avoiding the least-desired portfolios
than of being consistent on the most desired. Namely, the variability of
most-desired portfolios, S5, S12, S23, S2 and S14, was very similar for both
groups of agents, ranging from 20.71 % (S5) to 35.11 % (S2) for unsus-
picious agents and from 31.05 % (S12) to 39.03 % (S14) for suspicious
agents. From the most-desired portfolios of unsuspicious agents, the small-
est row variability was exhibited by the most desired portfolio S5, followed
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by the second most S12 (24.51 % variability), and then $23 (25.09 %), S14
(30.46 %) and S2 (35.11 %). However, portfolios S14 (8.24 %) and S2
(8.78 %) were similarly desired.

Because the suspicious agents were not as capable as the unsuspicious in
selecting winning and avoiding losing portfolios, their selections exhibit
larger row variability than that of unsuspicious agents. By suspicious agent,
the smallest row variability is exhibited in the most desired portfolios from
the efficient frontier, S12, S5, S2, S23 and S14, as well as the least-desired
portfolio S4. All of these portfolios are followed by the neighbouring port-
folios S10, S27, S16 and S18. Suspicious agents are thus far more capable
of being persistent on the most-desired portfolios and little less for the least-
desired, although they too are able to persistently avoid the latter. However,
they are not so consistent regarding portfolios that lie in-between. In contrast
to unsuspicious agents, this result indicates that suspicious agents fail to iden-
tify properly the least-desired portfolios, and for this reason they may either
hold them too long or trade them too much. The implication is similar to
that identified in Odean [74, 75]. Altogether, unsuspicious agents are more
persistent in their selections than suspicious agents, which is not surprising.

In the bear market, decisions of unsuspicious agents exhibit a small degree
of variability. This is especially true for the least-desired portfolios. Note that
portfolios possessed by liquidity agents are truncated. The most-desired port-
folios (S3, S10, S14 and S23) exhibit quite a small variability that does not
exceeding 34 %. The least consistent portfolios are those that either do not
end with liquidity agents or are not the most desired, such as S2 and S12. In
a bull market, the unsuspicious agents were also the most consistent for the
least risky portfolios and the least desired portfolios, which ended up with
the liquidity agents. As before, suspicious agents’ CV values exceed that of
the unsuspicious, indicating that, in this respect, they behave less consistently
than the unsuspicious.

Monte Carlo

Although the analysis of CVs is compelling, it is by no means complete. CV
measures the row dispersion of portfolio holdings in each time period over
repetitions, which might fail to acknowledge the potential linear dependence
of game repetitions.

The idea underlying MC is that if a portfolio is chosen consistently over
all repetitions of the games, then for its transition from one period ¢ to
the successive period 7+ 1 state it should be irrelevant from which of the
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30 repetitions of the game observations were taken. In perfectly consistent
decision making, an agent would always opt for the same choice regardless
of the transition from one time period to the next being made within the
same repetition of the game or any other. If this is not the case, then this
would mean that repetitions matter, that is, an indication of agents’ incon-
sistent selections.

To compute the MC method, we employ the following six-step procedure.
First, we transform the data because initial holdings of portfolios over repeti-
tions may differ (initial distribution of portfolios was done randomly with a
variable ‘seed’), which would prevent proper inter-period comparability. The
last time period is used as the base so as to minimize the influence of the ini-
tial set-up, while the data for each portfolio in every repetition of the game is
expressed as a ratio to the value of portfolio holdings in the last period of that

_t

repetition as X, = .18 Then, one from the 30 repetitions per selected port-
p p p p p

folio is randomly chosen. Starting with the initial time period 7 the computer
algorithm is set to choose randomly one repetition from all 30 repetitions per
selected portfolio (A), and then, irrespective of the first selection, one repeti-
tion from the subsequent #+ 1 time period (B). Subsequently, the value of the
portfolio holding under (B) is compared to the value of (A) in time period
t+1 and the difference is squared. If these portfolio holdings are chosen con-
sistently, there should then be no difference between both compared values
irrespective of the repetition number from which (B) was taken. Then, the
squared differences are summed over all 10,000 runs for every time period
and, finally, the median of all time periods is reported as the persistence factor
of the portfolio."” By the rule, the lower the value, the larger is the persistency
level, and vice versa. Table 9.8 reports results of the MC for all three settings.

In the baseline setting, unsuspicious agents most consistently choose S4
with a median of 0, which indicates a perfect fit. Not only do agents consis-
tently avoid S4, but they do it in the very early stages of the games. Portfolio
S§4 is followed by portfolios S12 and S2, which still exhibit very large levels
of persistence, and then by portfolios $23 and S5 with a bit lower (still very
high) persistence levels. The grouping is very similar to that of the CV analysis
above with one exception. Namely, in the CV analysis portfolio S4 follows the
group of the efficient frontier portfolios but does not lead the group as in the
present case.

¥1n a baseline case 7'=264, in a bull market 7=209 and 7'=120 in a bear market.
1 Median is used instead of the mean to reduce the influence of extreme values.
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Table 9.8 Medians of sum of squares of the difference

Baseline Bear Bull
() S us S us S
S1 2608 3735 951 7667 309 265
S2 87 334 3575 1333 5518 1531
S3 804,228 489,909 307 340 7431 48,318
S4 0 816 87,687 3282 9291 9250
S5 312 142,580 58,912 1463 4504 103,892
S6 1645 490 6316 9595 1004 676
S7 4269 10,603 5133 1,150,530 12,060 37,204
S8 560 11,231 917 79,428 59 812
S9 3498 1987 1457 621,128 48,888 5412
S10 1499 10,142 846 809 2424 1,059,915
S11 1310 896,429 117,730 177,042 12,463 2998
S12 39 1468 75,968 48,811 6615 73,898
S13 325 44,102 5,585,360 54,851 78,240 100,291
S14 4829 79,743 1408 648 7061 261,609
S15 784 179,501 25,602 9103 81,889 959,069
S16 5066 3532 28,150 7575 450,027 8536
S17 2611 5934 5898 39,218 313 2668
518 385 796 10,889 227,040 13,822 1315
S19 623 21,631 12,430 56,259 7387 8894
S20 2199 86,009 933 12,366 35,987 25,621
S21 2281 22,005 2487 510,585 4927 3654
S22 10,378 76,915 2,466,410 19,956 134,300 2,182,880
S23 213 5324 3168 1196 1328 1703
S24 7712 51,176 478,540 485,670 152,316 4994
S25 12,509 36,583 181,188 770,585 2034 17,258
S26 4872 5621 33,154 25,409 36,027 6402
S27 2709 398,750 69,253 1996 33,213 22,804
S28 5638 2618 146,572 4,633,220 4606 9460
S29 3735 56,333 9334 6240 17,734 3068
S30 5657 38,936 3,897,070 3884 54,837 11,137
S31 5327 31,181 53,111 730,177 3169 6355

The persistency level of other portfolios decreases with their distance from
the most consistently chosen portfolios. The least consistently chosen portfo-
lio is S3, which lies on the inefficient frontier. Suspicious agents exhibit a large
degree of consistency for high-return and high-risk portfolios S6, S18 and S9.
However, the behaviour of suspicious agents is much less consistent than that
of unsuspicious agents, implying that suspicious agents in general exhibit a
much lower preference over portfolio choice.

In the bear market, the most consistently chosen portfolios of unsuspicious
agents were S3, S10, S8, §20, S1, S14 and S9, while those of suspicious agents
were S3, S14, S10, S23, S5 and S27. Of these, S3, S10 and S14 were the

most-desired portfolios, with §23 under the suspicious agents also being so.
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The least consistent portfolios were those whose proportion was not stable
over time (S13, S11, §22, 824, S28, S31, S7 for suspicious agents, and S30
for unsuspicious agents), for which they exhibited huge differences between
the average-game and the endgame settings. These portfolios were the furthest
apart from the most consistently chosen portfolios and were found to be in
the centre. Of the two cohorts, suspicious agents were less consistent in their
selections, which resulted from their inability to select the winners to the same
extent as unsuspicious agents.

In the bull market, unsuspicious and suspicious agents most consistently
chose portfolio S8, followed by portfolios S1, S6 and S17, which still exhibited
very high levels of persistence. These three were the most-desired portfolios
in both the average and the endgame settings. Portfolios §22, S15, §10, S13,
S14, S16 and S5 exhibit the lowest levels of persistence. These are portfolios
with the lowest mean returns and the lowest variance, and were among the
least desired. Again we observe that the persistency level of other portfolios
decreases with their distance from the most consistent portfolios. As before,
the behaviour of the suspicious agents was much less consistent than that of
the unsuspicious agents also in the bull market.

5 Discussion

Table 9.9 summarizes the results from all settings. It reports the average-
game (AVG) and the endgame (END) results for all three time spans for both
cohorts. For each setting, we first report the percentage of agents with five of
the most desired portfolios, then the number of portfolios (out of 31) that are
possessed by the last decile of agents, then weighted betas of portfolios held,
then weighted betas for five the most desired and ten the least desired portfo-
lios and finally lambda values from the power-law distribution.

n

The average and the weighted beta are calculated as B:lZﬁ and

1
n g
Zﬁ, ., respectively, with /; representing a fraction of agents with

portfoho i and Zh =1. For sub-samples, in which Zh ;th a fraction

i=1 i=1
of selected portfollos is re-calculated so as to reach the required condition
Zhl. =1. As for the lambda values, we presume the power law distribution
i=1
of the type y=Ax"*. Parameter 1 refers to the densification parameter. The
distribution of a random variable follows a power law if the frequency of
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Table 9.9 Overview of results

Unsuspicious Suspicious
AVG END AVG END

Baseline

Top 5 (%) 84.75 86.40 36.41 41.60
Least 10 % (No./31) 24/31 25/31 10/31 11/31
Weighted beta 0.459 0.467 0.731 0.778
Top 5 0.396 0.419 0.451 0.637
Least 10 1.450 1.424 1.391 1.280
Lambda 1.826 2.030 0.838 0.945
Bear

Top 5 (%) 73.23 95.67 57.90 83.35
Least 10 % (No./31) 21/31 28/31 13/31 25/31
Weighted beta 0.842 0.714 0.808 0.696
Top 5 0.789 0.706 0.684 0.679
Least 10 1.487 1.160 1.088 1.257
Lambda 1.672 2.017 1.885 2.037
Bull

Top 5 (%) 80.00 84.83 50.01 64.38
Least 10 % (No./31) 23/31 25/31 12/31 17/31
Weighted beta 1.600 1.610 1.317 1.346
Top 5 1.712 1.692 1.587 1.471
Least 10 0.600 0.674 0.677 0.841
Lambda 1.820 2.088 1.077 1.883

an event decreases to the inverse of some exponential degree as the size of
the event increases. In our case, the parameter measures the level of syn-
chronization in agents’ selections. High lambda values indicate a striking
synchronization pattern, which means that a small number of portfolios is
possessed by a large number of agents, while the vast majority of remain-
ing portfolios are possessed by only a few agents. Synchronization occurs
for A> 1. The corresponding power-law exponents were estimated with the
OLS regression.?

Figure 9.8 plots the unsuspicious and suspicious agents” average-game and
endgame selections against the beta coefhicients of portfolios for all three time
spans. Dots in the plots represent different portfolios according to their betas
(X-axes) and the fraction of agents having selected them (Y-axes). ‘S’ and
‘U’ in the plots designate suspicious and unsuspicious agents, respectively;
and AVG’ and ‘END’ designate average-game and the endgame selection,
respectively.

2The correlation coefficient has typically been used as an informal measure of the goodness of fit of a
distribution to a power law [76]. For mathematical derivations of a scale-free distribution see
Mitzenmacher [77] and Newman [78].
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Fig. 9.8 Scatter graphs of unsuspicious and suspicious agents’ average-game and
endgame selections against the beta coefficients of portfolios
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Fig. 9.8 (continued)

Because portfolios are selected upon their returns, we would expect that
the portfolio desirability is increasing in return. But this is not the case. The
results suggest that the riskier the portfolio, the more likely it is that it will
be avoided. Agents could thus be regarded as risk-averse. This is true for both
cohorts. However, the main difference in the selections of these cohorts is that
the transition from most desired to least desired is very discrete in the case of
unsuspicious agents, while the transition goes through the group of moder-
ately desired portfolios within suspicious agents. In both cases, portfolios S2
and S3 demonstrate that agents are capable of selecting high return portfolios
and avoiding low-risk low-mean portfolio. Diagonal dashes (Fig. 9.8) in the
case of suspicious agents demonstrate that they are less risk averse, although
they require higher returns for bearing additional risk. However, the agents
did not select high-mean high-risk portfolios, such as S1 within the baseline
framework. The steeper dashes signify that average-game decisions are more
motivated by variance and less by returns. A general observation would be
that unsuspicious agents are more focused on the risk than the returns and
try to minimize it. The implication is instructive, yet encouraging, because
portfolios are selected upon returns and not the risk, while the latter is crucial
for the portfolio selection. On the other hand, although the suspicious agents
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prefer more risk, they still weigh returns against risk. In addition, agents hold
very under-diversified portfolios, which is consistent with some empirical
facts [79, 80]. Moreover, diversified portfolios are among the least consis-
tently chosen portfolios.

Selected portfolios of unsuspicious agents of the baseline framework can
be grouped in two clusters. The first one consists of five portfolios from the
efficient frontier, which were chosen by more than 5 % of the agents each
(810 can also be added to this group, as it lies on the efficient frontier and
was chosen by 3.6 %). The second one includes all the remaining portfo-
lios. S3 is among the least risky portfolios but has the lowest return, while
S18 and S27 lie very close to the efficient frontier but are slightly riskier. S1
and S6 are both high-return and high-risk portfolios and were avoided by
unsuspicious agents. Hence, portfolios were either possessed or avoided. On
the other hand, selected portfolios of suspicious agents can be grouped into
three clusters, as represented by the dashes (Fig. 9.8): the six portfolios from
the efficient frontier, being chosen by more than 5 % of the agents; the four
least-desired portfolios as chosen by less than one percent (S4, S8, S13 and
S15); and the portfolios that lie between the two groups. The least-desired
portfolios from the second group are the riskiest portfolios and also exhibit
the lowest returns. Most portfolios of the third group are riskier than those of
the first group and less risky from those of the second. There are three outli-
ers to this apparent linearity-in-risk rule: S1, S11 and S3. S1 and S11 are as
risky as those in the second group, but exhibit higher returns. S3 is among
the safest but exhibits the lowest return. All three belong to the third group
of portfolios.

Suspicious agents are much more inclined towards riskier portfolios than
the unsuspicious, which is reflected in their weighted beta (0.731), which
is much higher than that of unsuspicious agents (0.459). Still, both values
are much below market risk; an indication that both cohorts behave risk
averse. The most-desired portfolio of unsuspicious agents (S5) has the small-
est beta of only 0.314, while the second most desired portfolio (S12) also
has very small beta (0.433). The five most-desired portfolios of unsuspicious
agents have an average beta of 0.418 and weighted beta of 0.396. The five
most-desired portfolios of suspicious agents also have small betas on average
(0.441), with a weighted beta of 0.451. This is a logical consequence of the
fact that the unsuspicious agents were highly capable of selecting winners,
which are the lowest-beta portfolios. As a consequence, the least desired
portfolios have larger betas. More precisely, the ten least-desired portfolios
of unsuspicious agents have an average beta of 1.469 and weighted beta of
1.450, while those of suspicious agents have an average beta of 1.519 and
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weighted beta of 1.391. Under both settings, only liquidity agents selected
portfolio S4, which is the portfolio with the largest beta of 2.475. Given
the results, one could argue that the losses from high-beta portfolios are too
large for agents to hold.

To see how agents weigh between the risk and returns, three cases seem of
particular interest because the alternatives exhibit a lot of similarities but are
differently possessed. One is S2 in relation to S6 and S18. S2 is the portfolio
with the highest mean and a moderate variance. S2 has similar risk as S18
but a much higher mean return, while it had a mean return very similar to
S6 but a substantially smaller risk. S2 was chosen by 8.78 % of unsuspicious
agents and 9.87 % of suspicious agents, which made it the fourth most-desired
portfolio. On the other hand, S18 was chosen by only 1.61 % of unsuspi-
cious agents and 4.80 % of suspicious agents on average, while S6 was chosen
by just 0.46 % of unsuspicious and as much as 4.15 % of suspicious agents.
Obviously, unsuspicious agents were not willing to give up the additional ‘risk-
less’ return of S2, while the suspicious agents were also inclined towards riskier
and less profitable alternatives. The second case is S3 in relation to S14. S3 was
slightly more volatile than S14 but exhibited a significantly lower mean return;
the lowest among all portfolios. However, S3 was on the average chosen by
1.07 % of unsuspicious agents and 3.58 % of suspicious agents. On the other
hand, S14 was chosen by 8.24 % and 5.14 % of unsuspicious and suspicious
agents, respectively. The last one is S20 to $23. Both portfolios have similar
mean returns and significantly different variance. Unsuspicious agents largely
chose §23 (11.07 %) and left the riskier S20 mostly to liquidity agents. On
the contrary, 3.41 % of suspicious agents took S20 and 6.47 % took S23,
which implies that suspicious agents prefer higher risk. Following these three
cases, we could say that when agents select portfolios, they first make a group
of satistfying portfolios in relation to their returns and risk. The width of this
area depends on the level of agents” suspiciousness. In contrast to unsuspicious
agents, who very accurately select portfolios with higher returns, suspicious
agents decisions are distributed among many portfolios that are close together.
The reason for this is that when two suspicious agents compare their outcomes,
the probability that they would take a less lucrative portfolio is different to
zero. This is more likely to occur when the two returns are close together (see
Proposition 3). Desirability of portfolio S3 indicates that agents may not want
to opt for the least risky portfolios that also fail to yield a satisfactory return.

Agents’ endgame decisions share many similarities with that of the average-
game in the main conclusion that the desirability of a portfolio decreases with
its risk. In both cases, the transition from the most to the least desired portfo-
lios is gradual. However, less sloping dashes signify that endgame decisions are
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more affected by returns and not so much by risk. Clearly, the transition from
the most-desired portfolios to the least-desired is diagonal from the high-mean
and low-risk portfolios towards the low-mean and the high-risk portfolios.

The corresponding endgame weighted beta value of 0.467 for the unsuspi-
cious agents is much lower than that of suspicious agents (0.778). The five
most-desired endgame portfolios of unsuspicious agents have a weighted beta
0f 0.419, which is below the corresponding beta of the five most-desired port-
folios of suspicious agents (0.637). Weighted beta of the least desired portfo-
lios was 1.424 for unsuspicious agents and 1.280 for suspicious. We have seen
before that unsuspicious agents highly prefer less risky portfolios, much more
than suspicious agents whose selections are more dispersed, and the betas
demonstrate this. Moreover, not only are unsuspicious agents more risk averse
as the games proceed, they are also risk averse in their final decisions. The
greatest part of this difference in the behaviour of the two groups does not lie
in the selection of winners, but rather in the proportion of these winners and
also in that of the losers. In addition, they are capable of selecting winners,
while the suspicious agents are not. The corresponding lambda values of the
average-game decisions equal A= -1.826 (R*=0.97) for unsuspicious agents
and A= -0.838 (R*=0.75) for suspicious agents. In the endgame setting, the
corresponding lambdas are A= - 2.030 (&> =0.98) for unsuspicious agents and
A=-0.945 (R*=0.77) for suspicious agents. Five of the most desired portfo-
lios were chosen by 84.75 % of unsuspicious agents and 24 of all 31 possible
portfolios were chosen by the last decile of unsuspicious agents on average.
This is an implication of herding, which was highly pronounced in the set-
ting of unsuspicious agents. The absolute herding was prevented by liquid-
ity agents. There are no densification patterns in the selection by suspicious
agents because their selections are more evenly distributed across the set of
available portfolios. Five of the most desired portfolios account for 36.41 %
of all suspicious agents with the last decile of suspicious agents having 10 out
of the 31 possible portfolios on average.

It can be noted from the MC values that suspicious agents are much less
consistent in their inter-period selections than the unsuspicious. The unsus-
picious agents most consistently choose portfolios from the efficient fron-
tier and those that are the farthest apart from the first group. The first could
be considered consistently desired portfolios, while the second consistently
avoided. An exception is S14, the inconsistently held portfolio from the effi-
cient frontier. There is no appealing explanation for this. Portfolios S10 and
§27 can be found alongside the efficient frontier portfolios but they exhibit
significantly lower levels of persistence than the efficient frontier portfolios.
An intuitive explanation for this may be that when agents decide which
portfolio to acquire they opt for the first best alternative, which in our case
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lies on the efficient frontier, rather than their closest neighbouring portfolios.
The latter are portfolios that an agent would not be eager to change once own-
ing one, but also one that other agents would not be eager to obtain. Such is
the case of S10, which is held by 3.6 % of agents. Portfolios from the efficient
frontier are among the most consistently chosen. S14 is highly desirable with
an average holding rate above 8 % and with a very small CV value. However,
its MC result implies that agents exerted a highly inconsistent trade policy
towards it. Even though the portfolio as such yields highly stable returns and
has the lowest volatility, the returns are very low, fluctuating around zero.
Unsuspicious agents, who have been found to weigh returns against volatility,
valued the portfolio’s low volatility, but the portfolio’s poor return was a likely
reason that it was not persistently desired.

Another interesting case (portfolio S4) comes from the position of suspi-
cious agents. The possession of the portfolio was fairly stable within particular
repetitions but highly volatile between repetitions. Higher row volatility on
the one hand and lower column volatility on the other might indicate that
the holding of such a portfolio would be stabilized at different levels over
time in individual repetitions. Stabilization at different levels preserves the
row volatility between repetitions but at the same time eliminates the column
variability. Liquidity agents, who persist on their initial portfolios and do not
trade them regardless of the returns, would very likely hold such portfolios.
Further, possession of portfolio S5 by suspicious agents and, to a lesser extent,
portfolio S3 of unsuspicious agents exhibited the second lowest level of row
variability but the largest between-period variability. The MC test indicated
that agents did not have any consistent preference for the portfolio, while the
small row variability suggests that the holdings of the portfolio had not stabi-
lized. S1 was also among the most consistently chosen portfolios by suspicious
agents, but on the other hand, even though exerting the third largest average
return, the portfolio was one of the least-desired by suspicious agents. The
most desired portfolio of suspicious agents (S2) was also the most consistently
chosen portfolio by suspicious agents. Portfolio S2 is profitable and risky.

The results do not differ greatly, in the bear and the bull market. A huge
synchronization has been perceived in the bear trend where 62.19 % of all
ended with the winning portfolio S3, 80 % with the first two portfolios,
and 95.7 % with five the most desired portfolios. The winning portfolio is a
one-asset portfolio S3, and the next two, two-asset portfolios that included S3
and either S2 and S5, which are the next two least-losing stocks. The weighted
beta of endgame settings is much higher during a bull trend (1.61/1.35
for unsuspicious/suspicious agents) than during a bear (0.714/0.696). The
same is true for the average-game settings (0.84/0.81 in the bear trend and
1.60/1.32 in the bull trend for unsuspicious/suspicious agents). The results
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demonstrate that agents respond differently to risk in different time trends.
More specifically, agents take more risk in the bull market than in the bear,
which is consistent with observations of Barberis et al. [35].

Agents’ decisions are also much more synchronized in the bear trend than
in the bull trend, which is an implication of the previous result. The winning
portfolio has been selected by more than 62 % of unsuspicious agents in the
bear trend comparing to 50.11 % in the bull trend. In the bear market, the
power law parameter of the average-game setting is A= - 1.672 (R*=0.95) for
unsuspicious agents and 1= - 1.885 (R*=0.83) for suspicious agents. The cor-
responding parameters of the endgame setting are A= -2.017 (R*=0.91) for
unsuspicious agents and A= -2.037 (R*=0.97) for suspicious agents. Higher
values in the endgame setting than in the average-game indicate that over
the course of time agents approach their desired portfolios. In the endgame
settings, both cohorts display a striking synchronization pattern. In the bull
market, the power law parameter of the average-game setting is 1= -1.820
(R*=0.98) for unsuspicious agents and A= -1.077 (R*=0.89) for suspicious
agents. The corresponding values of the endgame setting are 1= -2.088
(R*=0.97) for unsuspicious and 1= -1.883 (R*=0.81) for suspicious agents.
Slightly smaller lambda values of the bull trend compared to the bear trend
indicate the agents’ weaker ability to select the winning portfolios in the bull
trend compared to that in the bear trend. This is especially true for the suspi-
cious agents’ average-game decisions in the bull trend, where the synchroniza-
tion pattern is barely met. However, the endgame decisions of both cohorts
exhibit a striking synchronization pattern. Although the behaviour of agents
is more risk aversive in a bear market than in a bull, the selection of portfo-
lios S13 and S22 could signify the presence of a reflection effect, that is, risk
seeking in the domain of losses or when agents are trapped inside the risk, the
phenomena that is then followed by loss recognition and the retraction from
such alternatives. These two risky portfolios were relatively largely possessed
in an average-game setting of the bear market, but ended on liquidity agents
in the endgame. Both effects are present only with the unsuspicious agents. A
reflection effect is an important outcome of these simulation games, because
it has been singled out as an anomaly that has also been documented as such.

Differences in the choices of the two cohorts indicate that agents’ portfolio
selections are in some instances highly sensitive to the choice parameters. Not
only do the suspicious agents select different portfolios than the unsuspicious,
they are also less consistent in their selections. Recall that, by definition, as
the agents’ suspiciousness increases, the probability that the less profitable of
the two portfolios is adopted increases. One noteworthy implication of the
increasing suspiciousness is that fewer liquidity agents are required in order to
prevent synchronization in selections.
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6 Conclusion

In the present chapter we examined portfolio selection under uncertainty and
related it to the simulation-based games on social networks. Central to the
model are bounded rational agents with pairwise relations. Portfolio selection
is thus considered a synthesis between human cognition and social networks
in a dynamic and emergent environment. We should add that a positive
decision analysis is applied, addressing the question of which portfolios are
selected and not which should be.

Although portfolios are selected upon the stock returns, it has been demon-
strated that the interacting agents are capable of selecting the mean-variance
portfolios and that they behave in a risk-averse way. In addition, the riskier
the portfolio, the more likely it is that agents will avoid it. Further, selec-
tions of unsuspicious agents exhibit heavy synchronization patterns, both
over the course of time and in the final selections. Higher lambda values in
the endgame setting than in the average-game setting signify the synchroniza-
tion process over the course of the game. Agents’ suspiciousness can have a
substantial effect on portfolio selection. A bigger dispersion in the selection
of suspicious agents is a consequence of their slight failure to synchronize the
selections, even though they also identify the same winners as do unsuspi-
cious agents. This conclusion is supported in both bull and bear markets,
with the exception that agents choose riskier portfolios in the bull market.
The assumption that agents are less willing to take risk in a domain of losses
(bear market) has been often confirmed by the behavioural studies. Highly
preferred portfolios are two-asset portfolios with an additional stock added to
the most desired one. Stocks that are added either sufhiciently reduce the risk
of a dominant stock or improve its profitability or both, thereby making it
more desirable. In a bear market, synchronization is extreme. Although agents
are more risk averse in a bear market, the model is able to single out the reflec-
tion effect as an anomaly, which has been documented as such. Consistency
tests have demonstrated that unsuspicious agents are much more consistent
in their selections than suspicious agents. In addition, the most consistently
chosen portfolios are the most desired and the least desired portfolios. The lat-
ter could be considered as consistently avoided. Again, this conclusion is also
supported in bull and bear markets. Highly preferred are the under-diversified
portfolios, while the market portfolio is often left to liquidity agents. In addi-
tion, diversified portfolios are among the least consistently chosen choices. All
this shows that portfolio selection may be, in some aspects, highly sensitive to
the change in selection parameters.
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Appendix: Fragmented pseudo-code

// import the data and create the network

// distribute initial strategies and set the payoffs
for (x=0;x<L;x++) {

pay([x]=1.0;

strat[x]=randl (31);

stratnew[x]=strat[x];

}

// define the strategies / portfolios / and their dynamics
for (x=0;x<L;x++) {
if (strat[x]==0) {
pay([x]+=pay[x]*rAA;
} if (strat([x]==1) {
pay[x]+=pay[x]*rMSFT;
boooo |
} 1if (strat[x]==30) {
pay[x]+=pay[x]* (0.2*rAA+0.2*rMSFT+0.2*rXOM+0.2*rC+0.2*rKFT) ;
}

// selection procedure
for (x=0;x<L;x++) {

if (x==1A) {} // do nothing if an agent is a liquidity agent
else {

center=x;

k=randl (con[x]); // an adjacent agent is chosen at random

neigh=vertex[center] [k];
prob=1.0/(1.0+exp (- (pay[neigh]-payl[center]) /kapa)) ;
if (randd()<prob) {
adopt=strat[neigh];
} else {}

// calculate fractions of agents per portfolio

// export results
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Handling Model Risk in Portfolio Selection
Using Multi-Objective Genetic Algorithm

Prisadarng Skolpadungket, Keshav Dahal,
and Napat Harnpornchai

1 Introduction

The Markowitz model is also called the mean-variance analysis model. It has
named in this way because it takes the mean (average) returns of assets in ques-
tion and the variances of these returns as model inputs. As a model attempts to
explain human behaviour, it assumes, for the sake of simplicity, homogenous
characteristics of an investor, as a risk averse and avarice (prefer more money
to less) person. Such a person tries to find a combination of assets (called a
portfolio of assets) that will yield maximum return and minimum risk (i.e.
minimum variance of the portfolio’s returns). Furthermore, the model also
assumes that returns of all investable assets in question are normally distrib-
uted. However, if this assumption is not true, especially in the short term, the
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means of asset returns may vary from time to time. Therefore, those expected
returns and volatilities need to be forecasted based on some mathematical or
computational models using their previous values and some previous eco-
nomic variables to find a short-term optimal portfolio. Forecasting models
are far from perfect and it is their inaccuracy that is a source for model risk. In
this chapter, we choose a genetic algorithm that is an approximate algorithm
to solve the problem of portfolio optimization with some realistic constraints.
Novel algorithms are proposed to take this model risk into consideration.

This chapter is organized as follows. Section 2 discusses the limitations asso-
ciated with Markowitz’s [1] portfolio optimization model. Section 3 briefly
presents the concepts of model risk. The Multi-Objective Genetic Algorithms
selected for this research are described in Sect. 4. Models for stock return
and volatility forecasting are described in Section 5. Section 6 describes the
parameters and methodology of the experimentation. The empirical results
from the experiment and their analyses are discussed in Section 7. Finally,
Section 8 summarizes the findings and highlights future research.

2 Portfolio Optimization and Modern
Portfolio Theory

Markowitz’s seminal paper [1] founded modern portfolio theory. The theory
is based on an economic assumption that economic agents are rational beings.
When they make their investment decision they maximize their expected util-
ity under budget constraints. The Markowitz Mean-Variance Model assumes
that investors make their decisions of portfolio construction by choosing
assets that are expected to maximize their portfolio returns at the end of an
investment period. By assuming that all investors are risk averse, the simplest
model with a number of unrealistic constraints namely, perfect market with-
out taxes, no transaction costs and assets are infinitely divisible, the Markowitz
portfolio optimization can be stated mathematically as follows:

Minxl_ 012, (10.1)

Subject to

op = Y xix0
i



10 Handling Model Risk in Portfolio Selection Using Multi-Objective... 287

Where,

is covariance between asset 7 and j, if 7 = 7, and variance of asset 7, if 7 = ;.
o, isvariance of the portfolio of assets.

r;  is expected return of asset 7.

r,  isa portfolio’s expected return.

The Markowitz model is simplified in such a way that it can be solved for
closed-form solutions.' Its assumptions do not represent the realistic constraints
that are found in capital markets. Beside imposing some unrealistic constraints
and ignoring some realistic constraints, the objective function is also considered
unrealistic. Portfolio optimization’s objective is to find a combination of assets
that yield minimum risk at a given level of portfolio return. The risk of the port-
folio given an expected return was minimized to optimize a portfolio of assets.
There are two problems of definition here. First, how ‘risk’ is measured since the
original meaning of risk is subjective and depends on individual’s risk appetite.
Second, how expected return be estimated since all of returns of assets are to be
realized in the future. This will ultimately lead us to an important assumption of
the model of whether the return in the future is deterministic or stochastic. We
take the estimated returns of assets for granted and optimize the model based
on them hoping that the estimations will be realized in the future. Alternatively,
we assume that the returns of assets in the future are not certain but follow some
stochastic rule. Another aspect of modelling is whether the investors care only
for the next period or also for the series of outcomes in the future. To accommo-
date the investors, the objective functions need to be adjusted for single-period
optimization or for multi-period optimization accordingly.

There are also some motivations to alter the objective function of the portfo-
lio optimization problem for other purposes besides the aforementioned ‘theo-
retical’ issues. The objective function may be modified for the convenience of

! Closed-form solutions are solutions that can be expressed in mathematical formulas.
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solving the problem, for instance, in order to reduce the complexity of computa-
tion or to make it compatible with some known solving methods or algorithms.

A crucial issue for portfolio optimization is how to select the model’s inputs.
There are two kinds of inputs, namely representations of risk and estimations
of asset returns. These inputs must represent the ‘not-yet-known-for-sure’ val-
ues and are expected to be realized in the future. Optimizing the portfolio
selection model with erroneous estimations of the inputs will produce incor-
rect combinations of assets and ultimately result in an inefficient portfolio.
This is model risk that we attempt to handle.

3 The Concepts of Model Risk

A review of the existing literature shows that there are many definitions of
model risk. As far as we are concerned, especially for the purpose of this
research, we define model risk in a broad sense. Model risk is a risk inherent
in the use of inaccurate models to make decisions in order to assist in a process
of decision making and by making such decisions it leads to financial loss or
to experience unexpected risk—it is the subjectivity involved in the modelling
process. For other definitions, Kato and Yoshiba [2] define model risk sepa-
rately in the area of pricing models and of risk measurement models. In pric-
ing models, model risk is defined as ‘the risk arising from the use of a model
which cannot accurately evaluate market prices, or which is not a mainstream
in the market’. In risk measurement models however, model risk is defined as
‘the risk of not accurately estimating the probability of future losses’ [2]. In
the same paper, the sources of model risk in pricing model are described as the
utilization of wrong assumptions, errors in estimations of parameters, errors
resulting from discretization and error in market data. The sources of model
risk in risk measurement models are the differences between assumed and
actual distribution and errors in the logical framework of the model.

In another perspective, Derman [3] classifies financial models into three
categories: fundamental models, phenomenological models and statisti-
cal models. Different categories of models are prone to different sources of
model risk. For the fundamental models, which are mathematical models
based on a set of postulates, the sources of a models risk are incorrect assump-
tions and wrongly identified inputs. For phenomenological models, which
are based on observations of the underlying behaviours, the main source
of risk is attempting to apply them beyond their validity ranges and situa-
tions. Unlike both of the aforementioned categories, which embody some
elements of causality, the statistical model relies on correlation rather than
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causation. They are built based on variable correlation that is assumed to be
stable overtime. The main source of model risk for these kinds of models is
mis-specification, that is, constructing a model with incorrect variables or
erroneous relationship functions and unstable correlations. The latter may
look correctly specified in the sample however this may not be the replicated
during the out-of-sample period

In portfolio optimization based on equation (10.1) it is crucial to fore-
cast portfolio return and standard deviation accurately. Forecasted portfo-
lio return is calculated from the weighted average of forecasted return of all
stocks included and portfolio standard deviation is calculated from standard
deviation of the stocK’s past returns and their correlation as stated in equation
(10.1). Note that the original Markowitz’s model uses means and standard
deviations of asset returns as the best prediction of the future returns and
volatilities of assets under the assumption that all asset returns follow a certain
statistical distribution (i.e. normal distribution). Most models use forecasted
stock returns and standard deviations however, their predictability may suffer
from the instability of correlations overtime. This kind of model risk in turn
causes the outcomes of portfolio optimization to be suboptimal. As a result,
an investor will experience short falls in expected portfolio returns and/or
larger than expected volatility leading to a reduced risk/return trade off.

There are a number of measures to aid in the management or mitigation
of model risks. These measures are complimentary rather than substitutable.
Firstly, any models used in decision making need to be reviewed by inde-
pendent model controllers and reported to the management or an invest-
ment committee. Secondly, the person(s) who utilizes the models needs to be
aware of the limitations of the models. Thirdly, models need to be thoroughly
examined for their validity and limitations before being put to use. Fourthly,
models in use should be subjected to regular reviews [2].

We propose a measure to handle model risk by embedding stock selec-
tions based on the predicted accuracy or validity of their forecasting models
in the portfolio selection process. Forecasting models are mostly statistical,
which often suffer from instability. If we combine models and continuously
evaluate their accuracy in order to make a bias selection based on their accu-
racy we would be able to mitigate model risk. In our case, we have a number
of substitutable assets (stocks) that have different expected returns, expected
volatilities and expected forecasting capabilities as a measure of model risk.
As we incorporate the minimization of model risk into the portfolio selec-
tion process, we are potentially managing many of the aforementioned
model risks.
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4 Multi-Objective Genetic Algorithms
for Portfolio Optimization

The Multi-Objective Genetic Algorithm (MOGA) used for portfolio opti-
mization here is based on the algorithm initially proposed by Fonseca and
Fleming in 1993 [4]. MOGA relies on Pareto rankings to assign the smallest
ranking value to all non-dominated individuals. On the other hand, for those
of dominated individuals, they are ranked by how many individuals in the
population actually dominate them. Thus, the raw fitness of an individual is
an inverse function of its Pareto rank. MOGA for two objectives portfolio
optimization is tasked to rank individuals in the population by both port-
folio return (to maximize) and portfolio standard deviation (to minimize).
Mathematically, the two objectives can be stated in equation 10.2.

N
Max: r, = inri (10.2)
i
N N
Min: 0, =2 xx;pio;] (10.3)
tJ

where,

x;  isa proportion of the asset 7 in the portfolio of assets.
is a proportion of the asset j in the portfolio of assets.
p; s the correlation coefficient between asset 7 and ;.

o, s expected standard deviation of the portfolio of assets.
o, is expected or forecasted standard deviation of asset i.
o; is expected or forecasted standard deviation of asset ;.
is the expected return of the portfolio of assets.

r;  is the expected or forecasted return of asset 7.

For the purpose of handling model risk from forecasting asset returns and
standard deviations, we add a third objective to accompany the original two-

objectives MOGA to rebrand the model as the MOGA30O model. The third

objective is based on equations 10.2 and 10.3 and can be stated as follows:

N (8ESR )
Min : SRE. = S'x; P (10.4)
! Zl:l[ 0x; J
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where,

SRE

) is the approximated Sharpe ratio error of the portfolio of assets

resulting from inclusion of all of the assets.
OESR), is the approximated impact to portfolio Sharpe ratio error of inclu-

dx;  sion of asset 7 into the portfolio. The term is squared to eliminate
the sign (see Sect. 5).

In order to distribute the individuals in the population evenly along the
Pareto front, the overall fitness function is then adjusted by the sum of sharing
distance. The sharing distance between individuals 7 and j is given by:

Xiy X5

SF; =1—%, it d(x;,x;) <oy

hare

SF;] :O’ lf d(xl,x‘])zasharg (10.5)

Where,

d(x; x;))  is a metric distance between two individuals in objective domain,
Ohare is a predefined sharing distance.

And, the overall fitness is defined by

Fit (i)

== (10.6)
2. SFj

Where, Fit(7) is the inverse of Pareto rank () (1/rank (7) in this setting).

The overall fitness values of individuals are to be used in the probabilistic
selection process by comparing each individual’s overall fitness to that of the
individual that has maximum overall fitness. Each of individual comparative
fitness values then compare with a random number. If they exceed the ran-
dom number, the individual will be selected (roulette selection method) [4].
MOGA usually has O (n?) for a single round, because it needs to compute
Pareto ranks and also to calculate the sharing distance for all individuals (based
on equation 10.5). The sharing distance is a measure of degree of difference
of an individual to other individuals by Euclidian distance. There may be
individuals that have the same or similar profiles (in this case, return and vola-
tility). The algorithm is prone to select individuals that have distinct profiles
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that have the same or a similar fitness to make the boundary, or selected set,
of individuals with evenly distributed solutions.

The problem is represented by hybrid encoding [5, 6]. A pair of genetic
strings stands for a particular portfolio (an individual of population). The
binary value string represents which stocks (or assets) are included in portfolio
(0 stands for not included and 1 stands for included.) The real value string
represents the weights of particular stocks in the portfolio. The lengths of
both strings are equal to the number of stocks in the selection set (stock of
interest.) The strings are generated with their real elements normalized in such
a way that the summation of all elements of each combined string is always
one. Before a round of repair process begins both strings are combined by a
scalar product of the binary string and the real value string. Once this is com-
plete then the repair process ends, the combined string is then normalized to
ensure that the summation of all elements is one. Finally, the combined string
separates into the new, normalized binary string and the real value string prior
to crossing over and mutation operations (see Fig. 10.1).

Crossover and mutation operations are performed independently for both
strings. However, before evaluation, both strings need to be combined so that
the objective values can be calculated. The crossover operation for all Generic
Algorithms (Gas) in this setting is a three-point crossover by randomly selecting
three points for each string independently. The mutation operation for all algo-
rithms in this study is one-point mutation by randomly selecting the mutation
point. For the binary strings, the mutation is a flip-flop mutation by changing
from 1 to 0 and 0 to 1 respectively. For those of real value strings, mutation points
are added by random numbers (between 0 and 1) multiplying each by 0.1.

.22 .14 .08 .01 .76 .46 .51 .09 .76

.22 0.0 0.0 .01 0.0 .46 .51 0.0 0.0

Fig. 10.1 Problem representation: binary string, real value string and combined
string
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All constraints are handled through a repair algorithm. The algorithm is pro-
posed and used by Fonesca and Flemming and Streichert et al. [5-7]. The con-
straints in this setting are: unity constraint (the sum of weights must be equal
to 1), cardinality constraint, floor (buy-in) constraints and round-lot constraint.

The Markowitz model is a simplified model to focus only on a theoretical
point of view. In the real world of investment management, portfolio managers
face a number of realistic constraints such as those which arise from normal mar-
ket practices, practical matters and industry regulation. The realistic constraints,
which are of practical importance, include integer constraints, cardinality con-
straints, floor and ceiling constraints, turnover constraints, trading constraints,
buy-in threshold and the inclusion of transaction costs. Integer constraints or
round-lot constraints impose the number of units of an asset included in the
portfolio to be at least a certain round number imposed by stock exchanges (i.e.
there cannot be an odd number of normal trading lots). This may not experi-
ence GA (genetic algorithm) optimizations because they are combinatorial but
experience traditional optimization methods, which require continuity of input
variables. The integer constraint (or round-lot constraint) can be expressed as

. = ni
YT N (10.7)
Z”i
i=1

where, 7, is the number of unit of asset (share) and /; is trading lot of the asset .

Cardinality constraints are the maximum and the minimum number of
assets that a portfolio manager wishes to include in the portfolio due to moni-
toring, diversification or transaction cost control reasons [8]. The constraints
can be expressed as follows:

G < Zbi < Gy (10.9)

where, b;= 1 if x;> 0, else b, = 0. C;and C, are the lowest number of assets and
the highest number of assets that may be included in a portfolio respectively.

Floor and ceiling constraints define lower and upper limits on proportions
of assets, which can be held in a portfolio. These constraints may result from
institutional policies in order to diversify portfolio or to rule out negligible
holding of assets for the ease of control [9]. The constraints can be expressed
mathematically as follows:
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,. Vi (10.10)

where, f/and c; are the lowest proportion and the highest proportion that asset
i can be held in the portfolio respectively.

The repair algorithm is used to ensure that all individual representations of
portfolios comply with the aforementioned constraints. It firstly handles the
cardinality constraints by setting smaller (§ K') values (from S values) of the
combined string to zero, where § is the number of selectable stocks (equal to
the length of the strings) and K is the maximum number of assets (stocks in
this case) permitted in a portfolio (cardinality constraint.) Then, it manages the
floor constraint (buy-in threshold) by setting stocks whose weights are below the
buy-in threshold to zero. Next, it normalizes those remaining non-zero weights
to make all weights sum up to 1 by setting w; = /; + (w, — [)/Z(w, — /), where
w;, is a non-zero weight of stock 7 and / is the buy-in threshold (the minimum
weight amount that can be purchased) for stock i. Following this, the round-lot
constraints are handled by rounding all non-zero weights to the next round-lot
level such that w;, = w, — (w; mod c,), where, ¢; is the smallest volume that can
be normally purchased from the stock market for stock 7. Finally, the remainder
from the rounding process (Zw; mod ¢) is allocated in quantity of ¢; to w;,),
which has the biggest value of (w, mod ¢ until all of the remainder is depleted.

All pairs of strings are firstly filled with a random number, so, they need to
be repaired by the repair algorithm. Since crossover and mutation operations
alter sequences of the strings and may make them not comply with the impos-
ing constraints, the repair algorithm needs to be applied again to preserve
the conformation of portfolios (represented by GA strings) to the constraints
before evaluation and selection stages.

There are also a number of portfolio constraints not addressed here, for
example, ethical constraints or blacklist constraints, which can be handled by
setting weights of the appropriate stock to zero.

5 A Portfolio’s Sharpe Ratio Error
The Sharpe ratio is a metric that is used to measure an asset’s or portfolio’s

returns adjusted by risk. Risk is measured by standard deviation of assets” or
portfolio’s return [10]. The Sharpe ratio is defined as:

SR, =—+—~ (10.11)
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Where,

SR, is Sharpe ratio of a portfolio,
R,  is return of the portfolio,
o, isstandard deviation of the portfolio.

The Sharpe ratio is essentially a standardized excess return above risk free rate
per unit of absolute risk, as measured by standard deviation. In a sense, we
cannot compare any returns of assets or of portfolio directly because they may
have different levels of inherent risk. However, the Sharpe ratio adjusts the
level of risk so that it represents a standardized return that enables different
assets and portfolios to be compared. If we need to summarily compare two
assets or two portfolios the Sharpe ratio is one of the better metrics to achieve
this. When comparing two portfolios, the portfolio with the larger Sharpe
ratio is the portfolio with the best risk return trade off.

Our objective is to find a portfolio that can handle model risk effectively.
The proposed algorithm requires a proof that it renders better portfolios, that
is, a portfolio with a larger Sharpe ratio for more of the time. Portfolio optimi-
zation is deployed to construct a portfolio that satisfies two objectives simul-
taneously, for instance, minimization of risk (as measured by the portfolio’s
standard deviation) and maximization of the portfolio’s return. This means
maximizing the Sharpe ratio at a given level of returns or at a given level of
risk. Consider two slightly different portfolios that hold marginally different
lots of the same stock 7: the difference in the Sharpe ratio is given by:

ESR, = Ry =R | | Bp =Ry (10.12)
O'é Gp
OESRP _ LﬁRP _ﬁﬁal', +R_f861;
8xl~ G’ 5xl~ 6’2 8xl- Gl')z axl'
OR R, Oc R, 0o
- Sl A B il (10.13)
o, O o, X 01;2 Ox;
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Let us consider,
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OR, 0> x;R;
P i '
= =R, 10.15
a.xi ﬁxi ! ( )
GRP Gin Ri 6
= =K 10.1
axl' axl' ! ( )
do, 0L NiNROIT)
P_ J = D Xipjoic +2x;0; | (10.17)
ox; ox ; ' I
l J 2 Op \J#
oo, 022 FiNPioio;
P _ / = Zx P00 +2x,07 (10.18)
Ox; ox; e Y
J P\ j#i
Substitute (10.15), (10.16), (10.17) and (10.18) in (10.14),
OESR R R
P _ P roy "
P —,’—W 2 XjPijoi0} +2x,0;
i Sp r\j=i
R;
- G— Py 5/2 Zx P;jCi0; +2x;07 (10.19)
p Sp J#i
By rearranging terms, we have got
OESR, | R R . R, : Ry R, "
w |lo o 572 %i0i 1572 Xi0i
XZ' D p Gp p
R, R
+ 26 5/2 ZX PijOi Y 299'/3,']‘0}0]' (10.20)

Op J#i

p =i

Let us consider equation (10.10), according to the assumptions, the origi-
nal portfolio is optimal and the second portfolio is only infinitesimal changed
from the original, thus we can approximate that
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Rp = Rp (10.21)
And,
o,%0, (10.22)

The third term (inside the {} brackets) represents correlations of stocks’
returns. Since we assume that correlations between pair of assets are the same
from both cases, thus we can assume that:

2 XiPij%i0) = Y XiPijoio) (10.23)
J# J#
From the equations (10.21) and (10.22), the third term is eliminated and

substitute both equations into (10.20), we have:

’

CESRy Ry o Bp  » (10.24)
o g2 il T s MO
! p p

Equation (10.24) is used for the third objective for MOGA by substituting
in equation (10.4).

6 Stock Forecasting Models

We used the Box-Jenkins Methodology to select models for forecasting Stock
returns and standard deviations [11]. The methodology uses the series auto-
correlation function (ACF) and the partial correlation function (PCF) as
guidelines to decide how many lags of both autocorrelation (AR) and moving
average (MA) should be included into the forecasting equations. In response
to this the models are built, estimated and statistically tested. We looked at
the significant tests of the AR and MA coefhicients to finally determine the lag
structure of the equations. If we fail to find an ARMA equation either there
are no ACF and PCF indications or there is no statistical significance of any
lag coeflicients, we then try a GRACH structure [12]. If all else fails, we will
resort to the use of its mean as the estimated value.
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Analysis is performed both graphically (scrutinize ACFs and PCFs) and sta-
tistically (run regressions and examine the significant tests) from the monthly
time-series of stock returns and volatilities from 1980 to 1999 (240 months.)
The stock series are originally closing prices adjusted for corporate actions
(such as dividends and stock splits). Monthly returns can be calculated from
the closing price on the last day of the month however monthly volatilities
as represented by standard deviations of the period that are calculated from
daily closing prices. The stock series consists of 17 stock series, namely, Alcoa
Inc. (AA), Boeing Company (BA), Caterpillar Inc. (CAT), E.I. du Pont de
Nemours (DD), Walt Disney Company (DIS), General Electric Company
(GE), General Motors Corporation (GM), Honeywell International
Inc. (HON), Hewlett-Packard Company (HPQ), International Business
Machines (IBM), Johnson & Johnson (JNJ), Coca-Cola Company (KO),
3M Company (MMM), Merck & Company Inc. (MRK), Procter & Gamble
Company (PG), United Technologies Corporation (UTX) and Exxon Mobil
Corporation (XOM.) The suffix ‘RTN’ represents the stock return series and
the suffix ‘S’ represents stock return volatilities. We chose these stocks because
they are all long-standing US companies and have a long-standing record
on the NYSE. Our experiment requires an adequate amount of historical
data in order to estimate forecasting models. This data is used to train the
model selection algorithm and also to evaluate portfolio optimization models.
Therefore our model only considers stocks with 26 years of historical data
and for this experiment this is our only criteria for stock selection. However,
the experiment can be expanded to any set of stocks, an entire market or
just blue-chip stocks. Hence, the algorithm can be adapted to apply to any
number of stocks and universes given that the investors and the computer can

handle such complexity.

7 The Experiment

We conducted an experiment to find out whether the modification of MOGA
described in Sect. 4, to include the portfolio Sharpe ratio error optimization
as a third objective improves the outcome of actual portfolios in terms of the
portfolios Sharpe ratio. We compared the actual portfolio in the following
three cases, MOGA with two objectives (forecasted portfolio return and fore-
casted portfolio standard deviation) using stock forecasting models according
to Table 10.1, MOGA with two objectives using stock mean returns and
standard deviations as stock forecasting values and the finally our proposed
MOGAO3 model with three objectives (forecasted portfolio return, forecasted
portfolio standard deviation and estimated portfolio Sharpe ratio error as
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Table 10.1 Forecasting models for stock returns and volatilities

Stock returns series Stock volatility series
Series name Selected model Series name Selected model
AA_RTN GARCH-M(1,1) AA_S ARMA(3,3)
BA_RTN Mean BA_S ARMA(3,3)
CAT_RTN EGARCH-M(1,1) CAT_S ARMA(3,3)
DD_RTN GARCH-M(1,1) DD_S ARMA(3,3)
DIS_RTN ARMA(1,1) DIS_S ARMA(3,3)
GE_RTN GARCH-M(1,1) GE_S ARMA(3,3)
GM_RTN Mean GM_S ARMA(2,2)
HON_RTN Mean HON_S ARMA(1,1)
HPQ_RTN Mean HPQ_S ARMA(3,3)
IBM_RTN Mean IBM_S ARMA(3,3)
JNJ_RTN GARCH-M(1,1) IJNJ_S ARMA(1,1)
KO_RTN Mean KO_S ARMAC(1,1)
MMM_RTN Mean MMM_S ARMA(1,1)
MRK_RTN Mean MRK_S ARMA(3,3)
PG_RTN ARMA(1,1) PG_S ARMA(1,1)
UTX_RTN ARMA(1,1) UTX_S AR(1)
XOM_RTN ARMA(1,1) XOM_S ARMA(1,1)

(Eq. 10.24)). The three objective Pareto ranking in Java code is shown Fig. 10.3.
We ran and evaluated the outcomes of 72 periods from 2001 (January) to
2006 (December), ten times for each period. Al MOGAs had 400 as a pop-
ulation size and with 1000 generations. We also used 20 years of historical
monthly data (240 observations) to estimate the stock forecasting models and
calculate the sample stock returns and their standard deviations. We calculated
the third objective by using equation (10.24). It is an average of the differences
of 12 out-of-sample forecasted portfolio Sharpe ratios and the actual portfolio
Sharpe ratios. For example, in the first year of 2001, we used 240 observations
from 1980 to 1999 to estimate the forecasting models (or train the models).
We then used the estimated models to forecast stock returns and deviations
for the following 12 months of 2000 and then used the forecasted values with
the actual values of the same periods to calculate the estimated stock portfolio
Sharpe ratio errors (squares of the numerical results of equation (10.14)). The
aforementioned estimated models and estimated portfolio Sharpe ratio errors
are used for portfolio selections for the next 12 months of 2001 The forecasting
models used actual month by month observations while the estimated stock
portfolio Sharpe ratios error remained the same for all 12-month periods. For
the next year, the window of observations will shift for one year to 1981-2000
so that the estimation of the forecasting models moves to 2001 in order to
estimate Sharpe ratio errors for the portfolio, and then to 2002 for portfolio
selections and evaluations. The windows of observations rolled on every year
until 2006 the final year of our sample period.
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Note that for simplicity we set the portfolio return to the average return
of S&P 500 from 1980 to 1999 (as represent the market return) and set the
portfolio standard deviation to the standard deviation of S&P 500 returns
from 1980 to 1999. The values are 0.011874 and 0.043027 accordingly and
will remain the same for all later periods. Again, for simplicity and estimation
purposes, since the proportion of each stock in portfolio varies, we assume
that the optimal portfolio consists of equal proportion of 17 stocks, thus for
each x;, x;is 1/17 or 0.0588.

8 Empirical Results and Analyses

Table 10.2 shows the average of portfolio Sharpe ratios from selected port-
folios developed using the three different algorithms. Namely, MOGA with
2 objectives (portfolio returns and portfolio standard deviation) using the
stock forecasting models according to Table 10.1 (MOGA), MOGA with 2
objectives using means and standard deviations of stocks as forecasting values
(MOGA_MEAN), and MOGA with 3 objectives (MOGA3O) in which the
third objective, the estimated portfolio Sharpe ratio error, is incorporated

Figure 10.2 shows graphically the average portfolio Sharpe ratios from
Table 10.1. The horizontal axis is the number of periods (1-72) and the
vertical axis is the value of the portfolio Sharpe ratio. We can see that
MOGA_MEAN’s are mostly the lowest all of the three algorithms. While
MOGA3O’s and MOGA’s are similar to each other however MOGA3O’s
are slightly higher. When we compare only those of MOGA30O and MOGA
using area graphs as shown in Fig. 10.5, it is apparent that MOGA3O’s
are higher than MOGA's over the 72 periods hence the lighter shaded area
mostly occludes the darker shade. We found that MOGAEs are likely to out-
perform MOGA3Os when the outcomes of portfolio Shape ratio are high,
that is, in bull markets. Since MOGA:s stick to a single forecasting model
for each stock return and each volatility that performs best for a particular
stock, they are not adapted to economic and market environmental changes,
therefore, only 175 out of 720 samples that MOGAS’ realized Sharpe ratio
are more than those of MOGA3Os (Figs. 10.3, 10.4, 10.5).

We want to determine from the results whether handling model risk by
incorporating the third objective, the approximation of portfolio Sharpe ratio
error, does indeed improve the actual outcomes of portfolios at the end of the
investment periods. We have the results from 72 periods, ten samples for each
period, thus 720 data points in total.
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Initialize generation counter: n = 0
Create a population, Pop.
Repeat while stopping criteria is not met (n=N).
Normalise Pop.
Evaluate Pop for all objective function values for all F(i).
Evaluate Pareto Rank for Pop.
Evaluate Sharing Distance for Pop.
Evaluate Sharing Fit for Pop.
Probabilistically Select Pop to half as 4 Pop(1) and %4 Pop(2).
Crossover Pop(1) and Pop(2) to Create CPop
Pop =Pop(1) + Pop(2) + CPop.
Probabilistically Mutate Pop.
Shuffle the individual sequence in Pop.
n=n+1.
End Repeat
Evaluate Pop for all objective function values for all F(i).
Return (Pop, all F(i),...)

Fig. 10.2 Code of Multi-Objective Genetic Algorithm (MOGA)

// compute Pareto Rank for each port
for(Portfolio ith: pop) { // for ith
intq=1;
for(Portfolio jth: pop) { // for jth
if( (ith.getPortYield() <jth.getPortYield()) && (ith.getPortStd() >jth.getPortStd()
&&(ith.getPortPSRError() >jth.getPortPSRError()))||
(ith.getPortYield() <jth.getPortYield()) && (ith.getPortStd() >jth.getPortStd() &&
(ith.getPortPSRError() == jth.getPortPSRError()))||

(ith.getPortYield() <jth.getPortYield()) && (ith.getPortStd() == jth.getPortStd()
&& (ith.getPortPSRError() >jth.getPortPSRError()))||
(ith.getPortYield() == jth.getPortYield()) && (ith.getPortStd() >jth.getPortStd()

&& (ith.getPortPSRError() >jth.getPortPSRError()))||
(ith.getPortYield() == jth.getPortYield()) && (ith.getPortStd() == jth.getPortStd()
&& (ith.getPortPSRError() >jth.getPortPSRError()))||
(ith.getPortYield() == jth.getPortYield()) && (ith.getPortStd() >jth.getPortStd()
&& (ith.getPortPSRError() == jth.getPortPSRError()))||
(ith.getPortYield() <jth.getPortYield()) && (ith.getPortStd() == jth.getPortStd() &&
(ith.getPortPSRError() == jth.getPortPSRError())))
qt+;
} // for jth
ith.setParetoRank(q);
ith.setFitness((1/(double)q));

Fig. 10.3 Pareto ranking in Java code (3 objective MOGA)

In order to determine this we conducted two statistical tests, namely testing the
difference between two means and testing hypotheses about a proportion [13].
Testing of the difference between two means is to identify whether mean values
from the two sample groups, which are represented by two different populations,
are equals or statistically significantly different within a given confidence level. We
needed to test whether mean of MOGA3Q’s Sharpe ratios is statistically more
than those of MOGA and MOGA_MEAN. The appropriate significant test is:
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Fig. 10.5 Average portfolio Sharpe ratios of the outcomes of MOGA30O and
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Hoy: <
Hy:w >y

Where,

t is student’s # score of the statistical test.
MOGA30).

MEAN respectively).
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(10.25)

X, is the mean of the first population or sample (in our case are those of

X, is the mean of the second population or sample (MOGA or MOGA_

si is the standard deviation of the population or sample of the first

population.

s; s the standard deviation of the population or sample of the second

population.
m  is the number of the first population.
n,  is the number of the second population.

For the testing of the hypotheses about a proportion, we needed
to know that, at a given level of confidence, whether the outcomes for
the MOGA3O algorithm produced better results more frequently than
MOGA and MOGA_MEAN. If the outcomes of MOGA3O are not better
for most of the time the proportion of samples in which MOGA3O beats
MOGA or MOGA_MEAN would be ranged from less than, to around
50:50 or 0.5, otherwise the proportion would be significantly greater than
0.5. These tests do not concern the means of portfolio Sharpe ratio values
but instead the number of periods where MOGA3O’s outcomes are better
than those of MOGA or MOGA_MEAN. The appropriate significant test

is as follows:

Hy:p" py
H1:p>p0
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Table 10.3 Summary of important statistical values for the testing of different between
two means and the testing hypothesis about a proportion

> > >
Algorithms n X s? MOGA30 MOGA MOGA_MEAN
MOGA30 720 19.7846981 258.202959 0 (0.0 %) 545 (75.69 %) 717 (99.58 %)
MOGA 720 18.0573914 291.832071 175 (24.3 %) 0(0.0 %) 702 (97.50 %)

MOGA_MEAN 720 2.62723092 137.342731 3 (0.42 %) 18 (2.50 %) 0 (0.0 %)

Table 10.4 Results of two tests whether MOGA3Q'’s outcomes are better than those of
MOGA

Reject Ho
MOGA30 > MOGA t/z Degree of freedom One-tail prob. (at % level)
Ho: p<po z=13.7867 N/A 1.53229E-43 Yes
Hi: p>po (0.1 % level)
Ho: ph< s t=1.97624 719 0.02425 Yes
Hy: uy>u, (5 % level)

Table 10.5 Results of two tests whether MOGA3O's outcomes are better than those of
MOGA_MEAN

MOGA30 > Reject Ho
MOGA_MEAN  t/z Degree of freedom  One-tail prob. (at % level)
Ho: p<po z =26.60903 N/A 2.6683E-156 Yes
Hqi: p>po (0.1 % level)
Ho: th< th t=23.14841 719 2.55154E-89  Yes
Hi: >, (0.1 % level)

=P~ P (10.26)

po(1-po)
n
Where,
z  is z score of the statistical test.
P is the sample estimate of population proportion (in our case, is that of
MOGA3O beating).

po s the hypothetical value to test against (in our case, 0.5).
n  is the number of the second population.

Table 10.3 summarizes important statistics for conducting tests according to

equations (10.15) and (10.16). We can see that the outcomes of MOGA3O are
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Table 10.6 Results of two tests whether MOGA's outcomes are better than those of
MOGA_MEAN

MOGA > Reject Ho
MOGA_MEAN  t/z Degree of freedom  One-tail prob. (at % level)
Ho: p<po z=25.4912 N/A 2.6683E-156 Yes

Hi: p>po (0.1 % level)
Ho: ui<ps t=20.1982 719 1.67465E-72 Yes

Hi: uiy>ps (0.1 % level)

comparatively better than those of MOGA and MOGA_MEAN. MOGA3O’s
Sharpe ratios have an average of 19.7846981 while both of MOGA and
MOGA_MEAN are 18.0573914 and 2.62723092 respectively.

Table 10.4 concludes the results of the two tests in equations (10.15) and
(10.16) that compare the outcomes of MOGA30 and MOGA. For the tests
of hypotheses about a proportion described in the first row, the calculated
z-score is 13.7867. With reference to the normal distribution table, the null
hypothesis of the proportion of the outcomes of MOGA3O are worse or
equal to those of MOGA is rejected at the 0.1 % level of confidence (with the
probability that we wrongly rejected the hypothesis less than 1 out of 1000
times). Thus, we can safely conclude that the outcomes of MOGA3O are
indeed better than those of MOGA. For the test of the difference between
two means, the z-score is 1.97624. Referencing to the #score probability table
with 719 degree of freedom (/NV-1), the null hypothesis of the means of Sharpe
ratio of the outcomes of MOGA3O is less than or equal to those of MOGA
is rejected at 5 % level of confidence. For instance, we can wrongly reject the
null hypothesis 5 times out of 100. Therefore, we are somewhat confident to
say that on average the Sharpe ratio of the outcomes of MOGA3O is better
than those of MOGA.

Table 10.5 shows the results of the two tests of equation (10.15) and
(10.16) comparing the outcomes of MOGA3O and of MOGA_MEAN. For
the test hypotheses about a proportion described in the first row, the calcu-
lated z-score is 26.60903. Referencing to the normal distribution table, the
null hypothesis of the proportion of the outcomes of MOGA3O are worse or
equal to those of MOGA_MEAN is rejected at the 0.1 % level of confidence.
Therefore, we safely conclude that the outcomes of MOGA3O, are indeed
better than those of MOGA_MEAN for most of the time both in bull and
bear market situations. Only 3 out of 720 samples that MOGA_MEAN’s
Sharpe ratios are better than those of MOGA3O?s for the test of the differ-
ence between two means, the #score is 23.14841. Referencing to the z-score
probability table with 719 degree of freedom (/NV-1), the null hypothesis of
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the means of Sharpe ratio of the outcomes of MOGA3O is less than or equal
to those of MOGA is rejected at 0.1 % level of confidence, that is, we can
wrongly rejected the null hypothesis once out of 1000. Thus, we can statisti-
cally say that in 999 cases out of 1000 the Sharpe ratios of the outcomes of
MOGAS3OQ are better than those of MOGA_MEAN.

Table 10.6 concludes the results of the two tests comparing the outcomes
of MOGA and of MOGA_MEAN. For the test hypotheses about a propor-
tion described in the first row, the calculated z-score is 25.4912. With refer-
ence to the normal distribution table, the null hypothesis of the proportion
of the outcomes of MOGA are worse or equal to those of MOGA_MEAN
is rejected at the 0.1 % level of confidence. Thus, we can safely conclude that
the outcomes of MOGA are indeed better than those of MOGA_MEAN. For
the test of the difference between two means, the #-score is 20.1982. Referring
to the #-score probability table with 719 degree of freedom (/NV-1), the null
hypothesis of the means of Sharpe ratio of the outcomes of MOGA is less than
or equal to those of MOGA_MEAN is rejected at 0.1 % level of confidence.
Hence, we are safe to say that, on average, the Sharpe ratios of the outcomes
of MOGA are better than those of MOGA_MEAN.

9 Conclusions

In this chapter, a modified version of MOGA to handle model risk in the
portfolio optimization problem with realistic constraints is proposed.
Experiments and all relevant statistical tests have been conducted for the pro-
posed algorithm with real data from the US stock market over 72 short-term
investment periods. The results of the proposed algorithm (MOGA3O) are
compared with those of original two-objective optimization (MOGA) and
also with MOGA using stock mean returns and their standard deviations
(MOGA_MEAN).

Experimental results indicated that the outcomes of MOGA3O are com-
paratively better for all three algorithms and statistical tests confirmed this
conclusion. Incorporating a third objective, the approximation of portfolio
Sharpe ratio error, helps to reduce the inherent model risk in the forecasting
process. MOGA3O optimizes portfolio selections by inclining to choose
stocks that are more accurately forecast given the same level of return and
volatility. The third objective is added to capture the uncertain nature of
forecasting models. It also has dynamic and adaptive elements when new
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information arrives. As a result, the model risk of forecasting models is
mitigated. By altering the weights of pooled forecasting models according
to prevailing economic, financial and market environment, we are able
to forecast the future better. However, forecasting the future is extremely
difficult as it is largely unforeseeable. There are many factors and variables
involved in rendering a future event. Forecasting the future is disappoint-
ing at best. Also, our method for predicting the future is based on the
forecasting of errors of particular forecasting models. It also has the same
limitations as the forecasting models, that is, it needs to forecast future
values based on past values, which are based on correlations not on causa-
tion. The forecasts are almost inaccurate. Outputs of any models that have
inaccurate inputs are inaccurate. The third objective is only a measurement
of errors of forecasting models. The errors could be measureable if and only
if the error exhibits patterns that can be learned and thus predicted based
on these patterns. If the errors exhibit no comprehensible patterns, they
cannot be predicted and the third objective would not help to improve the
portfolio selection.

Although, we believe that the proposed algorithm can be applied to
any set of selectable stocks, our set was quite small (18 stocks) due to our
experiment being limited to stocks with adequate historical data and the
increased computational complexity resulting from the inclusion of more
data. In future work, it may also be beneficial to use the MOGA platform
to explore other optimization objectives such as the third moment of dis-
tribution (skewness), the fourth moments (kurtosis) or even to include
other risk measures such as VaR (Value at Risk), CVaR (Conditional Value
at Risk) and expected shortfall. An empirical comparison of the results
here with results from an algorithm using these additional objectives
would be interesting and would enable us to see whether the ex-post or
out-of-sample performances could be improved. In order to see whether
the algorithm also works for a larger number of selectable of assets, the
number of stocks should be expanded in future research. The immediate
objectives of future research are to include the third (skewness) and the
fourth moments (kurtosis) as they may help to predict the future real-
ization of stock returns. The multi-objective optimization platform can
include, in theory, any number of objectives if they help to solve the Pareto
optimization problems and here we tried to balance all objectives in non-
discriminatory ways.
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Linear Regression Versus Fuzzy Linear

Regression: Does it Make a Difference

in the Evaluation of the Performance
of Mutual Fund Managers?

Konstantina N. Pendaraki and Konstantinos P. Tsagarakis

1 Introduction

Policy makers and researchers are interested in whether superior returns can
be generated by active managers who have the ability to collect and interpret
information that helps forecast the returns on securities [1]. However, the
increasing transaction growth generated worldwide by institutional portfolio
managers highlights how important it is to know whether professional man-
agers as a group add value to the portfolios they manage, or whether they
create excessive transaction costs through their active management.
Researchers can use information on significant evidence of superior fore-
casting skills, if found, in order to earn superior returns that would violate the
efficient market hypothesis. In the case where such violations are found, they
would have far-reaching implications for the theory of finance with respect
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to the optimal portfolio holdings of investors, the equilibrium valuation of
securities and other decisions taken in corporate finance [2].

Therefore, the evaluation of the performance of investment managers is an
area of considerable interest to both investors and researchers. According to
Fama [3], the forecasting skills of a fund manager are distinguished through
their micro-forecasting and macro-forecasting abilities. The key forecasting
skills relate to the analysis of price movements of individual stocks relative
to stocks generally, called security analysis (ability to select the right security
in order to obtain high portfolio returns), and to price movements of the
general stock market relative to fixed income securities, called market timing
(ability to time the market). The first component refers to prediction of the
non-systematic part of stock returns, while the second component refers to
the systematic part versus the performance of the risk-free asset.

In the empirical literature on the evaluation of the performance of mutual
fund managers, several models have been developed in order to investigate
whether the performance of mutual funds is due to occasional events or
due to superior investment management. Such models are the Capital Asset
Pricing Model (CAPM; [4, 5]), the Treynor-Mazuy model [6], the Jensen
model [7], the Henriksson-Merton model [2], the Grinblatt-Titman models
[8, 9], the Fama-French model [10], the Carhart model [11] as well as several
optimization models.

The literature on market-timing and the stock selection abilities of mutual
fund managers is extensive and highly controversial, while the resulting evi-
dence is mixed. Most empirical studies seem to suggest that significant timing
ability is rare, and there is more evidence to suggest negative rather than posi-
tive market timing.

More precisely, Chen [12] and Coggin et al. [13] find that some fund man-
agers demonstrate positive selection skills and negative timing abilities. Sehgal
and Jhanwar [14] conclude that fund managers do not seem to possess signifi-
cant market timing ability, while they exhibit significantly positive selectivity
coefhicient. Similarly, Oueslati et al. [15] find that the strong performance of
fund managers comes from their selectivity abilities and not from their ability
to demonstrate good market timing. Henriksson [16], Chang and Lewellen
[171], Sinclair [18], Connor and Korajczyk [19], Lhabitant [20], Cesari and
Panetta [21], Jiang [22] and Romacho and Cortez [23] conclude that there
is no evidence of timing or selectivity in mutual funds returns. On the other
hand, Ferson and Schadt [24] find evidence of the role played by the ability
of fund managers. Lehmann and Modest [25], Cumby and Glen [26] and Lee
and Rahman [27] find that there is some evidence of mutual fund manager’s
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ability. It is clear that the results depend heavily on the methodology chosen,
the different parameters used and the observation period under consideration.

Many studies on Greek mutual funds’ performance evaluation based on
traditional fund performance measures have been applied. See for example
Philippas [28], Sorros [29] and Artikis [30]. Moreover, Pendaraki et al. [31, 32]
and Babalos et al. [33, 34] evaluate Greek mutual funds’ performance through
multi-criteria analysis, Pendarakiand Spanoudakis [35] through argumentation-
based decision-making theory, Alexakis and Tsolas [36], Babalos et al. [33, 34]
and Pendaraki [37, 38] through data envelopment analysis. Literature on mar-
ket timing ability of Greek fund managers is limited [39—44] and refers largely
to the classical models. An overview of the literature in the area of mutual
fund performance evaluation is presented in the early work of Pendaraki and
Zopounidis [45].

The present study presents two different methodological approaches—
ordinary least squares (OLS) and fuzzy linear regression (FLR)—that provide
insights into the performance of mutual fund managers. We demonstrate how
the performance results related to both selectivity and market-timing skills are
modified when we use FLR instead of OLS. These two approaches are applied
to both the Treynor-Mazuy and Henriksson-Merton models.

The application of FLR to the evaluation of the proposed mutual fund
evaluation measures, along with the comparison of the obtained results using
OLS is a research area, which to the best of our knowledge is missing from
the literature, and it has never been undertaken in the mutual fund industry.
Fuzzy logic architecture has been applied to other areas of mutual fund evalu-
ation: mutual fund portfolio selection [46], the evaluation of mutual fund
strategies [47] and the evaluation of mutual fund management companies’
core competence [48].

The rest of the chapter is organized as follows. Section 2 outlines the main
features of the proposed methodological framework used in this study. Section 3
gives a brief description of the data set used, while Sect. 4 describes and discusses
the empirical results. Finally, Sect. 5 concludes by summarizing the main find-
ings of the study and suggests avenues for future research.

2 Methodology

This study investigates the performance of mutual fund managers using the
two most commonly used methods, the Treynor-Mazuy and the Henriksson-
Merton models through OLS and FLR using two fitting measures; the root
mean square error (RMSE) and the mean absolute error (MAE).
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Treynor-Mazuy model

The majority of studies on the performance of mutual funds have employed
the return-generating model developed by Jensen [7, 49]. Jensen [7] used the
alpha coeflicient in order to examine the ability of fund managers to achieve
higher than the expected returns through the successful prediction of security
prices, given the level of riskiness of the portfolio managed.

The first to examine the market timing and selectivity performance of
mutual fund managers were Treynor and Mazuy in 1966. In order to test
whether or not a mutual fund manager had actually outguessed the market,
Treynor and Mazuy [6] in effect asked: ‘Is there evidence that the volatility of
the fund was higher in years when the market did well than in years when the
market did badly?’

Treynor and Mazuy added a quadratic term to the Jensen equation to test
for market-timing skills and suggested that portfolio return is a non-linear
function of the market return:

Treynor-Mazuy model :
(Rpt - th) :ap + ﬂp (RMt - th)+ }/p (RMt - th )2 +8p (1 1.1)

where, R, is the daily return on the fund’s portfolio at time 7, Ry is the daily
return of treasury bill (daily risk-free interest rate), Ry, is the daily return
of the portfolio market, o, is the intercept term (estimated selectivity per-
formance parameter), B, is the estimated risk parameter, v, is the second
slope coeflicient (estimated market-timing performance parameter) and €,
is the error term (independent normally distributed random variable with
E(e,) = 0).

The evaluation of the performance of a portfolio manager is shown using
the two estimated parameters, a, and y,. The parameter o, shows the stock-
selection ability of the portfolio manager, the parameter , shows the fund’s
systematic risk while the parameter y, shows the market-timing ability of the
portfolio manager. Positive values of these parameters show the forecasting abil-
ity of the portfolio manager, while negative values show the forecasting inability
of the portfolio manager. When the values of these parameters are near to zero
or zero, this means that the portfolio manager has no forecasting ability at all.

Treynor and Mazuy [6] examined empirically the market-timing ability of
57 open-ended mutual funds for the period 1953-1962. The results obtained
showed no statistical evidence that the managers of the examined funds had
successfully outguessed the market.
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Henriksson-Merton model

Henriksson [16] examined the forecasting ability of mutual fund manag-
ers using both the parametric and non-parametric techniques presented by
Henriksson and Merton [2] and Merton [50]. The parametric tests require
the assumption of either the capital asset pricing model or a multi-factor
return structure. In this case and based strictly on observable returns, the
tests permit the identification of the separate contributions of market-timing
ability and micro-forecasting. On the other hand, the non-parametric tests
require knowledge of the actual forecasts or a good proxy of them.

Under the conditions of the non-parametric approach, the independence
is tested between the market timer’s forecast and whether or not the return on
the market portfolio is greater than the return of riskless securities. The non-
parametric test performed on this null hypothesis takes advantage of the situa-
tion where those conditional probabilities of a correct forecast are sufficient to
measure the forecasting ability. If the manager’s forecasts are observable, then
the non-parametric test can be used without further assumptions about the
distribution of security returns on the market or on any particular model for
security price valuation [2].

Under certain conditions, it is possible to figure out from the portfolio
return series alone, what the manager’s forecasts are; such conclusions gen-
erally give noisy estimates of the forecasts. In case the manager’s portfolio
positions are influenced by his/her forecasts for individual securities, the esti-
mates will be extremely noisy [2].

The evaluation of the selectivity and timing abilities of portfolio managers
using the Henriksson-Merton model is given by the following equation:

(Roe = Be ) =t + By (Ryte = Red )+ pZote + 5 (11.2)

where, Zy, = max [0, (Ry,—R:)].

Similar to the previous model, the parameter o, shows the stock-selection
ability while the parameter v, shows the market-timing ability of the portfolio
manager. In the case where the parameter y, takes values greater than or equal
to zero, this means that the fund manager changes the structure of his/her
portfolio, resulting in a riskier portfolio in up markets and a less risky portfo-
lio in a down market. On the other hand, when the parameter vy, takes values
of less than or equal to zero, this means that the fund manager does not take
into account market movements and the structure of his/her portfolio does
not change, or it is in the opposite direction of that of the markets.
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According to this model an investment manager attempts to forecast when
the market portfolio return exceeds the risk-free rate. In the case where the
forecast is for an up market, the manager adjusts the portfolio to a higher
target beta while in the case where the market forecast is pessimistic, a lower
target beta is used.

Henriksson [16] examined the market-timing ability of 116 open-end
mutual funds for the period 1968-1980. The results obtained did not sup-
port the hypothesis that mutual fund managers are able to follow an invest-
ment strategy that successfully times the return on the market portfolio. In
addition, he found that only three funds had significantly positive estimates
of market-timing ability. Henriksson found evidence of dynamic heterosce-
dasticity, but correcting it, did not alter his conclusion.

Fuzzy Linear Regression

In contrast to the OLS regression, a fuzzy regression has no disturbance term
and thus the differences between the observed and the estimated value are
reflected in the parameter fuzziness. The larger the width of a parameter, the
less we know about the contribution of the variable to the model, but still we
allow this incomplete knowledge to be included in the model. For this rea-
son, a fuzzy regression provides a tool for analyzing large-scale and complex
systems, such as economic and financial systems. Elements of the FLR theory
are provided but for more information on the analysis below as well as calcula-
tions see Papadopoulos and Sirpi [51, 52] and Papadopoulos et al. [53]. An
FLR model has the following form:

Y=A0+A1X1+A2X2+---+Aan (11.3)

where A,, = 0,1,...,7 are symmetrical triangular fuzzy numbers.

According to Tanaka et al. [54] and Tanaka [55], we assume that input data
is a vector of non-fuzzy numbers and output data is a fuzzy number, and the
deviations are caused by the ‘indefiniteness’ or ambiguity of the system struc-
ture. Then we have the following system:

Y=XA (11.4)

where, A and Y are vectors of fuzzy numbers and X is the matrix of indepen-
dent variables.
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In particular, for the parameters’ vector A, we assume that it consists of
symmetrical fuzzy triangular numbers with membership functions:

G

a: —r
/JAi(ai):Ll[ : ’} ;>0 (11.5)
where, 7; is the centre of the triangular number, and ¢; is the width of the tri-
angular number as shown in Fig. 11.1.
The reference function Z;(x) = max (0, 1-|x|), satisfies the following con-

ditions [54]:
Ly(x)=L,(-x), L;(0) =1 and L,(x) is strictly decreasing in [0, 1).

When the parameters of the fuzzy linear regression model are symmetrical
fuzzy triangular numbers, then by using the extension principle, it is proven
that the outputs Yj of the system (11.4) are also symmetrical fuzzy triangular
numbers [54] with membership functions:

n
Vi=| o+ 2%
A i=1 11.6
uy; (3) =1L . (11.6)
Co +ZCi xl-j
i=1
YA
1
0 >
T; X

Fig. 11.1  Symmetrical triangular fuzzy number
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The problem of finding the parameters of the linear possibility system is
converted into a linear programming problem as described by Papadopoulos
and Sirpi [51, 52].

Firstly, the above model is considered:

Y AO +A1X1J +A2X2J +.+ A x ] = 1,2,...,N

nnj>

where 4; = (”z Ci ) 1, are symmetrical triangular fuzzy numbers.

Then, we determine the degree h to which we wish the given data
((x1)%3» .. %), ;) tobeincluded in theinferred number Y, thatis Hy; (y b ) 2h
forj = 1,2,...,N, which because of equation (11.6) takes the following form:

n
Vi —(rozrfxy}
i=1
n
(6 +ZCI- |xy|
i=1

>h (11.7)

Hy, (y_,-) =L

The fuzzy coeflicients are found so that the total spread of the fuzzy output
of all the data sets to be minimal, through the following objective function:

(11.8)

N n
J =minq Ncgy + chi X

j=li=1

ij

Finally, by combining equations (11.7) and (11.8) we have the following
linear programming problem:

(11.9)

N n
J =minq Ncgy + chi X

j=li=1

r0+z 1 h [CO+ZC UJ (1110)
i=1

ij

n n
yj <ty +Zrl-xl—j—(l—h)(c0+zllci x-~J (11.11)
i=

)
i=1
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(11.12)
If we have a fuzzy liner regression system Y=Ay+A.X, +A,X+ - +A,X,

where A= (7, ¢;) the following positive number is defined as the measure of
fuzziness of Y-

m(Y)= Zn:(ci)z (11.13)

From two given sets of data dand &, we extract the FLR models that have the
same variables. The similarity ratio of these two models is defined as follows [51]:

1 1
n 5 9 n 5 9
(Cl )d Z(Ci )d’
2(d.d") =min i=0 , =0 (11.14)
2 N
(Cl )d’ Z(Ci )d
i=0 i=0

It can be seen that A is related to the measure of fuzziness and obviously,
0<A<1.

For the calculations of the fuzzy numbers, fuzzy regression analysis software
was used [56], while OLS regressions were estimated with EViews 7.

3 Data Set Description

The aim of this study is to analyze the estimates obtained from two differ-
ent approaches: OLS and FLR. Discriminating among various risk levels that
financial markets could be characterized as and capturing the uncertain vari-
ability of funds returns from the total number of the domestic equity mutual
funds we select a small number of funds of different risk levels according
to their systematic risk. We selected six funds from the high- and low-beta
group classification. Specific thresholds that determine the MFs grouping are
developed for each one of the examined sub-periods and beta coefhicient. The
purpose of this selection was to establish the differences in the MFs’ behaviour
(shifts in betas), and to investigate how these differences influence the results
of our models in both approaches.
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The empirical investigation of the domestic equity MFs was examined in
three 4-month periods. Regarding the first sub-period (t1), 79 observations
were included, while 85 observations were included in the second (t2) as well
as in the third sub-period.

Daily records of domestic equity mutual funds were provided by the
Association of Greek Institutional Investors. Further information was
derived from the Athens Stock Exchange and the Bank of Greece, regarding
the returns of the market portfolio (Athens Stock Exchange-General Index:
ASE-GI) and the returns of the three-month Treasury bill (risk-free interest
rate) respectively. The variations of the returns in the ASE-GI, were expressed
through the variation of the prices of the stocks while also taking into account
the fluctuations and the risk of the financial environment.

4 Empirical Application

Thirty-six equations were estimated both with OLS and FLR (a total of 72
equations): 18 equations using the Treynor-Mazuy model and 18 equations
using the Henriksson-Merton model.

Results and Discussion

The Treynor-Mazuy and the Henriksson-Merton models were estimated by
regressions presented in Tables 11.1 and 11.2 respectively. The estimates are
given using the Newey-West method for heteroscedasticity correction [57],
and the regression results appear not to have such a deficiency. In cases where
necessary, we proceeded with the correction of autocorrelation. We apply
Durbin-Watson test [58] statistic to test that the residuals from our ordinary
least-squares regression are not autocorrelated against the alternative of posi-
tive first-order autocorrelation, since positive autocorrelation is seen much
more frequently in practice than negative autocorrelation. The hypotheses we
considered are

H,:p=0
Hy:p>0
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The test statistic is

where €; = ¥; —; and y;and y; are, respectively, the observed and predicted
values of the response variable for individual 7. The Durbin-Watson statistic
ranges in value from 0 to 4. A value near 2 indicates non-autocorrelation;
a value toward 0 indicates positive autocorrelation; a value toward 4 indi-
cates negative autocorrelation. Because of the dependence of any computed
Durbin-Watson value on the associated data matrix, exact critical values of
the Durbin-Watson statistic are not tabulated for all possible cases. Instead,
Durbin and Watson established upper and lower bounds for the critical values.
Formally, decision rules are as follows:

If DW < dL Reject Ho
If DW > dUFail to Reject Ho
IfdL < DW < dU Test is inconclusive

The Durbin-Watson test is conditioned by the following assumptions:
explanatory variables are non-stochastic, the error terms are assumed to be
normally distributed and the regression models do not include the lagged
values of the regression. The test measures first order serial correlation only.

Autocorrelation was found for both models in the third sub-period for
MEF2, in both the second and the third sub-periods for MF5, and in the first
sub-period for MF6, for 5 % significance points of dL and dU.

The coeflicient estimates are followed by p-value and R* for OLS, and
(fuzzy numbers-parameter estimates), ¢ (width of the parameter estimates) and
m(Y) (measure of fuzziness) for FLR. In the Treynor-Mazuy and Henriksson-
Merton models the constant term is o (estimated selectivity performance
parameter), the first slope is f (estimated risk parameter) and v is the second
slope coeflicient (estimated market-timing performance parameter) in OLS
estimates, while a, is the fuzzy triangular number with a = (7,0, ¢.0), P = (71,
ca) and ¥ = (7., €,), in FLR estimates.

To make the comparison of OLS and FLR, two fitting measures were
used. These were RMSE and the MAE as presented in Tables 11.1 and 11.2,
for both OLS and FLR. Although these fitting measures were applied to the
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Table 11.3 Summary results of the Treynor-Mazuy model using OLS

Parameter Positive Negative Statistically Significant” Statistically insignificant
Positive Negative  Positive Negative

Selectivity (a) 15 3 3 0 12 3

Market timing (y) 7 1 0 3 7 8

*at 5% level

Table 11.4 Summary results of the Henriksson-Merton model using OLS

Parameter Positive Negative Statistically Significant* Statistically insignificant
Positive Negative  Positive Negative

Selectivity (a) 14 4 4 0 10 4

Market timing (y) 6 12 0 3 6 9

*at 5% level

overall model, explicit interpretations can be made for the estimated coef-
ficients as compounds of this model. Furthermore, Tables 11.3 and 11.4
present the significance summary results of Treynor-Mazuy and Henriksson-
Merton models for the OLS estimates respectively.

The Performance of Mutual Funds Managers

According to models in Tables 11.1 and 11.2, the OLS estimates of the beta
coefhicient were statistically significant in all cases, namely the p-value was
almost zero. This fact is in accordance with the FLR estimates, which resulted
in estimates with no or very low width for the estimated fuzzy numbers.
However, this does not mean that mutual funds managers reveal any signifi-
cant forecasting ability.

The empirical results of OLS of Treynor-Mazuy (TM) model presented in
Tables 11.1 and 11.3 and the Henriksson-Merton (HM) model presented in
Tables 11.2 and 11.4 showed that 15 TM and 14 HM fund managers had
positive selectivity coefficients (), whereas in three TM and four HM cases
the coefficients were negative. Out of the 15 TM and 14 HM positive coef-
ficients 12 TM and four HM were not significant at the 5 % level, whereas
none of the negative coeflicients were significant. As far as the market timing
coefficient (y) of the TM model and the HM model is concerned, it has a
positive sign in seven TM and six HM cases of which, none were statistically
significant whereas it was negative for the rest of which three were statistically
significant. Thus, for both models, in only a few cases did fund managers show
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the ability to select the right securities in order to obtain high portfolio returns.
This means that the examined fund managers were on average better stock
pickers than market timers. More precisely, the average selectivity measure was
positive and the average timing measure was negative, and only in a few cases
statistically significant. This means that the market timing and selectivity per-
formance for the examined mutual funds were in general poor.

Regarding the Henriksson-Merton model, this fact is in accordance with
the FLR estimates (Table 11.2) for the selectivity timing coeflicients, where ¢
took values greater than zero, showing that there was uncertainty in our esti-
mates, maybe due to the market conditions that are characterized by major
fluctuations and considerable instability in all stock prices.

Figures 11.2 and 11.3 present the selectivity and market timing coefficients
respectively for all models calculated by OLS and FLR. Coefficients calcu-
lated with FLR are followed by their width, as expressed by the error bars. In
Figs. 11.2 and 11.3 fuzzy calculated coefficients were confirmatory over the
OLS calculated coeflicients as in all cases the fuzzy width included the OLS
coeficient.

Regarding the Treynor-Mazuy model for the FLR estimates (Table 11.1) in
almost all timing coeflicients (y) there was no spread in our estimates (¢ = 0).
However, regarding the Henriksson-Merton model, for the market timing coef-
ficient in half of the cases, ¢ equalled zero, which leads to different conclusions
(Fig. 11.3). According to FLR estimates there was no uncertainty in these cases
for the market timing ability of specific fund managers.

Additional information can be drawn when the fuzzy number has a non-
zero width, in the case where the OLS estimate is not statistically significant.

Furthermore, based on the results of the OLS estimates, in three mutual
funds (MF1, MF2 and MF4), the selectivity and timing coefficients changed
signs between the examined sub-periods and were not statistically significant
in all the three sub-periods. The selectivity and timing coefhicients for MF3
and MF5 did not change signs between the examined sub-periods however,
they did change their significance. Finally, the selectivity and timing coef-
ficients for MF6 changed both signs and significance between the examined
sub-periods. The results given by FRL estimates showed that the selectivity
and timing coefficients changed signs between the examined sub-periods for
MF1, MF4, MF5 and MF6, while only for MF2 and MF3 the signs did
not change. These changes in both OLS and FRL estimates are due to the
fact that during the examined sub-periods, mutual funds characteristics on
performance and risk were also changed. These results are the same for both
Treynor-Mazuy and Henriksson-Merton models.
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Fig. 11.3 Selectivity coefficient according to the Henriksson-Merton model

For both the Treynor-Mazuy and Henriksson-Merton models, the selectiv-
ity coefhicient («) did not change signs between the OLS and the FLR esti-
mates in almost all of the cases. For the Treynor-Mazuy model, in five cases,
a changes sign and are the following: MF1 in the first and second sub-period,
MEF2 and MFS5 in the third sub-period, and MF4 in the second sub-period.
For the Henriksson-Merton model, in four cases, a changes sign: MF2 in the
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first sub-period, MF4 in the second and third sub-period, and MF5 in the
second sub-period.

For the Treynor-Mazuy model, the five cases where the market coefficient
(y) changed sign are as follows: MF2 in the second and third sub-period, MF4
and MF5 in the third sub-period, and MF6 in the second sub-period. For the
Henriksson-Merton model, the five cases where the market coefficient (y)
changed sign are as follows: MF2 in the third sub-period, MF4 in the second
sub-period, and MF5 in the second and third sub-period. For both models,
in the cases where the selectivity and the market coefficients did not change
signs between the OLS and the FLR estimates, their size was almost the same.

For both Treynor-Mazuy and Henriksson-Merton models, as regards OLS
estimates, the & has high values in all cases (good fit of our model) except
for three (MF5 in the second and third sub-period and MF6 in the second
sub-period). These three exceptions are in accordance with the FLR estimates
when the values for the measure of fuzziness, 7(Y), were the highest ones.

Furthermore, for both Treynor-Mazuy and Henriksson-Merton models the
highest values of R* in OLS estimates kept up with the lowest values of the
measure of fuzziness in the case of MF2 in all the three sub-periods (72(Y) had
the lowest values). A Pearson correlation coefficient for R and 72(Y) has been
proven to be statistically significant with = 0.911 (p < 0.001).

The similarity of RMSE and MAE measures for all cases is obvious. It
can be observed that in all cases, the OLS had lower RMSE and MAE than
FLR. Thus, the prediction value of our models is higher in OLS estimates
than in FLR estimates.

Fuzzy Similarity Ratios

The similarity ratio (SR) of the FLR models for the Treynor-Mazuy and
Henriksson-Merton models is presented in Tables 11.5 and 11.6 respectively.
Here the similarity ratios show how similar the estimations were in terms of
their fuzziness. Thus both models with high similarity ratios will both have
either high or low fuzziness, that is, high or low uncertainty expressed with
the width of the fuzzy numbers. On the other hand models with low similar-
ity ratios will have one high and one low fuzziness.

In the Treynor-Mazuy model, MF5 and MF2 in the third sub-period were
the least similar with SR = 0.07, followed by MF6 and MF2 with SR = 0.15,
and MF3 and MF2 with SR = 0.16, in the same sub-period. These funds
belonged to different risk groups (high and low systematic risk). The most

similar funds, as it was expected, were MF6 and MF5 in the second sub-
period, with SR = 0.98, followed by MF6 and MF4 with SR = 0.96, and MF6
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Table 11.6 Similarity ratio for the Henriksson-Merton model

and MF3 with SR = 0.95, in the first sub-period. These funds belonged to the
same risk groups (high systematic risk).

Finally, in Henriksson-Merton model, MF5 and MF2 in the third sub-
period were the least similar with SR=0.08, followed by MF6 and MF2 with SR
= 0.16, and MF3 and MF2 with SR = 0.17, in the same sub-period. The most
similar funds in Henriksson-Merton models were MF6 and MF4 in the first
sub-period with SR= 0.99, followed by MF6 and MF5 in the second sub-period

with SR = 0.98, and MF4 and MF3 in the first sub-period, with SR = 0.95.

5

Conclusions and Future Perspectives

Using equity mutual fund data, we have used the conventional analysis from
the OLS approach and have introduced the FLR approach in order to see

similarities and novel approaches of mutual fund performance measures.
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Furthermore, discriminating between various risk levels by which financial
markets could be characterized, the combination of the two approaches will
give a sharper picture of the actual behaviour of fund managers. In this con-
tribution we view our results as a step in this direction. The main conclusions
of our study are summarized as follows:

1. OLS and FLR models show great similarities, as observed by the estimated
models of the data analyzed. Proof of this is provided by the two fitting
measures used: the RMSE and the MAE. These measures had very similar
values in most cases in the examined models. However, better (lower) val-
ues were observed for all OLS models.

2. Our overall result indicates that the Greek fund managers are characterized
by poor market timing and selectivity ability in the examined period.

3. For FLR estimates there was no width in market timing ability of the
examined fund managers. This result suggests that this approach has an
advantage over OLS, where non-statistically significant coefficients are
calculated.

4. Tt was noticed that there are cases where FLR estimates can be used: (a)
confirmatory, when the fuzzy numbers range include OLS statistically cal-
culated coeflicients, (b) alternatively, when there are no OLS statistically
calculated coeflicients and fuzzy width is clearly placed, and (c) additional
investigation needed when FLR and OLS numbers lead to different con-
clusions. However, further empirical analysis should be done to support
the validity of this kind of information.

5. We have introduced m(Y) as a fuzzy related fit towards R*. It was found
that & and the measure of fuzziness behave in the same way. When R? is
high in OLS models, the fuzziness is low and vice versa.

6. The similarity ratio of fuzziness provides a similarity measure for uncer-
tainty based on the predicted values. This could become a new measure
used in financial analysis of mutual funds for evaluating one mutual fund
against another and one OF against itself in another period.

Further research should be undertaken on this fuzzy application to do with
the optimization of this approach and the new measures in order to provide
alternative evaluation scenarios. It would be of interest to investigate the per-
formance of mutual fund managers and the comparison of OLS and FLR
upon different investment choices, such as stocks, bonds and derivatives, or
by incorporating further information such as fund age, fund size.



332 K.N. Pendaraki and K.P. Tsagarakis

References

10.

11.

12.

13.

14.

15.

16.

17.

. Grinblatt, M., & Titman, S. (1995). Performance evaluation. In R. Jarrow et al.

(Eds.), Handbooks in Operation Research and Management (vol. 9, pp. 581-609).

Elsevier Science.

. Henriksson, R., & Merton, R. (1981). On market timing and investment perfor-

mance. Journal of Business, 54, 513—-534.

. Fama, E. (1972). Components of investment performance. Journal of Finance,

27, 551-567.

. Lintner, J. (1965). The valuation of risk assets and selection of risky investments

in stock portfolios and capital budgets. Review of Economics and Statistics, 47,

13-37.

. Sharpe, W. E (1964). Capital asset prices: A theory of market equilibrium under

conditions of risk. Journal of Finance, 19, 425—442.

. Treynor, J. L., & Mazuy, K. K. (1966). Can mutual funds outguess the market.

Harvard Business Review (July/August), 131-136.

. Jensen, C. M. (1968). The performance of mutual funds in the period 1945-

1964. Journal of Finance, 23, 389-416.

. Grinblatt, M., & Titman, S. (1989). Portfolio performance evaluation: Old

issues and new insights. 7he Review of Financial Studies, 2, 393—416.

. Grinblatt, M., & Titman, S. (1994). A study of monthly mutual fund returns

and performance evaluation techniques. Journal of Financial and Quantitative
Analysis, 29, 419-444.

Fama, E. E, & French, K. R. (1993). Common risk factors in the returns on
stocks and bonds. Journal of Financial Economics, 33(1), 3-56.

Carhart, M. M. (1997). On persistence in mutual fund performance. Journal of
Finance, 52(1), 57-82.

Chen, C. (1992). A cross-sectional analysis of mutual funds’ market timing and
mutual fund investment performance. Journal of Business, 57, 57-72.

Coggin, T. D., Fabozzi, E J., & Rahman, S. (1993). The investment performance
of US equity pension fund managers: An empirical investigation. Journal of
Finance, 48, 1039-1055.

Sehgal, S., & Jhanwar, M. (2008). On stock selection skills and market timing
abilities mutual fund managers in India. International Research Journal of Finance
and Economics, 15, 307-317.

Oueslati, A., Hammami, Y., & Jilani, E (2014). The timing ability and global
performance of Tunisian mutual fund managers: A multivariate GARCH
approach. Research in International Business and Finance, 31, 57-73.
Henriksson, R. (1984). Market timing and mutual fund performance: An empir-
ical investigation. Journal of Business, 57, 73-96.

Chang, E. C., & Lewellen, W. G. (1984). Market timing and mutual fund invest-
ment performance. Journal of Business, 59, 585-598.



18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

11 Linear Regression Versus Fuzzy Linear Regression: Does it Make... 333

Sinclair, N. A. (1990). Market timing ability of pooled super-annuation funds
January 1981 to December 1987. Accounting and Finance, 30, 51-65.

Connor, G., & Korajzceyk, R. (1991). The attribute, behaviour and performance
of US equity pension fund managers: An empirical investigation. Journal of
Finance, 48, 1039-1055.

Lhabitant, F. (2001). On Swiss timing and selectivity: In the quest of alpha.
Financial Markets and Portfolio Management, 15, 154-172.

Cesari, R., & Panetta, E (2002). The performance of Italian equity funds. Journal
of Banking and Finance, 26, 99-126.

Jiang, W. (2003). A nonparametric test of market timing. Journal of Empirical
Finance, 10, 399-425.

Romacho, J. C., & Cortez, M. C. (2006). Timing and selectivity in Portuguese
mutual fund performance. Research in International Business and Finance, 2,
348-368.

Ferson, W. E., & Schadt, R. W. (1996). Measuring fund strategy and perfor-
mance in changing economic conditions. Journal of Finance, 51, 425—461.
Lehmann, B. N., & Modest, D. M. (1987). Mutual fund performance evalua-
tion: A comparison of benchmarks and benchmark comparisons. 7he Journal of
Finance, XLII(2), 233-265.

Cumby, R. E., & Glen, J. D. (1990, June). Evaluating the performance of inter-
national mutual funds. Journal of Finance, XLV(2), 497-521.

Lee, Ch. E, & Rahman, S. (1999). New evidence on timing and security skill of
mutual fund managers. 7he Journal of Portfolio Management, (Winter), 80-83.
Philippas, N. D. (1999). Mutual funds and stock exchange environment. Athens:
Globus Invest (In Greek).

Sorros, J. N. (2003). Return and risk analysis: A case study in equity mutual
funds operating in the Greek financial market. Managerial Finance, 29(9), 21-28.
Artikis, G. 2. (2004). Performance evaluation of the bond mutual funds operat-
ing in Greece. Managerial Finance, 30(10), 1-13.

Pendaraki, K., Doumpos, M., & Zopounidis, C. (2003). Assessing equity funds’
performance using a multicriteria methodology: A comparative analysis. South
Eastern Europe Journal of Economics, 1, 85-104.

Pendaraki, K., Zopounidis, C., & Doumpos, M. (2005). A multicriteria meth-
odology and an application to the Greek market of equity mutual funds. Enropean
Journal of Operational Research, 163, 462—481.

Babalos, V., Caporale, G. M., & Philippas, N. (2012b). Efficiency evaluation of
Greek equity funds. Research in International Business and Finance, 26,
317-333.

Babalos, V., Philippas, N., Doumpos, M., & Zopounidis, C. (2012a). Mutual
fund performance appraisal using stochastic multicriteria acceptability analysis.

Applied Mathematics and Computation, 218, 5693-5703.



334 K.N. Pendaraki and K.P. Tsagarakis

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

Pendaraki, K., & Spanoudakis, N. (2012). An interactive tool for mutual funds
portfolio composition using argumentation. Journal of Business, Economics and
Finance, 1(3), 33-51.

Alexakis, P, & Tsolas, 1. (2011). Appraisal of mutual equity fund performance
using data envelopment analysis. Multinational Finance Journal, 15(3/4),
273-296.

Pendaraki, K. (2012). Mutual fund performance evaluation using data envelop-
ment analysis with higher moments. Journal of Applied Finance and Banking, 2,
97-112.

Pendaraki, K. (2015). Mutual fund performance benchmarking using a quadratic
directional distance function approach. International Journal of Financial
Engineering and Risk Management, 2(1), 30-47.

Handjinicolaou, G. (1980). The performance of Greek mutual funds in the
period 1973-76: A case of internationally diversified portfolios. Spoudai, 11(3/4),
381-391.

Milonas, N. (1999). Greek mutual funds-Theory and practice. Greek Bank
Association, Sakkoulas Publishing, Athens.

Koulis, A., Beneki, C., Adam, M., & Botsaris, C. (2011). An assessment of the
performance of Greek mutual equity funds selectivity and market timing. Applied
Mathematical Sciences, 5(4), 159-171.

Philippas, N. (2001). An empirical evaluation of the performance of the Greek
fund managers, Spoudai. University of Piracous, 51(1/2), 142-161.

Sorros, J. (2001). Equity mutual fund managers performance in Greece.
Managerial Finance, 27(6), 68-74.

Thanou, E. (2008). Mutual fund evaluation during up and down market condi-
tions: The case of Greek equity mutual funds. /nternational Research Journal of
Finance and Economics, 13, 84-93.

Pendaraki, K., & Zopounidis, C. (2001). Evaluating mutual fund performance:
An overview. In C. Zopounidis (Ed.), New Trends in Banking Management
(pp. 251-275). Berlin: Physica Verlag.

Gladish, B. P, Jonesb, D. E, Tamizb, M., & Bilbao Terol, A. (2007). An interac-
tive three-stage model for mutual funds portfolio selection. Omega, 35, 75-88.
Wang, S. Y., & Lee, C.-E (2010). Fuzzy multi-criteria decision-making for evalu-
ating mutual fund strategies. Applied Economics, 1-10.

Zhao, X., & Yue, W. (2012). A multi-subsystem fuzzy DEA model with its appli-
cation in mutual funds management companies’ competence evaluation. Procedia
Computer Science, 1, 2469-2478.

Jensen, C. M. (1969). Risk, the pricing of capital assets, and evaluations of invest-
ment portfolios. Journal of Business, 42, 167-247.

Merton, R. C. (1981). On market timing and investment performance: An equi-
librium theory of value for market forecasts. Journal of Business, 54, 363—4006.
Papadopoulos, B. K., & Sirpi, M. (1999). Similarities in fuzzy regression models.
Journal of Optimization Theory and Applications, 102, 373-383.



11 Linear Regression Versus Fuzzy Linear Regression: Does it Make... 335

52. Papadopoulos, B. K., & Sirpi, M. (2004). Similarities and distances in fuzzy
regression models. Soft Computing, 8, 556-561.

53. Papadopoulos, B., Tsagarakis, K. P, & Yannopoulos, A. (2007). Cost and land
functions for wastewater treatment projects: Typical simple linear regression ver-
sus fuzzy linear regression. Journal of Environmental Engineering, 133, 581-5806.

54. Tanaka, H., Uejima, S., & Asai, K. (1982). Linear fuzzy regression analysis with
fuzzy models. IEEE Transactions on Systems Man, and Cybernetics: SMC, 12,
903-907.

55. Tanaka, H. (1987). Fuzzy data analysis by possibilistic linear models. Fuzzy Sets
and Systems, 24, 363-375.

56. Kechagias, P. S., & Papadopoulos, B. (2006). Fuzzy regression analysis software.
Modelling of economic & management systems and engineering systems using
fuzzy linear regression. General Secretariat of Research and Technology.

57. Newey, W., & West, K. (1987). A simple positive semi-definite, heteroskedasticity
and autocorrelation consistent covariance matrix. Econometrica, 55, 703—708.

58. Durbin, J., & Watson, G. (1951). Testing for serial correlation in least squares
regression. Biometrika, 38, 159-178.



Index

Accounting and Auditing Organization
for Islamic Financial
Institutions (AAOIFI), 214

adaptive ARMA model, 57, 59-61

adaptive network-based fuzzy inference
system (ANFIS), 18, 22, 166

adaptive PSO algorithm (aPSO), 48,
49, 53, 64

American Telephone and Telegraph
Company (AT&T), 138, 217

Apple, 130, 138

ARCH-GARCH (autoregressive
conditional heteroscedasticity-
generalized autoregressive
conditional heteroscedasticity)
model, 50

artificial intelligence (AI), 50, 51, 72,
119, 179, 180, 182, 189-91,
199, 203

applications of, 3-28
credit risk problems solved by,

artificial intelligence neural network
(AINN), 217, 2224, 229-35
artificial neural network (ANN), 5-6,
27,76, 181, 182, 203, 224
applications of, 8-11, 13-17
three layer architecture of, 7
artificial neurons, 171
structure of, 6
asset-backed Sukuk, 215, 216
Association of Greek Institutional
Investors, 318
Athens Stock Exchange, 318
Athens Stock Exchange-General Index
(ASE-GI), 318
autocorrelation function (ACF), 297
automation, 132, 174, 188
decision, 155, 204
autoregressive exogenous (ARX)
model, 22
autoregressive integrated moving
average (ARIMA), 10

autoregressive moving average

1847 (ARMA), 18, 49, 58-62, 64,
for Islamic Sukuk rating predictions, 79, 82, 83, 94
211-38 equations and estimations, 96, 98, 297
© The Editor(s) (if applicable) and The Author(s) 2016 337

C.L. Dunis et al. (eds.), Artificial Intelligence in Financial Markets,
New Developments in Quantitative Trading and Investment,

DOI10.1057/978-1-137-48880-0



338 Index

Back/Litterman portfolio optimization
algorithm, 10
back propagation neural network
(BPNN), 9, 10, 11, 50, 217
sample MATLAB coding, 32
BAE Systems, 138, 141
Bank of Greece, 318
bankruptcy prediction, 23, 161-2, 173,
185, 216, 218
Barclays, 52
Basel Committee for Banking
Supervision, 212-13
Basel III framework, 193, 195, 212—13,
218, 236
portfolio selection in, 261-3
behavioural scoring, 186
BFGS algorithm, 84
Big Data analysis, 125, 126, 145, 191
Blackboard-based Expert Systems
Toolkit (BEST), 12
Bloomberg Professional, 130, 134
Bretton Woods agreement, 126
budgeting, 163
portfolio selection in, 263—4
Business-Automated Data Economy
Model (BDM), 127, 133-40,
141, 142, 144-8, 150-2, 154
business intelligence (BI), for decision
making, 125-55
Business-Automated Data Economy
Model, methodology for
creating, 13340
buy-and-hold technique, 109

Calmar ratio, 92, 95, 97
canonical SCM (C-SVM), 183
Capital Asset Pricing Model (CAPM),
310, 313
sample MATLAB coding, 34-5
capitalism, modern, 126, 127
Carhart model, 310

Case-based reasoning (CBR), 23, 217
classification, 181
techniques for, 1824
clustering
sample MATLAB coding, 31
coefficient of variation (CV), 247,
265-7, 268, 276
computational finance, 3-4, 27
Conditional Value at Risk (CVaR), 309
conjugate gradient algorithm, 84
corporate bankruptcy prediction, 23
corporate credit rating (CCR), 186,
216,218
corporate governance, 129, 132, 136,
141, 152, 154
corporate model, 128
correct directional change (CDC), 62,
89,97
counterparty valuation adjustments
(CVA), 195
crack, modeling/forecasting/trading of,
69-104
credit card, 162, 170, 174, 192
credit evaluation and explanation ES
(CEEES), 19
credit risk assessment
data mining applications to,
automated literature analysis
of, 161-75
credit risk problems, solved by artificial
intelligence, 184-7
credit scoring, 162, 170, 172-4, 179,
185, 186, 193
Cross Industry Standard Process for
Data Mining (CRISP-DM),
181
cumulative return, 97, 255, 256

data integration, 132

data mining (DM). 8, 28, 132, 181,
186, 190, 199, 229, 232, 234,
235



data profiling, 132
data quality, 132, 162, 172, 174, 175
data warehousing, 132, 190, 191, 199,
202
decision making, business intelligence
for, 125-55
Business-Automated Data Economy
Model, methodology for
creating, 133—40
Decision Model Notation, 191
decision support software, 12
decision support systems (DSS), 23,
187-203
for banking problems, recent
developments in, 192-3
definitions, 188-9
financial standards based, 196-9
goals, 188-9
Holsapple-Whinton taxonomy of,
190-1
knowledge base, 23
premises, 188-9
requirements for, 193-5
types of, 189-91
warehouse for, 195
XBRL-integrated DSS, developed
architecture for, 199-203
decision tree, 5, 30, 171, 173, 181,
184, 193
algorithms, 222, 223, 229-35
Deloitte, 141
discriminant analysis, 5, 7, 11, 30
multiple, 216-18
Dow Jones Industrial Index, 51, 247, 254
Durbin-Watson test, 318, 319

economic crisis of 2007/2008, 125
EDGAR database, 198-9
EGARCH model, 116

ensemble learning, 181, 202

Ernst & Young, 141

Index 339

European Central Bank, 146
Exchange-Traded Funds (ETFs), 58,
78,108, 110, 115
expert systems (ES), 8, 187, 188-9
applications of, 11-12, 18-19, 20-1

Fama-French model, 310
feature selection (FS) problem, 49, 57,
58,77,94,119, 162, 172,
186, 203
Federal Reserve (FED), 138, 140
financial analysis, 8, 12, 199, 329
financial distress, 23, 185, 186, 187,
218, 232
Financial Information Exchange (FIX),
204
FINEVA (FINancial EVAluation), 12, 18
Fitch, 194, 215
fraud, 23, 162, 170, 1734
FTSE100 index, trading, 47-65
fuzzy c-means clustering
sample MATLAB coding, 31
fuzzy Delphi model, 22
fuzzy linear regression (FLR), 311,
314-17, 319, 324-9
fuzzy logic, 6, 19, 22, 203, 311
fuzzy neural network (FNN), 10-11
generic self-organizing, 22
hybrid fuzzy logic-neural network,
23
radial basis function, 48-50, 53-5
fuzzy similarity ratios, 327-8

GA MLP model, 57-61, 63—4
GARCH (generalized autoregressive
conditional heteroscedasticity)
volatility time-series, 72, 79,
82, 83, 94, 116, 297
equations and estimations, 98—100



340 Index

Gene Expression Programming (GEP)
algorithm, 108, 111-19
previous application of, 109-10
Generic Algorithms (Gas), 292
generic MLP model, 57
genetic algorithms (GA), 7, 22, 55, 58,
62,173, 182
input selection, 63—4 (see also
Multi-Objective Genetic
Algorithm (MOGA), for
portfolio selection)
Genetic Evolutionary Algorithms
(GEAs), 76
Genetic Programming (GP), 18
applications to financial forecasting,
108-9
Genetic Programming Algorithms
(GPA), 85
GenSoFNN (Generic self-organizing
fuzzy NN), 22
GEPTrader, 107-19
GGAP-RBF (general growing pruning
radial basis function), 22
GJR model, 116
Global Industry Classification Standard
(GICS), 127, 133, 133n7,
127, 133, 133n7, 134, 145
Goldman Sachs, 136, 137
Google Scholar (GS), 1634
governance
corporate, 129, 132, 136, 141, 152,
154
state, 136, 152, 153
gradient descent algorithm, 84
Grinblatt-Titman model, 310
gross domestic product (GDP), 127,
130, 133n6, 219, 228

Hayek Hypothesis, 109
Henriksson-Merton (HM) model, 310,
313-14, 318, 319, 322-8

higher order neural networks
(HONN), 51, 74-5, 92, 108,
115, 116, 117

historically consistent neural network
(HCNN), 96

Holsapple-Whinton taxonomy, of
decision support system,
190-1

hybrid Calman filter RBF model, 51

hybrid fuzzy logic-neural network
(HFNN) model, 23

hybrid gradient descent/sampling
importance resampling
algorithm (HySIR), 50-1

hybrid intelligence system (HIS), 8

applications of, 19, 22-6

IBM Cognos, 132, 133
IF-THEN rule, 12
information ratio, 64, 92, 95, 97
innovation, 129, 130
integrated binary discriminant rule
(IBDR), 23
intelligent credit risk decision support,
179-204
decision support systems (see
decision support systems
(DSS))
literature review, 180—7
Internal Ratings-Based Approach
(IRB), 162, 174
International Financial Reporting
Standards (IFRS), 193, 204
investment advisory expert system
(INVEX), 12
ISEQ, 51

Jensen model, 310
‘just-in-time’ stock management, 153



kernel-based approaches, for credit
rating, 217-18

KLCI (Kuala Lumpur Composite
Index), 18

knowledge base decision support
system (KBDSS), 23

knowledge discovery, 181

KPMG, 141

Latent Dirichlet allocation (LDA)
algorithm, 163, 166, 167,
169, 172, 174

Learning Vector Quantization (LVQ), 217

least squares SVM (LS-SVM), 183

Levenberg—Marquardt back
propagation algorithm, 18, 58

LibSVM, 183

liquidity agents, 247, 252, 253, 258,
262, 263, 265, 267, 273-8

logistic regression, 5, 173, 186, 217,
218, 224, 225

London Stock Exchange, 52, 141

loss given default (LGD), 194, 195

machine learning (ML), 27, 28, 48-50,
58, 64, 107, 162, 171, 179,
204, 217

macroeconomic output, general
equations for, 130-1

macroeconomic technical framework,
131, 131n5

Malaysian Agency Rating Corporation
(MARC), 215, 216, 219

Markowitz mean-variance model, 10,
285-7, 289, 292

maximum drawdown, 62, 72, 79, 90,
92, 94, 95, 97

mean absolute error (MAE), 89, 97, 115,
224, 311, 319-23, 327, 329

Index 341

mean absolute percentage error
(MAPE), 97, 224
mean-variance analysis model. See
Markovitz mean-variance
model
model for forecasting domestic debt
(MFDD), 22
model risk
definition of, 288
in portfolio selection, 288-9, 295,
300, 306-7
modern capitalism, 126, 127
modern portfolio theory, 286-8
modular neural networks (MNN),
10
Monte Carlo (MC) method, 247,
267-70
Moody’s, 141, 194, 215, 216
moving average convergence divergence
(MACD) model, 57, 59-61,
108, 114, 116, 117
muddling through process, 136,
136n15
multi-expression programming (MEP),
18
multilayer perceptron neural network
(MLP NN) model, 22
crack, modeling/forecasting/trading
of, 72,75,77,78, 84-5, 90,
91, 94, 95
multinomial logistic regression, 218,
220, 222, 225-9
Multi-Objective Genetic Algorithm
(MOGA), for portfolio
selection, 290—4, 298, 300-6
multiple discriminant analysis (MDA),
216-18, 235
mutual funds managers, performance

of, 324-7

naive Bayes classification

sample MATLAB coding, 29-30



342 Index

NASDAQ OMX, 133-6, 133-4n8,
134n10, 141, 143-5
nearest neighbour algorithm, 5
network economy, 127n1
neural network (NN), 217
artificial intelligence neural network,
217, 2224, 229-35
artificial neural network, 5-11,
13-17, 27, 76, 181, 182, 203,
224
back propagation neural network, 9,
10, 11, 32, 50, 217
for finance management, sample
MATLAB coding, 33-5
fuzzy neural network, 10-11, 22,
23, 48-50, 53-5
higher order neural network, 51,
74-5,92,108, 115, 116, 117
historically consistent neural
network, 96
hybrid fuzzy logic-neural network,
23
multilayer perceptron neural
network, 22, 72,75, 77, 78,
84-5, 90, 91, 94, 95
modular neural networks, 10
radial basis function neural network,
48-50, 53-5
recurrent neural network, 75, 92,
108, 115, 116, 117
support vector machine neural
network, 50
NIKKEI 225 index, 51
non-parametric statistical methods, 5
NTVE-PSO (non-linear time-varying
evolution particle swarm
optimization) method, 50

Obama Administration, 126, 136n15
Object Management Group, 191
Okun’s law, 128n2

online analytical processing (OLAP),
199

Open Data, 193

optimization analysis, 189-90

Ordinal Pairwise Partitioning (OPP),
217

ordinary least squares (OLS), 216, 224,
225,271, 311, 314, 317-29

parametric statistical methods, 4-5
partial correlation function (PCF), 297
particle swarm optimization (PSO)
algorithm, 48, 49, 53-6
adaptive, 48, 49, 53, 64
input selection, 63—4
NTVE-PSO, 50
PSO ARMA model, 57-62, 64
radial basis function, 48, 5764,
72,75,77,78, 80—1, 85-96,
100
pattern recognition, 6, 7, 181
performance scoring, 186
portfolio management
artificial neural network,
applications of, 9-10
expert systems, applications of, 12,
18
hybrid intelligence system,
applications of, 19, 22
portfolio optimization, 286-8, 289
Back/Litterman algorithm, 10
Multi-Objective Genetic Algorithm
for, 290—4
portfolio selection
handling model risk in, using
Multi-Objective Genetic
Algorithm, 285-307
as multi-period choice problem
under uncertainty, 245-79
probability of default (PD), 186, 194,
195



Production Rule Representation,
191

PROSEL (PORtfolio SELection)
system, 12, 18

PSO ARMA model, 57-62, 64

PSO RBF (particle swarm optimization
radial basis function) model,
48, 57-64

crack, modeling/forecasting/trading

of, 72, 75,77, 78, 80-1,
85-96, 98, 100

Quantitative Easing (QE), 138-9, 140,
154

radial basis function (RBF), 217
general growing pruning, 22
particle swarm optimization, 48,

57-64,72,75,77,78, 80-1,
85-96, 98, 100

radial basis function neural network
(RBFNN), 48-50, 53-5

RAM, 216

random forests, 184, 187, 191, 203

random walk (RW) model, 108, 114,

116

rating analysis, 1867

RATINGS taxonomy, 198

recurrent neural network (RNN), 75,

92,108, 115,116, 117

regression analysis, 9
sample MATLAB coding, 28-9

regulatory issues, 174, 175

regulatory reporting, 162

relative operating characteristics (ROC)

curve, 22

risk management

artificial neural network,
applications of, 11

Index 343

expert systems, applications of,
18-19
hybrid intelligence system,
applications of, 23
RiskMetrics model, 116
risk weighted asset (RWA), 212
root mean square error (RMSE), 89,
97,115, 311, 319-23, 327,
329
Royal Bank of Scotland, 52

Sarbanes-Oxley Act, 193
Scopus, 162, 163
scoring
behavioural, 186
credit, 162, 170, 172-4, 179, 185,
186, 193
performance, 186
Securities and Exchange Commission
(SEC) taxonomy, 198-9
securities, and portfolio selection,
2534
Semantics of Business Vocabulary and
Rules, 191
Sharpe ratio error, 291, 294-7,
299-303, 306
social capitalist model, 128
soft computing, 5-7, 10, 199
Special Purpose Vehicle (SPV), 215,
216
Standard & Poor’s (S&P), 194, 215,
216
Global Industry Classification
Standard, 145
S&P 500, 62, 76, 108, 110, 118,
299-300
state governance 136, 152, 153
Statistical Data and Metadata eXchange
(SDMX), 196, 204
stock forecasting models, 297-8, 299,
300



344 Index

stock market prediction
artificial neural network,
applications of, 10-11
expert systems, applications of, 1
8
hybrid intelligence system,
applications of, 22
Strongly Typed Genetic Programming
(STGP)-based trading
algorithm, 109
Sukuk
asset-backed, 215
asset-based, 216
definition of, 213-14
distinguished from conventional
bonds, 214, 215
rating predictions, artificial
intelligence for, 211-38
supervised learning, 6, 22, 181
supply chain disruption, 187
support vector machine neural network
(SVRNN), 50
support vector machines (SVM), 6-7,
10, 11, 18, 23, 51, 181,
182-3, 186, 187, 203, 217
swarm fish algorithm, 55
swarm intelligence, 182, 191

Takagi—Sugenoneuro-fuzzy inference
system, 18

Text mining (TM), 163, 164-5,
170-2

Theils-U statistic, 97

theory of transaction costs, 134n10,
143

Toyota, 153

‘just-in-time’ stock management,

153

Treynor-Mazuy (TM) model, 310, 311,
312, 318-21, 324-8

United States Generally Accepted
Accounting Principles (US
GAAP), 193, 204

v-SVM, 183

US SEC XBRL (US Securities XBRL)
taxonomy, 197

Value at Risk (VaR), 309

Vapnik-Chervonenkis (VC) dimension,
183

volume weighted average price

(VWAP), 64

‘walk-forward’ testing routine, 75
wealth creation, 129

Web of Science (WoS), 163
what-if analysis, 195

XBRL Dimensions 1.0, 196—7
XBRL (Extensible Business Language),
193, 194, 204
instance, 196
-Integrated DSS, developed
architecture for, 199-203
modules, 196-7
taxonomy, 196, 197
XBRL Formula 1.0, 196
XBRL Rendering specification, 196
XBRL Versioning, 196
XML, 193, 196

Zacks Investment Research, 135, 136,
136n14



	Preface
	Contents
	 The Editors
	 Acknowledgements
	 Final Words
	 References

	Contents
	Notes on Contributors
	Part I: Introduction to Artificial Intelligence
	1: A Review of Artificially Intelligent Applications in the Financial Domain
	1	 Introduction
	 Applications of ANN in Finance
	 Portfolio Management
	 Stock Market Prediction
	 Risk Management


	2	 Application of Expert Systems in Finance
	 Portfolio Management
	 Stock Market Prediction
	 Risk Management

	3	 Applications of Hybrid Intelligence in Finance
	 Portfolio Management
	 Stock Market Prediction
	 Risk Management

	4	 Conclusion
	5	 Appendix 1
	 Regression Analysis [7]
	 Classification [7]
	 Clustering [7]
	 Fuzzy c-means clustering [7]
	 Back propagation Algorithm Code in MATLAB [111]
	 Sample Code of NN Using MATLAB for Finance Management
	 Required functions [6]
	 Load Historic DAX Prices
	 Plotting Financial Data [6]
	 CAPM [6]
	 Stock Price Prediction Based on Curve Fitting [6]


	References


	Part II: Financial Forecasting and Trading
	2: Trading the FTSE100 Index: ‘Adaptive’ Modelling and Optimization Techniques
	1	 Introduction
	2	 Literature Review
	3	 Related Financial Data
	4	 Proposed Method
	5	 Empirical Results
	 Benchmark Models
	 Trading Performance

	6	 Conclusions and Future Work
	References

	3: Modelling, Forecasting and Trading the Crack: A Sliding Window Approach to Training Neural Networks
	1	 Introduction
	2	 Literature Review
	 Modelling the Crack
	 Training of Neural Networks

	3	 Descriptive Statistics
	4	 Methodology
	 The MLP Model
	 The PSO Radial Basis Function Model

	5	 Empirical Results
	 Statistical Accuracy
	 Trading Performance

	6	 Concluding Remarks and Research Limitations
	7	 Appendix
	 Performance Measures
	 Supplementary Information
	 ARMA Equations and Estimations
	 GARCH Equations and Estimations

	 PSO Parameters
	 Best Weights over the Training Windows

	References

	4: GEPTrader: A New Standalone Tool for Constructing Trading Strategies with Gene Expression Programming
	1	 Introduction
	2	 Literature Review
	 Genetic Programming and Its Applications to Financial Forecasting
	 Gene Expression Programming and Previous Applications

	3	 Dataset
	4	 GEPTrader
	 Proposed Algorithm
	 GEPTrader Graphical User Interface

	5	 Empirical Results
	 Benchmark Models
	 Statistical Performance
	 Trading Performance

	6	 Conclusions
	References


	Part III: Economics
	5: Business Intelligence for Decision Making in Economics
	1	 Introduction
	2	 Literature Review
	General Equations for Macroeconomic Output

	3	 Methodology for Creating the  Business-­Automated Data Economy Model
	4	 Empirical Results of the Model
	5	 Conclusions
	References

	Part IV: Credit Risk and Analysis
	6: An Automated Literature Analysis on Data Mining Applications to Credit Risk Assessment
	1	 Introduction
	2	 Materials and Methods
	 Search Criteria
	 Text Mining
	 Topics of Articles
	 Proposed Approach

	3	 Results and Analysis
	 Articles
	 Text Mining
	 Topics of Articles

	4	 Conclusions
	References

	7: Intelligent Credit Risk Decision Support: Architecture and Implementations
	1	 Introduction
	2	 Literature Review
	 Machine Learning Techniques
	 Techniques for Classification
	 Credit Risk Problems, Solved by Artificial Intelligence

	3	 Decision Support and Expert Systems for Credit Risk Domain
	 Decision Support Systems: Definitions, Goals, Premises
	 Main Types of Decision Support Systems
	 Recent Developments in Decision Support Systems for Banking Problems
	 Requirements for Credit Risk DSS
	 Financial Standards Based Decision Support
	 Developed Architecture for XBRL-Integrated DSS

	4	 Conclusions
	References

	8: Artificial Intelligence for Islamic Sukuk Rating Predictions
	1	 Introduction
	2	 Literature Review
	 What Is Sukuk
	 Sukuk Rating Methodology Based on Recourse of the Underlying Asset
	 Previous Studies on Rating Prediction
	 Variable Selection

	3	 Data and Research Method
	 Data and Sample Selection
	 Dependent and Independent Variables
	 Research Method
	 Multinomial Logit Regression
	 Decision Tree
	 Artificial Intelligence Neural Network


	4	 Result and Analysis
	 Data Screening
	 Multinomial Logistic Result
	 Decision Tree and Artificial Intelligence Neural Network Result
	 Phase one: General training
	 Phase Two: Validation test
	 Result comparison


	5	 Conclusion
	6	 Appendices
	Appendix 1
	 Appendix 2

	References


	Part V: Portfolio Management, Analysis and Optimisation
	9: Portfolio Selection as a Multi-period Choice Problem Under Uncertainty: An Interaction-Based Approach
	1	 Introduction
	2	 The Model
	 Agents
	 Securities and Portfolios
	 Data

	3	 Simulation Results
	 Baseline Framework
	 Portfolio Selection in a Bear Market
	 Portfolio Selection in a Bull Market

	4	 Consistency in Selection
	 Coefficient of Variation
	 Monte Carlo

	5	 Discussion
	6	 Conclusion
	Appendix: Fragmented pseudo-code
	References

	10: Handling Model Risk in Portfolio Selection Using Multi-Objective Genetic Algorithm
	1	 Introduction
	2	 Portfolio Optimization and Modern Portfolio Theory
	3	 The Concepts of Model Risk
	4	 Multi-Objective Genetic Algorithms for Portfolio Optimization
	5	 A Portfolio’s Sharpe Ratio Error
	6	 Stock Forecasting Models
	7	 The Experiment
	8	 Empirical Results and Analyses
	9	 Conclusions
	References

	11: Linear Regression Versus Fuzzy Linear Regression: Does it Make a Difference in the Evaluation of the Performance of Mutual Fund Managers?
	1	 Introduction
	2	 Methodology
	 Treynor-Mazuy model
	 Henriksson-Merton model
	 Fuzzy Linear Regression

	3	 Data Set Description
	4	 Empirical Application
	 Results and Discussion
	 The Performance of Mutual Funds Managers
	 Fuzzy Similarity Ratios

	5	 Conclusions and Future Perspectives
	References


	Index

