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FOREWORD

The opportunity to learn economics from a book sponsored by CFA Institute is a special
privilege.

Most economics textbooks are written by one or two authors who decide what subjects
should appear in them. The results invariably reflect the values and life experiences of the
authors, who usually are academics. Academic authors have written many truly excellent
economics textbooks on their own, but these sometimes do not speak to the needs of learners
whose interest in economics stems from a desire to understand and solve practical economic
problems that they regularly encounter, or expect to encounter, in their working lives.

In contrast, highly respected practicing financial analysts and senior academic economists
worked together to select the topics that appear in this book. The topics were chosen from the
body of knowledge that the CFA Institute Education Advisory Committee identified as topics
that CFA Program candidates need to learn for earning the well-regarded Chartered Financial
Analyst (CFA) designation. The Candidate Body of Knowledge™ consists of the knowledge,
skills, and abilities that are necessary to analyze and solve common practical problems that
arise in investing, valuing investments or companies, and managing portfolios.

This volume is an edited compilation of readings on economics from the CFA Program
curriculum. The chapters are written by highly regarded economists and practitioners
who were asked to present the topics in a way that is readily accessible to everyone. The
authors were chosen by CFA Institute for the depth of their understanding of the topics
assigned to them and also for their proven ability to effectively teach the topics.

The readings in the CFA Program curriculum always start with a set of learning outcome
statements (LOS) that briefly and clearly state what candidates should know after completing
the reading. The editors have included the LOS associated with each topic covered in this
text to assist you with your learning. If you can confidently and honestly say that you
understand the knowledge described in the various learning outcome statements, you will have
mastered the knowledge presented in this book.

The CFA Program curriculum also includes practice problems at the end of every reading.
These problems allow CFA Program candidates to practice solving practical problems and to
measure their learning progress. The editors have included many of these problems (and some
others as well) in a workbook to help you learn the material.

For students interested in possibly earning the CFA charter, this book is an excellent
introduction to what would be in the CFA Program curriculum. If that is not your objective,
don’t fret. The topics presented in this volume are of universal interest, and it provides an
excellent introduction to economics for all readers.

xiii
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WHY ECONOMICS?

Economics is the study of how people make decisions when faced with scarce resources.
Decisions amenable to economic analysis include business decisions as well as personal
decisions. Scarce resources may be tangible things, such as iron or wool; financial assets, such
as money or bonds; or intangibles, such as personal time or emotional energy. The decisions
that people make influence the actions that they take. Accordingly, understanding economics
will help you understand human behavior.

Examples of human behaviors that economics can help you understand include how
much companies produce (theory of the firm), why people buy certain products (consumer
choice theory), and even how many children families choose to have (demand theory).

THEORY VERSUS PRACTICE

Although the economic topics have been selected for their relevance to practitioners, plenty of
economic theory appears in this book. The economic theory is included because it will help
you understand economic problems.

This book is full of the application of economics to problems, but you cannot understand
the application without understanding the economic theory behind the application. Theory
and practice are not antithetical to each other in economics. A thorough understanding of
practical problems requires an in-depth understanding of the underlying theory. Accordingly,
you must learn economic theory to acquire the skills to understand, analyze, and solve
practical problems that interest you.

Some economists have developed theories that do not (yet) have obvious practical
applications. Be assured that this book does not present such theories. All theory presented in
this book is either necessary to understand practical problems or necessary to understand other
theories needed to understand practical problems.

A PRACTICAL EXAMPLE

First, consider some information that you may already know about the oil refining business.
The profits that refiners make depend critically on the difference between the price of the
crude oil that they buy and the summed prices of the refined products they produce from
the oil and then sell. As an aside, this difference is called the “crack spread” because refiners
often use a process called “cracking” to split such long-chain hydrocarbons as heavy oil to
produce such lighter short-chain products as gasoline.

Now, consider some economic history. Several years ago, before the recent financial crisis
occurred, the world economy was growing quickly and the demand for petroleum products,
such as gasoline, diesel fuel, and jet fuel, exceeded the capacity of refiners to produce them.
As a result, the prices of these fuels rose substantially. The higher product prices discouraged
some users from consuming them, so aggregate demand declined and became equal to the
capacity of the refiners.

For several years, the high product prices substantially increased the crack spreads and
thus refiner profits. Some investors saw these high profits and assumed that they would
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continue. So, they bid up the stock prices of the refiners. For various reasons not important to
this discussion, the price of crude oil later rose.

Here is the practical question: What effect do you expect the higher price of crude oil had
on the value of the common stocks of the refiners? Would you have bought or sold the
refiners’ common stocks?

When learning economics, putting yourself into the problem is always helpful. When you
read this book and see an example, always ask yourself, “What would I do? How would I solve
this problem?”

Many investors apparently thought that the higher crude oil prices would further increase
the refiners’ profits because the refiners sold oil products. Thus, they further bid up the stock
prices of oil refiners. Those investors did not understand the economic topics presented in
this book.

In fact, the refiners passed on the higher crude oil prices by raising prices for their refined
products. Those that did not raise prices would have gone out of business. These higher end-
user product prices decreased product demand to the point that the refiners were no longer
operating at capacity. The crack spread then fell substantially because the refiners had excess
capacity. The common stock of the refiners dropped when investors finally understood the
true implications of the higher crude oil prices for the refiners.

If you bought the refiners’ common stocks without understanding the underlying eco-
nomics, you would have lost money, and perhaps also the ability to retire in greater comfort
and with greater security. If you sold them short, which means borrowing and selling a
security you do not own with the expectation that you will be able to buy it later at a lower
price, you would have made money and, with it, the power to command more resources in
the economy.

The difference between winners and the losers in the stock market is an in-depth
understanding of the underlying economics informed by a trivial understanding of what
refiners do. When the refiners were operating at capacity, the refiner’s total capacity was a
choke point in the supply chain between the wellhead and the consumer—refining capacity
then was the most important scarce resource. You will learn in this book that scarce resources
earn exceptional profits when they are in high demand. After the price of crude oil rose, the
choke point in the supply chain moved from the refiners to the wellhead. Oil producers
profited but not the oil refiners.

Studying this book carefully will help you think through problems such as these. This
refinery problem touched on several economic topics that appear in this book: supply and
demand, derived factor demands, competitive market equilibrium, supply chain dynamics,
and the origins of economic rents.

THE ROLE OF THE ABSTRACT

Many people criticize economics for being too theoretical or for drawing conclusions from
simplistic assumptions that do not reflect real-world realities. In short, they see economics as
being too abstract.

Don’t be put off by the use of the abstract in economics. The abstract is a natural result
of the desire to identify the most important characteristics of a problem. Understanding
problems is much easier when the problem has been reduced to its essentials. With that basis
of understanding, you then can add back characteristics of the problem that you initally
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assumed away and ask whether or how the result changes. Your job as a student is to con-
tinually consider whether essential characteristics of a problem have been assumed away.

Your studies will be most productive when you take a critical view of your lessons. The
more you challenge this text and the instructors who assigned it to you, the more you will
come to appreciate the value of economic thought.

You may have heard that economists often disagree with each other. That is far less true
than it seems. Disagreements make news whereas agreements are not as interesting. Essen-
tially, all reputable economists agree with the ideas presented in this book. But as I noted in
the previous paragraph, you should challenge everything you learn.

The disagreements among economists generally are not about their theories but about
their personal values. Everyone is entitled to their opinions about what should be. For
example, should the U.S. government impose quotas that limit the importing of sugar to
protect U.S. farmers who grow corn to process into corn sweetener? Economics cannot answer
this question, but it can tell you what the implications are of various policies. For example,
imported sugar quotas are the reason why U.S. consumers drink Coca-Cola sweetened with
corn sweetener, whereas everyone in the rest of the world drinks Coca-Cola sweetened
with sugar. Economists may disagree about whether the government should limit the
importation of sugar into the United States, but they all agree on the effects of the policy.

The ideas in this book are very powerful. When you understand them well, you will have
the power to apply them throughout your life.

Good luck with your studies!

Larry Harris, PhD, CFA
Fred V. Keenan Chair in Finance
USC Marshall School of Business
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ABOUT THE CFA INSTITUTE
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CFA Institute is pleased to provide you with the CFA Institute Investment Series, which
covers major areas in the field of investments. We provide this best-in-class series for the same
reason we have been chartering investment professionals for more than 45 years: to lead the
investment profession globally by setting the highest standards of ethics, education, and
professional excellence.

The books in the CFA Institute Investment Series contain practical, globally relevant
material. They are intended both for those contemplating entry into the extremely competitive
field of investment management as well as for those secking a means of keeping their knowledge
fresh and up to date. This series was designed to be user friendly and highly relevant.

We hope you find this series helpful in your efforts to grow your investment knowledge,
whether you are a relatively new entrant or an experienced veteran ethically bound to keep up
to date in the ever-changing market environment. As a long-term, committed participant in
the investment profession and a not-for-profit global membership association, CFA Institute is
pleased to provide you with this opportunity.

THE TEXTS

One of the most prominent texts over the years in the investment management industry has
been Maginn and Tuttle’s Managing Investment Portfolios: A Dynamic Process. The third
edition updates key concepts from the 1990 second edition. Some of the more experienced
members of our community own the prior two editions and will add the third edition to their
libraries. Not only does this seminal work take the concepts from the other readings and put
them in a portfolio context, but it also updates the concepts of alternative investments,
performance presentation standards, portfolio execution, and, very importantly, individual
investor portfolio management. Focusing attention away from institutional portfolios and
toward the individual investor makes this edition an important and timely work.

Quantitative Investment Analysis focuses on some key tools that are needed by today’s
professional investor. In addition to classic time value of money, discounted cash flow
applications, and probability material, there are two aspects that can be of value over tradi-
tional thinking.

The first involves the chapters dealing with correlation and regression that ultimately
figure into the formation of hypotheses for purposes of testing. This gets to a critical skill that
challenges many professionals: the ability to distinguish useful information from the over-
whelming quantity of available data. For most investment researchers and managers, their
analysis is not solely the result of newly created data and tests that they perform. Rather, they
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synthesize and analyze primary research done by others. Without a rigorous manner by which
to explore research, you cannot understand good research or have a basis on which to evaluate
less rigorous research.

Second, the final chapter of Quantitative Investment Analysis covers portfolio concepts and
takes the reader beyond the traditional capital asset pricing model (CAPM) type of tools and
into the more practical world of multifactor models and arbitrage pricing theory.

Fixed Income Analysis has been at the forefront of new concepts in recent years, and this
particular text offers some of the most recent material for the seasoned professional who is not
a fixed-income specialist. The application of option and derivative technology to the once-
staid province of fixed income has helped contribute to an explosion of thought in this area.
Professionals have been challenged to stay up to speed with credit derivatives, swaptions,
collateralized mortgage securities, mortgage-backed securities, and other vehicles, and this
explosion of products has strained the world’s financial markets and tested central banks to
provide sufficient oversight. Armed with a thorough grasp of the new exposures, the profes-
sional investor is much better able to anticipate and understand the challenges our central
bankers and markets face.

International Financial Statement Analysis is designed to address the ever-increasing need
for investment professionals and students to think about financial statement analysis from a
global perspective. The text is a practically oriented introduction to financial statement
analysis that is distinguished by its combination of a true international orientation, a struc-
tured presentation style, and abundant illustrations and tools covering concepts as they are
introduced in the text. The authors cover this discipline comprehensively and with an eye to
ensuring the reader’s success at all levels in the complex world of financial statement analysis.

Equity Asset Valuation is a particularly cogent and important resource for anyone involved
in estimating the value of securities and understanding security pricing. A well-informed
professional knows that the common forms of equity valuation—dividend discount modeling,
free cash flow modeling, price/earnings modeling, and residual income modeling—can all be
reconciled with one another under certain assumptions. With a deep understanding of the
underlying assumptions, the professional investor can better understand what other investors
assume when calculating their valuation estimates. This text has a global orientation, including
emerging markets. The second edition provides new coverage of private company valuation
and expanded coverage of required rate of return estimation.

Investments: Principles of Portfolio and Equity Analysis provides an accessible yet rigorous
introduction to portfolio and equity analysis. Portfolio planning and portfolio management
are presented within a context of up-to-date, global coverage of security markets, trading, and
market-related concepts and products. The essentials of equity analysis and valuation are
explained in detail and profusely illustrated. The book includes coverage of practitioner-
important but often neglected topics, such as industry analysis. Throughout, the focus is on
the practical application of key concepts with examples drawn from both emerging and
developed markets. Each chapter affords the reader many opportunities to self-check his or her
understanding of topics. In contrast to other texts, the chapters are collaborations of respected
senior investment practitioners and leading business school faculty from around the globe. By
virtue of its well-rounded, expert, and global perspectives, the book should be of interest to
anyone who is looking for an introduction to portfolio and equity analysis.

The New Wealth Management: The Financial Advisor’s Guide to Managing and Investing
Client Assets is an updated version of Harold Evensky’s mainstay reference guide for wealth
managers. Harold Evensky, Stephen Horan, and Thomas Robinson have updated the core
text of the 1997 first edition and added an abundance of new material to fully reflect today’s
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investment challenges. The text provides authoritative coverage across the full spectrum of
wealth management and serves as a comprehensive guide for financial advisors. The book
expertly blends investment theory and real-world applications and is written in the same
thorough but highly accessible style as the first edition.

Corporate Finance: A Practical Approach is a solid foundation for those looking to achieve
lasting business growth. In today’s competitive business environment, companies must find
innovative ways to enable rapid and sustainable growth. This text equips readers with the
foundational knowledge and tools for making smart business decisions and formulating
strategies to maximize company value. It covers everything from managing relationships
between stakeholders to evaluating merger and acquisition bids, as well as the companies
behind them. The second edition of the book preserves the hallmark conciseness of the first
edition while expanding coverage of dividend policy, share repurchases, and capital structure.
Through extensive use of real-world examples, readers will gain critical perspective into
interpreting corporate financial data, evaluating projects, and allocating funds in ways that
increase corporate value. Readers will gain insights into the tools and strategies used in modern
corporate financial management.
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CHAPTER 1

DEMAND AND SUPPLY
ANALYSIS: INTRODUCTION

Richard V. Eastin
Gary L. Arbogast, CFA

LEARNING OUTCOMES

After completing this chapter, you will be able to do the following:

Distinguish among types of markets.

Explain the principles of demand and supply.

Describe causes of shifts in and movements along demand and supply curves.

Describe the process of aggregating demand and supply curves, the concept of equilibrium,
and mechanisms by which markets achieve equilibrium.

Distinguish between stable and unstable equilibria and identify instances of such equilibria.
Calculate and interpret individual and aggregate demand and inverse demand and supply
functions, and interpret individual and aggregate demand and supply curves.

Calculate and interpret the amount of excess demand or excess supply associated with a
nonequilibrium price.

Describe the types of auctions and calculate the winning price(s) of an auction.

Calculate and interpret consumer surplus, producer surplus, and total surplus.

Analyze the effects of government regulation and intervention on demand and supply.
Forecast the effect of the introduction and the removal of a market interference (e.g., a price
floor or ceiling) on price and quantity.

Calculate and interpret price, income, and cross-price elasticities of demand, and describe
factors that affect each measure.
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1. INTRODUCTION

In a general sense, economics is the study of production, distribution, and consumption and
can be divided into two broad areas of study: macroeconomics and microeconomics. Mac-
roeconomics deals with aggregate economic quantities, such as national output and national
income. Macroeconomics has its roots in microeconomics, which deals with markets and
decision making of individual economic units, including consumers and businesses. Micro-
economics is a logical starting point for the study of economics.

This chapter focuses on a fundamental subject in microeconomics: demand and supply
analysis. Demand and supply analysis is the study of how buyers and sellers interact to
determine transaction prices and quantities. As we will see, prices simultaneously reflect both
the value to the buyer of the next (or marginal) unit and the cost to the seller of that unit. In
private enterprise market economies, which are the chief concern of investment analysts,
demand and supply analysis encompasses the most basic set of microeconomic tools.

Traditionally, microeconomics classifies private economic units into two groups: con-
sumers (or households) and firms. These two groups give rise, respectively, to the theory of the
consumer and theory of the firm as two branches of study. The theory of the consumer deals
with consumption (the demand for goods and services) by utility-maximizing individuals
(i.e., individuals who make decisions that maximize the satisfaction received from present and
future consumption). The theory of the firm deals with the supply of goods and services by
profit-maximizing firms. The theory of the consumer and the theory of the firm are important
because they help us understand the foundations of demand and supply. Subsequent chapters
will focus on the theory of the consumer and the theory of the firm.

Investment analysts, particularly equity and credit analysts, must regularly analyze pro-
ducts and services—their costs, prices, possible substitutes, and complements—to reach
conclusions about a company’s profitability and business risk (risk relating to operating
profits). Furthermore, unless the analyst has a sound understanding of the demand and supply
model of markets, he or she cannot hope to forecast how external events—such as a shift in
consumer tastes or changes in taxes and subsidies or other intervention in markets—will
influence a firm’s revenue, earnings, and cash flows.

Having grasped the tools and concepts presented in this chapter, the reader should also be
able to understand many important economic relationships and facts and be able to answer
questions such as:

¢ Why do consumers usually buy more when the price falls? Is it irrational to violate this law
of demand?

e What are appropriate measures of how sensitive the quantity demanded or supplied is to
changes in price, income, and prices of other goods? What affects those sensitivities?

e If a firm lowers its price, will its total revenue also fall? Are there conditions under which
revenue might rise as price falls, and, if so, what are those conditions? Why might this
occur?

e What is an appropriate measure of the total value consumers or producers receive
from the opportunity to buy and sell goods and services in a free market? How might
government intervention reduce that value, and what is an appropriate measure of
that loss?

¢ What tools are available that help us frame the trade-offs that consumers and investors face
as they must give up one opportunity to pursue another?
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e Is it reasonable to expect markets to converge to an equilibrium price? What are the
conditions that would make that equilibrium stable or unstable in response to external
shocks?

¢ How do different types of auctions affect price discovery?

This chapter is organized as follows. Section 2 explains how economists classify markets.
Section 3 covers the basic principles and concepts of demand and supply analysis of markets.
Section 4 introduces measures of sensitivity of demand to changes in prices and income.
A summary and a set of practice problems conclude the chapter.

2. TYPES OF MARKETS

Analysts must understand the demand and supply model of markets because all firms buy and
sell in markets. Investment analysts need at least a basic understanding of those markets
and the demand and supply model that provides a framework for analyzing them.

Markets are broadly classified as factor markets or goods markets. Factor markets are
markets for the purchase and sale of factors of production. In capitalist private enterprise
economies, households own the factors of production (the land, labor, physical capital, and
materials used in production). Goods markets are markets for the output of production.
From an economics perspective, firms, which ultimately are owned by individuals either singly
or in some corporate form, are organizations that buy the services of those factors. Firms then
transform those services into intermediate or final goods and services. (Intermediate goods
and services are those purchased for use as inputs to produce other goods and services,
whereas final goods and services are in the final form purchased by households.) These two
types of interaction between the household sector and the firm sector—those related to goods
and those related to services—take place in factor markets and goods markets, respectively.

In the factor market for labor, households are sellers and firms are buyers. In goods
markets, firms are sellers and both households and firms are buyers. For example, firms are
buyers of capital goods (such as equipment) and intermediate goods, while households are
buyers of a variety of durable and nondurable goods. Generally, market interactions are vol-
untary. Firms offer their products for sale when they believe the payment they will receive
exceeds their cost of production. Households are willing to purchase goods and services when
the value they expect to receive from them exceeds the payment necessary to acquire them.
Whenever the perceived value of a good exceeds the expected cost to produce it, a potential
trade can take place. This fact may seem obvious, but it is fundamental to our understanding
of markets. If a buyer values something more than a seller, not only is there an opportunity for
an exchange, but that exchange will make bozh parties better off.

In one type of factor market, called labor markets, houscholds offer to sell their labor
services when the payment they expect to receive exceeds the value of the leisure time they
must forgo. In contrast, firms hire workers when they judge that the value of the productivity
of workers is greater than the cost of employing them. A major source of household income
and a major cost to firms is compensation paid in exchange for labor services.

Additionally, households typically choose to spend less on consumption than they earn
from their labor. This behavior is called saving, through which households can accumulate
financial capital, the returns on which can produce other sources of household income, such as
interest, dividends, and capital gains. Households may choose to lend their accumulated
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savings (in exchange for interest) or invest it in ownership claims in firms (in hopes of
receiving dividends and capital gains). Households make these savings choices when their
anticipated future returns are judged to be more valuable today than the present consumption
that households must sacrifice when they save.

Indeed, a major purpose of financial institutions and markets is to enable the transfer of
these savings into capital investments. Firms use capital markets (markets for long-term
financial capital—that is, markets for long-term claims on firms’ assets and cash flows) to sell
debt (in bond markets) or equity (in equity markets) in order to raise funds to invest in
productive assets, such as plant and equipment. They make these investment choices when
they judge that their investments will increase the value of the firm by more than the cost of
acquiring those funds from households. Firms also use such financial intermediaries as banks
and insurance companies to raise capital, typically debt funding that ultimately comes from
the savings of households, which are usually net accumulators of financial capital.

Microeconomics, although primarily focused on goods and factor markets, can contribute
to the understanding of all types of markets (e.g., markets for financial securities).

EXAMPLE 1-1 Types of Markets

1. Which of the following markets is least accurately described as a factor market? The
market for:
A. land.
B. assembly-line workers.
C. capital market securities.

2. Which of the following markets is 705t accurately defined as a product market? The
market for:
A. companies.

B. unskilled labor.
C. legal and lobbying services.

Solution to 1: C is correct.

Solution to 2: C is correct.

3. BASIC PRINCIPLES AND CONCEPTS

In this chapter, we explore a model of household behavior that yields the consumer demand
curve. Demand, in economics, is the willingness and ability of consumers to purchase a given
amount of a good or service at a given price. Supply is the willingness of sellers to offer a given
quantity of a good or service for a given price. Later, study on the theory of the firm will yield
the supply curve.

The demand and supply model is useful in explaining how price and quantity traded are
determined and how external influences affect the values of those variables. Buyers’ behavior is
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captured in the demand function and its graphical equivalent, the demand curve. This curve
shows both the highest price buyers are willing to pay for each quantity and the largest
quantity buyers are willing and able to purchase at each price. Sellers’ behavior is captured in
the supply function and its graphical equivalent, the supply curve. This curve shows simul-
taneously the lowest price sellers are willing to accept for each quantity and the largest quantity
sellers are willing to offer at each price.

If, at a given quantity, the highest price that buyers are willing to pay is equal to
the lowest price that sellers are willing to accept, we say the market has reached its
equilibrium quantity. Alternatively, when the quantity that buyers are willing and able
to purchase at a given price is just equal to the quantity that sellers are willing to offer
at that same price, we say the market has discovered the equilibrium price. So equi-
librium price and quantity are achieved simultaneously, and as long as neither the supply
curve nor the demand curve shifts, there is no tendency for either price or quantity to
vary from its equilibrium value.

3.1. The Demand Function and the Demand Curve

We first analyze demand. The quantity consumers are willing to buy clearly depends on a
number of different factors, called variables. Perhaps the most important of those variables is
the item’s own price. In general, economists believe that as the price of a good rises, buyers will
choose to buy less of it, and as its price falls, they buy more. This is such a ubiquitous
observation that it has come to be called the law of demand, although we shall see that it need
not hold in all circumstances.

Although a good’s own price is important in determining consumers’ willingness to
purchase it, other variables also have influence on that decision, such as consumers” incomes,
their tastes and preferences, the prices of other goods that serve as substitutes or complements,
and so on. Economists attempt to capture all of these influences in a relationship called the
demand function. (In general, a function is a relationship that assigns a unique value to a
dependent variable for any given set of values of a group of independent variables.) We
represent such a demand function in Equation 1-1:

QL =f(PLP,..) (1-1)

where Q7 represents the quantity demanded of some good X (such as per-household
demand for gasoline in gallons per week), P, is the price per unit of good X (such as $ per
gallon), 7 is consumers’ income (as in $1,000s per household annually), and P, is the price
of another good, Y. (There can be many other goods, not just one, and they can be
complements or substitutes.) Equation 1-1 may be read, “Quantity demanded of good X
depends on (is a function of) the price of good X, consumers’ income, the price of good
Y, and so on.”

Often, economists use simple linear equations to approximate real-world demand and
supply functions in relevant ranges. A hypothetical example of a specific demand function
could be Equation 1-2, a linear equation for a small town’s per-household gasoline con-
sumption per week, where P, might be the average price of an automobile in $1,000s:

Q? = 8.4 — 0.4P, + 0.06/ — 0.012, (1-2)
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The signs of the coefficients on gasoline price (negative) and consumer’s income (positive)
are intuitive, reflecting, respectively, an inverse and a positive relationship between those
variables and quantity of gasoline consumed. The negative sign on average automobile price
may indicate that if automobiles go up in price, fewer will be purchased and driven; hence less
gasoline will be consumed. As will be discussed later, such a relationship would indicate that
gasoline and automobiles have a negative cross-price elasticity of demand and are thus
complements.

To continue our example, suppose that the price of gasoline (P,) is $3 per gallon, per-
household income (/) is $50,000, and the price of the average automobile (7)) is $20,000.
Then this function would predict that the per-household weekly demand for gasoline would
be 10 gallons: 8.4 —0.4(3) +0.06(50) — 0.01(20) =8.4 — 1.2+ 3 — 0.2 = 10, recalling that
income and automobile prices are measured in thousands. Note that the sign on the own-price
variable is negative; thus, as the price of gasoline rises, per-household weekly consumption
would decrease by 0.4 gallons for every dollar increase in gas price. Own-price is used by
economists to underscore that the reference is to the price of a good itself and not the price of
some other good.

In our example, there are three independent variables in the demand function, and
one dependent variable. If any one of the independent variables changes, so does the
value of quantity demanded. It is often desirable to concentrate on the relationship
between the dependent variable and just one of the independent variables at a time,
which allows us to represent the relationship between those two variables in a two-
dimensional graph (at specific levels of the variables held constant). To accomplish this
goal, we can simply hold the other two independent variables constant at their respective
levels and rewrite the equation. In economic writing, this “holding constant” of the values
of all variables except those being discussed is traditionally referred to by the Latin phrase
ceteris paribus (literally, “all other things being equal” in the sense of unchanged). In this
chapter, we use the phrase “holding all other things constant” as a readily understood
equivalent for ceteris paribus.

Suppose, for example, that we want to concentrate on the relationship between the
quantity demanded of the good and its own price, P,. Then we would hold constant the values
of income and the price of good Y. In our example, those values are 50 and 20, respectively.
So, by inserting the respective values, we would rewrite Equation 1-2 as:

Q% = 8.4 — 0.4P, 4 0.06(50) — 0.01(20) = 11.2 — 0.4P, (1-3)

Notice that income and the price of automobiles are not ignored; they are simply held
constant, and they are collected in the new constant term, 11.2. Notice also that we can
rearrange Equation 1-3, solving for P, in terms of Q,. This operation is called “inverting the
demand function,” and gives us Equation 1-4. (You should be able to perform this algebraic
exercise to verify the result.)

P, =28—-25Q, (1-4)

Equation 1-4, which gives the per-gallon price of gasoline as a function of gasoline
consumed per week, is referred to as the inverse demand function. We need to restrict Q, in
Equation 1-4 to be less than or equal to 11.2 so price is not negative. Henceforward we
assume that the reader can work out similar needed qualifications to the valid application of
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EXHIBIT 1-1 Household Demand Curve for Gasoline

P,

x

28

equations. The graph of the inverse demand function is called the demand curve, and is
shown in Exhibit 1-1."

This demand curve is drawn with price on the vertical axis and quantity on the horizontal
axis. Depending on how we interpret it, the demand curve shows either the greatest quantity a
household would buy at a given price or the highest price it would be willing to pay for a given
quantity. In our example, at a price of $3 per gallon households would each be willing to buy
10 gallons per week. Alternatively, the highest price they would be willing to pay for 10
gallons per week is $3 per gallon. Both interpretations are valid, and we will be thinking in
terms of both as we proceed. If the price were to rise by $1, households would reduce the
quantity they each bought by 0.4 units to 9.6 gallons. We say that the slope of the demand
curve is 1/—0.4, or —2.5. Slope is always measured as “rise over run,” or the change in the
vertical variable divided by the change in the horizontal variable. In this case, the slope of the
demand curve is AP/AQ, where “A” stands for “the change in.” The change in price was $1,
and it is associated with a change in quantity of negative 0.4.

3.2. Changes in Demand versus Movements along the Demand Curve

As we just saw, when own-price changes, quantity demanded changes. This change is called a
movement along the demand curve or a change in quantity demanded, and it comes only from
a change in own-price.

Recall that to draw the demand curve, though, we had to hold everything excepr quantity
and own-price constant. What would happen if income were to change by some amount?
Suppose that household income rose by $10,000 per year to a value of 60. Then the value of
Equation 1-3 would change to Equation 1-5:

Q% = 8.4 — 0.4P, 4+ 0.06(60) — 0.01(20) = 11.8 — 0.4P, (1-5)

1Following usual practice, here and in other exhibits we will show linear demand curves intersecting the
quantity axis at a price of zero, which shows the intercept of the associated demand equation. Real-world
demand functions may be nonlinear in some or all parts of their domain. Thus, linear demand functions
in practical cases are viewed as approximations to the true demand function that are useful for a relevant
range of values. The relevant range would typically not include a price of zero, and the prediction for
demand at a price of zero should not be viewed as usable.
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EXHIBIT 1-2 Household Demand Curve for Gasoline before and after Change in Income

P,

x

29.5
28

11.2 11.8 &

and Equation 1-4 would become the new inverse demand function (Equation 1-6):
P, =295-25Q, (1-6)

Notice that the slope has remained constant, but the intercepts have both increased,
resulting in an outward shift in the demand curve, as shown in Exhibit 1-2.

In general, the only thing that can cause a movement along the demand curve is a change
in a good’s own price. A change in the value of any ozher variable will shift the entire demand
curve. The former is referred to as a change in quantity demanded, and the latter is referred to as
a change in demand.

More importantly, the shift in demand was both a vertical shift upward and a horizontal
shift to the right. That is to say, for any given quantity, the household is now willing to pay a
higher price; and at any given price, the household is now willing to buy a greater quantity.
Both interpretations of the shift in demand are valid.

EXAMPLE 1-2 Representing Consumer Buying Behavior with
a Demand Function and Demand Curve

An individual consumer’s monthly demand for downloadable e-books is given by the
equation

Q% =2 — 0.4P, + 0.0005/ + 0.15Py

where be equals the number of e-books demanded each month, P,, equals the price
of e-books, 7 equals the household monthly income, and P, equals the price of
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hardbound books, per unit. Notice that the sign on the price of hardbound books is
positive, indicating that when hardbound books increase in price, more e-books are
purchased; thus, according to this equation, the two types of books are substitutes.
Assume that the price of each e-book is €10.68, household income is €2,300, and the
price of each hardbound book is €21.40.

Determine the number of e-books demanded by this household each month.
Given the values for / and P,,, determine the inverse demand function.
Determine the slope of the demand curve for e-books.

Calculate the vertical intercept (price-axis intercept) of the demand curve if income
increases to €3,000 per month.

bl

Solution to 1: Insert given values into the demand function and calculate quantity:
Q% =2 — 0.4(10.68) + 0.0005(2,300) + 0.15(21.40) = 2.088

Hence, the household will demand e-books at the rate of 2.088 books per month.
Note that this rate is a flow, so there is no contradiction in there being a noninteger
quantity. In this case, the outcome means that the consumer buys 23 e-books during 11
months.

Solution to 2: We want to find the price—quantity relationship holding all other things
constant, so first, insert values for 7 and P, into the demand function and collect the
constant terms:

Q%, =2 — 0.4P,, + 0.0005(2,300) + 0.15(21.40) = 6.36 — 0.4P,,

Now solve for P,, in terms of Q,;: P.,=15.90 —2.5Q,,

Solution to 3: Note from the previous inverse demand function that when Q,, rises by
one unit, P, falls by €2.5. So the slope of the demand curve is —2.5, which is the
coefficient on Q,,, in the inverse demand function. Note it is ot the coefficient on P,
in the demand function, which is —0.4. It is the inverse of that coefficient.

Solution to 4: In the demand function, change the value of 7 to 3,000 from 2,300 and

collect constant terms:

Q% =2 — 0.4P,; + 0.0005(3,000) + 0.15(21.40) = 6.71 — 0.4P,,

Now solve for P, P,,=16.78 —2.5Q,4. The vertical intercept is 16.78. (Note
that this increase in income has shifted the demand curve outward and upward but has
not affected its slope, which is still —2.5.)
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3.3. The Supply Function and the Supply Curve

The willingness and ability to sell a good or service is called supply. In general, producers are
willing to sell their product for a price as long as that price is at least as high as the cost to
produce an additional unit of the product. It follows that the willingness to supply, called the
supply function, depends on the price at which the good can be sold as well as the cost of
production for an additional unit of the good. The greater the difference between those two
values, the greater is the willingness of producers to supply the good.

In subsequent chapters, we will explore the cost of production in greater detail. At this
point, we need to understand only the basics of cost. At its simplest level, production of a good
consists of transforming inputs, or factors of production (such as land, labor, capital, and
materials), into finished goods and services. Economists refer to the rules that govern this
transformation as the technology of production. Because producers have to purchase inputs
in factor markets, the cost of production depends on both the technology and the price of
those factors. Clearly, willingness to supply is dependent on not only the price of a producer’s
output, but additionally on the prices (i.e., costs) of the inputs necessary to produce it. For
simplicity, we can assume that the only input in a production process is labor that must be
purchased in the labor market. The price of an hour of labor is the wage rate, or W. Hence, we
can say that (for any given level of technology) the willingness to supply a good depends on the
price of that good and the wage rate. This concept is captured in Equation 1-7, which
represents an individual seller’s supply function:

Q. =f(PW,...) (1-7)

where Q’, is the quantity supplied of some good X (such as gasoline), P, is the price per unit of
good X, and W is the wage rate of labor in, say, dollars per hour. It would be read, “The
quantity supplied of good X depends on (is a function of) the price of X (its own price), the
wage rate paid to labor, and so on.”

Just as with the demand function, we can consider a simple hypothetical example of a
seller’s supply function. As mentioned earlier, economists often will simplify their analysis by
using linear functions, although that is not to say that all demand and supply functions are
necessarily linear. One hypothetical example of an individual seller’s supply function for
gasoline is given in Equation 1-8:

Q. = —1754250P, — 5W (1-8)

Notice that this supply function says that for every increase in price of $1, this seller
would be willing to supply an additional 250 units of the good. Additionally, for every $1
increase in wage rate that it must pay its laborers, this seller would experience an increase in
marginal cost and would be willing to supply five fewer units of the good.

We might be interested in the relationship between only two of these variables, price and
quantity supplied. Just as we did in the case of the demand function, we use the assumption of
ceteris paribus and hold everything except own-price and quantity constant. In our example,
we accomplish this by setting W to some value, say, $15. The result is Equation 1-9:

Q. = —175 4 250P, — 5(15) = —250 + 2507, (1-9)

in which only the two variables Q’, and P, appear. Once again, we can solve this equation for
P, in terms of Q’,, which yields the inverse supply function in Equation 1-10:
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EXHIBIT 1-3 Individual Seller’s Supply Curve for Gasoline
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P, =1+ 0.004Q, (1-10)

The graph of the inverse supply function is called the supply curve, and it shows simul-
taneously the highest quantity willingly supplied at each price and the lowest price willingly
accepted for each quantity. For example, if the price of gasoline were $3 per gallon, Equation 1-9
implies that this seller would be willing to sell 500 gallons per week. Alternatively, the lowest price
the seller would accept and still be willing to sell 500 gallons per week would be $3. Exhibit 1-3
represents our hypothetical example of an individual seller’s supply curve of gasoline.

What does our supply function tell us will happen if the retail price of gasoline rises by
$12 We insert the new higher price of $4 into Equation 1-8 and find that quantity supplied
would rise to 750 gallons per week. The increase in price has enticed the seller to supply a
greater quantity of gasoline per week than at the lower price.

3.4. Changes in Supply versus Movements along the Supply Curve

As we saw earlier, a change in the (own) price of a product causes a change in the quantity of
that good willingly supplied. A rise in price typically results in a greater quantity supplied, and
a lower price results in a lower quantity supplied. Hence, the supply curve has a positive slope,
in contrast to the negative slope of a demand curve. This positive relationship is often referred
to as the law of supply.

What happens when a variable other than own-price takes on different values? We could
answer this question in our example by assuming a different value for wage rate, say $20
instead of $15. Recalling Equation 1-9, we would simply put in the higher wage rate and
solve, yielding Equation 1-11.

Q. = —175 + 250P, — 5(20) = —275 + 250P, (1-11)

This equation, too, can be solved for P,, yielding the inverse supply function in Equa-
tion 1-12:

P, = 1.1+ 0.004Q, (1-12)

Notice that the constant term has changed, but the slope has remained the same. The
result is a shift in the entire supply curve, as illustrated in Exhibit 1-4.
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EXHIBIT 1-4 Individual Seller’s Supply Curve for Gasoline before and after Increase in Wage Rate

P, — New Supply
Curve
41 -
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-7 . Q.
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Notice that the supply curve has shifted both vertically upward and horizontally leftward
as a result of the rise in the wage rate paid to labor. This change is referred to as a change in
supply, as contrasted with a change in quantity supplied that would result only from a
change in this product’s own price. Now, at a price of 3, a lower quantity will be supplied: 475
instead of 500. Alternatively, in order to entice this seller to offer the same 500 gallons per
week, the price would now have to be 3.1, up from 3 before the change. This increase in
lowest acceptable price reflects the now higher marginal cost of production resulting from the
increased input price that the firm now must pay for labor.

To summarize, a change in the price of a good itself will result in a movement along the
supply curve and a change in quantity supplied. A change in any variable other than own-price
will cause a shift in the supply curve, called a change in supply. This distinction is identical to
the case of demand curves.

EXAMPLE 1-3 Representing Seller Behavior with a Supply
Function and Supply Curve

An individual seller’s monthly supply of downloadable e-books is given by the equation
'y = —064.5+37.5P, —7.5W

where Q% is number of e-books supplied each month, P, is price of e-books in euros,
and Wis the hourly wage rate in euros paid by e-book sellers to workers. Assume that
the price of e-books is €10.68 and the hourly wage is €10.

Determine the number of e-books supplied each month.

Determine the inverse supply function for an individual seller.

Determine the slope of the supply curve for e-books.

Determine the new vertical intercept of the individual e-book supply curve if the
hourly wage were to rise to €15 from €10.

Ll S
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Solution to 1: Insert given values into the supply function and calculate the number of
e-books:

Q, = —64.5 +37.5(10.68) — 7.5(10) = 261

Hence, each seller would be willing to supply e-books at the rate of 261 per month.

Solution to 2: Holding all other things constant, the wage rate is constant at €10, so we
have:

Q’, = —64.5 + 37.5P,, — 7.5(10) = —139.5 + 37.5P,

We now solve this for P,

Py =372+ 0.0267Q.,

Solution to 3: Note that when Q,, rises by one unit, P, rises by 0.0267 euros, so the
slope of the supply curve is 0.0267, which is the coefficient on Q,, in the inverse supply
function. Note that it is not 37.5.

Solution to 4: In the supply function, increase the value of Wto €15 from €10:
*, = —64.5+37.5P,;, —7.5(15) = =177 + 37.5P,

and invert by solving for P,
Py =4.7240.267Q,

The vertical intercept is now 4.72. Thus, an increase in the wage rate shifts the
supply curve upward and to the left. This change is known as a decrease in supply
because at each price the seller would be willing now to supply fewer e-books than
before the increase in labor cost.

3.5. Aggregating the Demand and Supply Functions
We have explored the basic concept of demand and supply at the individual household

and the individual supplier level. However, markets consist of collections of demanders and
suppliers, so we need to understand the process of combining these individual agents’ behavior
to arrive at market demand and supply functions.

The process could not be more straightforward: simply add all the buyers together and
add all the sellers together. Suppose there are 1,000 identical gasoline buyers in our hypo-
thetical example, and they represent the total market. At, say, a price of $3 per gallon, we find
that one household would be willing to purchase 10 gallons per week (when income and price
of automobiles are held constant at $50,000 and $20,000, respectively). So, 1,000 identical
buyers would be willing to purchase 10,000 gallons collectively. It follows that to aggregate
1,000 buyers’ demand functions, simply multiply each buyer’s quantity demanded by 1,000,
as shown in Equation 1-13:
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Q% =1,000(8.4 — 0.4P, + 0.06/ — 0.01P,) = 8,400 — 4007, + 60/ — 107,  (1-13)

where Q7 represents the market quantity demanded. Note that if we hold 7 and P, at their
same respective values of 50 and 20 as before, we can collapse the constant terms and write the
following Equation 1-14:

Q% = 11,200 — 4002, (1-14)

Equation 1-14 is just Equation 1-3 (an individual household’s demand function) mul-
tiplied by 1,000 households (Q? represents thousands of gallons per week). Again, we can
solve for P, to obtain the market inverse demand function:

P, =28 —0.0025Q, (1-15)

The market demand curve is simply the graph of the market inverse demand function, as
shown in Exhibit 1-5.

It is important to note that the aggregation process sums all individual buyers’
quantities, not the prices they are willing to pay; that is, we multiplied the demand
function, not the inverse demand function, by the number of households. Accordingly, the
market demand curve has the exact same price intercept as each individual household’s
demand curve. If; at a price of $28, a single household would choose to buy zero, then it
follows that 1,000 identical households would choose, in aggregate, to buy zero as well.
However, if each household chooses to buy 10 at a price of $3, then 1,000 identical
households would choose to buy 10,000, as shown in Exhibit 1-5. Hence, we say that all
individual demand curves horizontally (quantities), not vertically (prices), are added to
arrive at the market demand curve.

Now that we understand the aggregation of demanders, the aggregation of suppliers is
simple: We do exactly the same thing. Suppose, for example, that there are 20 identical sellers
with the supply function given by Equation 1-8. To arrive at the market supply function, we
simply multiply by 20 to obtain Equation 1-16:

EXHIBIT 1-5 Aggregate Weekly Market Demand for Gasoline as the Quantity Summation of All
Households’ Demand Curves

28

9,600 11,200 QX

10,000
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EXHIBIT 1-6  Aggregate Market Supply as the Quantity Summation of Individual Sellers’
Supply Curves

PX
4 \
___________________ | Market Supply Curve
3 I
I
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! I
1 ! I
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s ! I
~5,000 10,000 000 &
Q. =20(—1754250P, — 5W) = —3,500 + 5,000, — 100W (1-16)

And, if we once again assume W equals $15, we can collapse the constant terms, yielding
Equation 1-17:

Q. = 20[—175 + 250, — 5(15)] = —5,000 + 5,0007, (1-17)
which can be inverted to yield the market inverse supply function (Equation 1-18):
P, =1+ 0.0002Q, (1-18)

Graphing the market inverse supply function yields the market supply curve in
Exhibit 1-6.

We saw from the individual seller’s supply curve in Exhibit 1-3 that at a price of $3, an
individual seller would willingly offer 500 gallons of gasoline. It follows, as shown in Exhibit
1-6, that a group of 20 sellers would offer 10,000 gallons per week. Accordingly, at each price,
the market quantity supplied is just 20 times as great as the quantity supplied by each seller.
We see, as in the case of demand curves, that the market supply curve is simply the horizontal
summation of all individual sellers’ supply curves.

EXAMPLE 1-4 Aggregating Demand Functions

An individual consumer’s monthly demand for downloadable e-books is given by the
equation

Q% =2 — 0.4P,, + 0.0005] + 0.15P,

where be equals the number of e-books demanded each month, P, is the price of
e-books in euros, / equals the household monthly income, and P, equals the price
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of hardbound books per unit. Assume that household income is €2,300 and the price of
hardbound books is €21.40. The market consists of 1,000 identical consumers with
this demand function.

1. Determine the market aggregate demand function.
2. Determine the inverse market demand function.
3. Determine the slope of the market demand curve.

Solution to 1: Aggregating over the total number of consumers means summing up their
demand functions (in the quantity direction). In this case, there are 1,000 consumers
with identical individual demand functions, so multiply the entire function by 1,000:

Q. = 1,000(2 — 0.4P,; + 0.00057 + 0.15P;;)
= 2,000 — 400P,;, + 0.5/ + 1507,

Solution ro 2: Holding I constant at a value of €2,300 and P, constant at a value of
€21.40, we find

Qu = 2,000 — 4002, + 0.5(2,300) + 150(21.40) = 6,360 — 4002,

Now solve for P,,=15.90 — 0.0025Q,,

Solution to 3: The slope of the market demand curve is the coefficient on Q,; in the
inverse demand function, which is —0.0025.

EXAMPLE 1-5 Aggregating Supply Functions

An individual seller’s monthly supply of downloadable e-books is given by the equation
'y = —04.5+37.5P, —7.5W

where Q, is number of e-books supplied, P, is the price of e-books in euros, and Wis
the wage rate in euros paid by e-book sellers to laborers. Assume that the price of
e-books is €10.68 and wage is €10. The supply side of the market consists of a total
of eight identical sellers in this competitive market.

1. Determine the market aggregate supply function.
2. Determine the inverse market supply function.
3. Determine the slope of the aggregate market supply curve.

Solution to 1: Aggregating supply functions means summing up the quantity supplied
by all sellers. In this case, there are eight identical sellers, so multiply the individual
seller’s supply function by eight:
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¢, = 8(—64.5 4 37.5Py — 7.5W) = =516 + 300P,, — 60W

Solution to 2: Holding W constant at a value of €10, insert that value into the aggregate
supply function and then solve for P, to find the inverse supply function:

Qe = —1,116 4+ 3002,

Inverting, P,,=3.72+0.0033Q,,

Solution to 3: The slope of the supply curve is the coefficient on Q,; in the inverse
supply function, which is 0.0033.

3.6. Market Equilibrium

An important concept in the market model is market equilibrium, defined as the condition
in which the quantity willingly offered for sale by sellers at a given price is just equal to the
quantity willingly demanded by buyers at that same price. When that condition is met, we say
that the market has discovered its equilibrium price. An alternative and equivalent condition
of equilibrium occurs at that quantity at which the highest price a buyer is willing to pay is just
equal to the lowest price a seller is willing to accept for that same quantity.

As we have discovered in the earlier sections, the demand curve shows (for given values of
income, other prices, etc.) an infinite number of combinations of prices and quantities that
satisfy the demand function. Similarly, the supply curve shows (for given values of input
prices, etc.) an infinite number of combinations of prices and quantities that satisfy the
supply function. Equilibrium occurs at the unique combination of price and quantity that
simultaneously satisfies bozh the market demand function and the market supply function.
Graphically, it is the intersection of the demand and supply curves as shown in Exhibit 1-7.

In Exhibit 1-7, the shaded arrows indicate, respectively, that buyers will be willing to pay
any price at or below the demand curve (indicated by | ), and sellers are willing to accept any
price at or above the supply curve (indicated by 7).

EXHIBIT 1-7 Market Equilibrium Price and Quantity as the Intersection of Demand and Supply
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x

Market Supply Curve

Market Demand Curve
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Notice that for quantities less than Q?, the highest price that buyers are willing to pay
exceeds the lowest price that sellers are willing to accept, as indicated by the shaded arrows.
But for all quantities above Q, the lowest price willingly accepted by sellers is greater than the
highest price willingly offered by buyers. Clearly, trades will not be made beyond QZ.

Algebraically, we can find the equilibrium price by setting the demand function equal to
the supply function and solving for price. Recall that in our hypothetical example of a local
gasoline market, the demand function was given by QY = f(P,,1,P,), and the supply
function was given by Q¢ = f(P;, W). Those expressions are called behavioral equations
because they model the behavior of, respectively, buyers and sellers. Variables ozher than own-
price and quantity are determined outside of the demand and supply model of this particular
market. Because of that, they are called exogenous variables. Price and quantity, however, are
determined within the model for this particular market and are called endogenous variables.
In our simple example, there are three exogenous variables (/, P, and W) and three endog-
enous variables: P, Qi, and Q’. Hence, we have a system of two equations and three
unknowns. We need another equation to solve this system. That equation is called the
equilibrium condition, and it is simply Q% = Q..

Continuing with our hypothetical examples, we could assume that income equals $50
(thousands, per year), the price of automobiles equals $20 (thousands, per automobile), and
the hourly wage equals $15. In this case, our equilibrium condition can be represented in
Equation 1-19 by setting Equation 1-14 equal to Equation 1-17:

11,200 — 400P, = —5,000 + 5,000, (1-19)

and solving for equilibrium, P, = 3.
Equivalently, we could have equated the inverse demand function to the inverse supply
function (Equations 1-15 and 1-18, respectively), as shown in Equation 1-20:

28 — 0.0025Q, =1 + 0.0002Q, (1-20)

and solved for equilibrium, Q, = 10,000. That s to say, for the given values of /and W, the unique
combination of price and quantity of gasoline that results in equilibrium is (3, 10,000).

Note that our system of equations requires explicit values for the exogenous variables to
find a unique equilibrium combination of price and quantity. Conceptually, the values of the
exogenous variables are being determined in other markets, such as the markets for labor,
automobiles, and so on, whereas the price and quantity of gasoline are being determined in the
gasoline market. When we concentrate on one market, taking values of exogenous variables as
given, we are engaging in what is called partial equilibrium analysis. In many cases, we can
gain sufficient insight into a market of interest without addressing feedback effects to and from
all the other markets that are tangentially involved with this one. At other times, however, we
need explicitly to take account of all the feedback mechanisms that are going on in all markets
simultaneously. When we do that, we are engaging in what is called general equilibrium
analysis. For example, in our hypothetical model of the local gasoline market, we recognize
that the price of automobiles, a complementary product, has an impact on the demand for
gasoline. If the price of automobiles were to rise, people would tend to buy fewer automobiles
and probably buy less gasoline. Additionally, though, the price of gasoline probably has an
impact on the demand for automobiles, which, in turn, can feed back to the gasoline market.
Because we are positing a very local gasoline market, it is probably safe to ignore all the
feedback effects, but if we are modeling the national markets for gasoline and automobiles, a
general equilibrium model might be warranted.
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EXAMPLE 1-6 Finding Equilibrium by Equating Demand
and Supply

In the local market for e-books, the aggregate demand is given by the equation
Q% = 2,000 — 400P,; + 0.51 + 1507,
and the aggregate supply is given by the equation
Q) = —516 + 300P,; — 60W

where Q,;, is quantity of e-books, P, is the price of an e-book, I is household income,
W is wage rate paid to e-book laborers, and P, is the price of a hardbound book.
Assume [ is €2,300, Wis €10, and P, is €21.40. Determine the equilibrium price and
quantity of e-books in this local market.

Solution: Market equilibrium occurs when quantity demanded is equal to quantity
supplied, so set Qib =, after inserting the given values for the exogenous variables:

2,000 — 4002, + 0.5(2,300) + 150(21.4) = —516 + 300P,;, — 60(10)
6,360 — 400P,, = —1,116 + 3007,

which implies that P,,=€10.68, and Q,,=2,088.

3.7. The Market Mechanism: Iterating toward Equilibrium—or Not

It is one thing to define equilibrium as we have done, but we should also understand the
mechanism for reaching equilibrium. That mechanism is what takes place when the market is
not in equilibrium. Consider our hypothetical example. We found that the equilibrium price
was 3, but what would happen if, by some chance, price was actually equal to 4? To find out,
we need to see how much buyers would demand at that price and how much sellers would
offer to sell by inserting 4 into the demand function and into the supply function.

In the case of quantity demanded, we find that (Equation 1-21):

Q% = 11,200 — 400(4) = 9,600 (1-21)

and in the case of quantity supplied (Equation 1-22),

Q. = —5,000 + 5,000(4) = 15,000 (1-22)
Clearly, the quantity supplied is greater than the quantity demanded, resulting in a

condition called excess supply, as illustrated in Exhibit 1-8. In our example, there are 5,400

more units of this good offered for sale at a price of 4 than are demanded at that price.
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EXHIBIT 1-8 Excess Supply as a Consequence of Price above Equilibrium Price
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EXHIBIT 1-9 Excess Demand as a Consequence of Price below Equilibrium Price
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Alternatively, if the market was presented with a price that was too low, say 2, then by
inserting the price of 2 into Equations 1-21 and 1-22, we find that buyers are willing to
purchase 5,400 more units than sellers are willing to offer. This result is shown in Exhibit 1-9.

To reach equilibrium, price must adjust until there is neither an excess supply nor an excess
demand. That adjustment is called the market mechanism, and it is characterized in the fol-
lowing way: In the case of excess supply, price will fall; in the case of excess demand, price will rise;
and in the case of neither excess supply nor excess demand, price will not change.
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EXAMPLE 1-7 Identifying Excess Demand or Excess Supply
at a Nonequilibrium Price

In the local market for e-books, the aggregate demand is given by the equation
Q%, = 6,360 — 400P,;

and the aggregate supply by the equation
¢ = —1,116 + 3007,

1. Determine the amount of excess demand or supply if price is €12.
2. Determine the amount of excess demand or supply if price is €8.

Solution to I: Insert the presumed price of €12 into the demand function to find
Q% = 6,360 — 400(12) = 1,560. Insert a price of €12 into the supply function to
find Q}, = —1,116 — 300(12) = 2,484. Because quantity supplied is greater than
quantity demanded at the €12 price, there is an excess supply equal to 2,484 —
1,560 = 924.

Solution to 2: Insert the presumed price of €8 into the demand function to find
4, = 6,360 — 400(8) = 3,160. Insert a price of €8 into the supply function to find
¢, = —1,116 4+ 300(8) = 1,284. Because quantity demanded is greater than quan-

tity supplied at the €8 price, there is an excess demand equal to 3,160 — 1,284 = 1,876.

It might be helpful to consider the following process in our hypothetical market. Suppose
that some neutral agent or referee were to display a price for everyone in the market to observe.
Then, given that posted price, we would ask each potential buyer to write down on a slip of
paper a quantity that he or she would be willing and able to purchase at that price. At the same
time, each potential seller would write down a quantity that he or she would be willing to sell
at that price. Those pieces of paper would be submitted to the referee, who would then
calculate the total quantity demanded and the total quantity supplied at that price. If the two
sums are identical, the slips of paper would essentially become contracts that would be exe-
cuted, and the session would be concluded by buyers and sellers actually trading at that price.
If there was an excess supply, however, the referee’s job would be to discard the earlier slips of
paper and display a price lower than before. Alternatively, if there was an excess demand at the
original posted price, the referee would discard the slips of paper and post a higher price. This
process would continue until the market reached an equilibrium price at which the quantity
willingly offered for sale would just equal the quantity willingly purchased. In this way, the
market could tend to move toward equilibrium.?

*The process described is known among economists as Walrasian rdtonnement, after the French econ-
omist Léon Walras (1834-1910). Tétonnement means, roughly, “searching,” referring to the mechanism
for establishing the equilibrium price.
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EXHIBIT 1-10  Stability of Equilibria:

Panel A Panel B

Q. Q

Note: 1f supply intersects demand from Note: If supply intersects demand from
above, equilibrium is dynamically stable. below, equilibrium is dynamically unstable.

It is not really necessary for a market to have such a referee for it to operate as if'it had
one. Experimental economists have simulated markets in which subjects (usually college
students) are given an order either to purchase or to sell some amount of a commodity for a
price either no higher (in the case of buyers) or no lower (in the case of sellers) than a set dollar
limit. Those limits are distributed among market participants and represent a positively sloped
supply curve and a negatively sloped demand curve. The goal for buyers is to buy at a price as
far below their limit as possible, and the goal for sellers to sell at a price as far above their
minimum as possible. The subjects are then allowed to interact in a simulated trading pit by
calling out willingness to buy or sell. When two participants come to an agreement on a price,
that trade is then reported to a recorder, who displays the terms of the deal. Traders are then
allowed to observe current prices as they continue to search for a buyer or a seller. It has
consistently been shown in experiments that this mechanism of open outcry buying and
selling (historically, one of the oldest mechanisms used in trading securities) soon converges to
the theoretical equilibrium price and quantity inherent in the underlying demand and supply
curves used to set the respective sellers” and buyers’ limit prices.

In our hypothetical example of the gasoline market, the supply curve is positively sloped,
and the demand curve is negatively sloped. In that case, the market mechanism would tend to
reach an equilibrium and return to that equilibrium whenever price was accidentally bumped
away from it. We refer to such an equilibrium as being stable because whenever price is
disturbed away from equilibrium, it tends to converge back to that equilibrium.” It is possible,
however, for this market mechanism to result in an unstable equilibrium. Suppose that not
only does the demand curve have a negative slope but also the supply curve has a negatively
sloped segment. For example, at some level of wages, a wage increase might cause workers to
supply fewer hours of work if satisfaction (utility) gained from an extra hour of leisure is
greater than the satisfaction obtained from an extra hour of work. Then two possibilities could
result, as shown in Panels A and B of Exhibit 1-10.

°In the same sense, equilibrium may sometimes also be referred to as being dynamically stable. Similarly,
unstable or dynamically unstable may be used in the sense introduced later.
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EXHIBIT 1-11 = Stability of Equilibria: II
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Note: Multiple equilibria (stable and unstable)
can result from nonlinear supply curves.

Notice that in Panel A both demand (D) and supply (S) are negatively sloped, but S is
steeper and intersects D from above. In this case, if price is above equilibrium, there will be
excess supply and the market mechanism will adjust price downward toward equilibrium. In
Panel B, D is steeper, which results in S intersecting D from below. In this case, at a price
above equilibrium there will be excess demand, and the market mechanism will dictate that
price should 7ise, thus leading away from equilibrium. This equilibrium would be considered
unstable. If price were accidentally displayed above the equilibrium price, the mechanism
would not cause price to converge to that equilibrium, but instead to soar above it because
there would be excess demand at that price. In contrast, if price were accidentally displayed
below equilibrium, the mechanism would force price even further below equilibrium because
there would be excess supply.

If supply were nonlinear, there could be multiple equilibria, as shown in Exhibit 1-11.

Note that there are two combinations of price and quantity that would equate quantity
supplied and demanded, hence two equilibria. The lower-priced equilibrium is stable, with a
positively sloped supply curve and a negatively sloped demand curve. However, the higher-
priced equilibrium is unstable because at a price above that equilibrium price there would be
excess demand, thus driving price even higher. At a price below that equilibrium there would
be excess supply, thus driving price even lower toward the lower-priced equilibrium, which is a
stable equilibrium.

Observation suggests that most markets are characterized by stable equilibria. Prices do
not often shoot off to infinity or plunge toward zero. However, occasionally we do observe
price bubbles occurring in real estate, securities, and other markets. It appears that prices can
behave in ways that are not ultimately sustainable in the long run. They may shoot up for a
time, but ultimately, if they do not reflect actual valuations, the bubble can burst, resulting in
a correction to a new equilibrium.

As a simple approach to understanding bubbles, consider a case in which buyers and
sellers base their expectations of future prices on the rate of change of current prices: if price
rises, they take that as a sign that price will rise even further. Under these circumstances, if
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buyers see an increase in price today, they might actually shift the demand curve to the right,
desiring to buy more at each price today because they expect to have to pay more in the future.
Alternately, if sellers see an increase in today’s price as evidence that price will be even higher
in the future, they are reluctant to sell today as they hold out for higher prices tomorrow, and
that would shift the supply curve to the left. With a rightward shift in demand and a leftward
shift in supply, buyers’ and sellers’ expectations about price are confirmed and the process
begins again. This scenario could result in a bubble that would inflate until someone decides
that such high prices can no longer be sustained. The bubble bursts and price plunges.

3.8. Auctions as a Way to Find Equilibrium Price

Sometimes markets really do use auctions to arrive at equilibrium price. Auctions can be
categorized into two types depending on whether the value of the item being sold is the same
for each bidder or is unique to each bidder. The first case is called a common value auction in
which there is some actual common value that will ultimately be revealed after the auction is
settled. Prior to the auction’s settlement, however, bidders must estimate that true value. An
example of a common value auction would be bidding on a jar containing many coins. Each
bidder could estimate the value; but until someone buys the jar and actually counts the coins,
no one knows with certainty the true value. In the second case, called a private value auction,
each buyer places a subjective value on the item, and in general their values differ. An example
might be an auction for a unique piece of art that buyers are hoping to purchase for their own
personal enjoyment, not primarily as an investment to be sold later.

Auctions also differ according to the mechanism used to arrive at a price and to determine
the ultimate buyer. These mechanisms include the ascending price (or English) auction, the
first price sealed-bid auction, the second price sealed-bid (or Vickery) auction, and the des-
cending price (or Dutch) auction.

Perhaps the most familiar auction mechanism is the ascending price auction in which an
auctioneer is selling a single item in a face-to-face arena where potential buyers openly reveal
their willingness to buy the good at prices that are called out by an auctioneer. The auctioneer
begins at a low price and easily elicits nods from buyers. He or she then raises the price
incrementally. In a common value auction, buyers can sometimes learn something about the
true value of the item being auctioned from observing other bidders. Ultimately bidders with
different maximum amounts they are willing to pay for the item, called reservation prices,
begin to drop out of the bidding as price rises above their respective reservation prices.
Finally, only one bidder is left (who has outbid the bidder with the second-highest valuation)
and the item is sold to that bidder for that bid price.

Sometimes sellers offer a common value item, such as an oil or timber lease, in a sealed-bid
auction. In this case, bids are elicited from potential buyers, but there is no ability to observe
bids by other buyers until the auction has ended. In the first price sealed-bid auction, the
envelopes containing bids are opened simultaneously and the item is sold to the highest bidder
for the actual highest bid price. Consider an oil lease being auctioned by the government. The
highest bidder will pay the bid price but does not know with certainty the profitability of the
asset being bid on. The profits that are ultimately realized will be learned only after a successful
bidder buys and exploits the asset. Bidders each have some expected value they place on the oil
lease, and those values can vary among bidders. Typically, some overly optimistic bidders will

“The term reservation price is also used to refer to the minimum price the seller of the auctioned item is
willing to accept.
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value the asset higher than its ultimate realizable value, and they might submit bids above that
true value. Because the highest bidder wins the auction and must pay the full bid price, the
highest bidder may fall prey to the winner’s curse of having bid more than the ultimate value of
the asset. The winner in this case will lose money because of having paid more than the value
of the asset being auctioned. In recognition of the possibility of being overly optimistic, bidders
might bid very conservatively below their expectation of the true value. If all bidders react in this
way, the seller might end up with a low sale price.

If the item being auctioned is a private value item, then there is no danger of the winner’s
curse (no one would bid more than their own true valuation). But bidders try to guess the
reservation prices of other bidders, so the most successful winning bidder would bid a price
just above the reservation price of the second-highest bidder. This bid will be below the true
reservation price of the highest bidder, resulting in a “bargain” for the highest bidder. To
induce each bidder to reveal their true reservation price, sellers can use the second price
sealed-bid mechanism (also known as a Vickery auction). In this mechanism, the bids are
submitted in sealed envelopes and opened simultaneously. The winning buyer is the one who
submitted the highest bid, but the price paid is not equal to the winner’s own bid. The winner
pays a price equal to the second-highest bid. The optimal strategy for bidders in such an
auction is to bid their actual reservation prices, so the second price sealed-bid auction induces
buyers to reveal their true valuation of the item. It is also true that if the bidding increments
are small, the second price sealed-bid auction will yield the same ultimate price as the
ascending price auction.

Yet another type of auction is called a descending price auction or Dutch auction in
which the auctioneer begins at a very high price—a price so high that no bidder is believed to
be willing to pay it.” The auctioneer then lowers the called price in increments until there is a
willing buyer of the item being sold. If there are many bidders, each with a different reser-
vation price and a unit demand, then each has a perfectly vertical demand curve at one unit
and a height equal to his or her reservation price. For example, suppose the highest reservation
price is equal to $100. That person would be willing to buy one unit of the good at a price no
higher than $100. Suppose each subsequent bidder also has a unit demand and a reservation
price that falls, respectively, in increments of $1. The market demand curve would be a
negatively sloped step function; that is, it would look like a stair step, with the width of each
step being one unit and the height of each step being $1 lower than the preceding step. For
example, at a price equal to $90, 11 people would be willing to buy one unit of the good. If
the price were to fall to $89, then the quantity demanded would be 12, and so on.

In the Dutch auction, the auctioneer would begin with a price above $100 and then
lower it by increments until the bidder with the highest reservation price would purchase the
unit. Again, the supply curve for this single-unit auction would be vertical at one unit,
although there might be a seller reserve price that would form the lower bound on the supply
curve at that reserve price.

A traditional Dutch auction as just described could be conducted in a single-unit or
multiple-unit format. With a multiple-unit format, the price quoted by the auctioneer would
be the per-unit price and a winning bidder could take fewer units than all the units for sale. If
the winning bidder took fewer than all units for sale, the auctioneer would then lower the
price until all units for sale were sold; thus transactions could occur at multiple prices.
Modified Dutch auctions (frequently also called simply Dutch auctions in practice) are

>The historical use of this auction type for flower auctions in the Netherlands explains the name.
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commonly used in securities markets; the modifications often involve establishing a single
price for all purchasers. As implemented in share repurchases, the company stipulates a range
of acceptable prices at which the company would be willing to repurchase shares from existing
shareholders. The auction process is structured to uncover the minimum price at which the
company can buy back the desired number of shares, with the company paying that price to
all qualifying bids. For example, if the share price is €25 per share, the company might offer
to repurchase three million shares in a range of €26 to €28 per share. Each shareholder would
then indicate the number of shares and the lowest price at which he or she would be willing to
sell. The company would then begin to qualify bids beginning with those shareholders who
submitted bids at €26 and continue to qualify bids at higher prices until three million shares
had been qualified. In our example, that price might be €27. Shareholders who bid between
€26 and €27, inclusive, would then be paid €27 per share for their shares.

Another Dutch auction variation, also involving a single price and called a single price
auction, is used in selling U.S. Treasury securities.’ The single price Treasury bill auction
operates as follows: The Treasury announces that it will auction 26-week T-bills with an
offering amount of, say, $90 billion with both competitive and noncompetitive bidding.
Noncompetitive bidders state the total face value they are willing to purchase at the ultimate
price (yield) that clears the market (i.e., sells all of the securities offered), whatever that turns
out to be. Competitive bidders each submit a total face value amount and the price at which
they are willing to purchase those T-bills. The Treasury then ranks those bids in ascending
order of yield (i.e., descending order of price) and finds the yield at which the total $90 billion
offering amount would be sold. If the offering amount is just equal to the total face value
bidders are willing to purchase at that yield, then all the T-bills are sold for that single yield. If
there is excess demand at that yield, then bidders would each receive a proportionately smaller
total than they offered.

As an example, suppose the following table shows the prices and the offers from com-
petitive bidders for a variety of prices, as well as the total offers from noncompetitive bidders,
assumed to be $15 billion:

Cumulative
Discount Bid Price Competitive Competitive Noncompetitive ~ Total Cumulative

Rate Bid (%) per $100 Bids ($ billions) Bids ($ billions) Bids ($ billions)  Bids ($ billions)

0.1731 99.91250 10 10 15 25
0.1741 99.91200 15 25 15 40
0.1751 99.91150 20 45 15 60
0.1760 99.91100 12 57 15 72
0.1770 99.91050 10 67 15 82
0.1780 99.91000 5 72 15 87
0.1790 99.90950 10 82 15 97

®Historically, the U.S. Treasury has also used multiple price auctions, and in the euro arca multiple price
auctions are widely used. See www.dsta.nl/english/Subjects/Auction_methods for more information.
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Atyields below 0.1790 percent (prices above 99.90950), there is still excess supply. But at
that yield, more bills are demanded than the $90 billion face value of the total offer amount.
The clearing yield would be 0.1790 percent (a price of 99.9095 per $100 of face value), and
all sales would be made at that single yield. All the noncompetitive bidders would have their
orders filled at the clearing price, as well as all bidders who bid above that price. The com-
petitive bidders who offered a price of 99.9095 would have 30 percent of their orders filled at
that price because it would take only 30 percent of the $10 billion ($90 billion — $87 billion
offered = $3 billion, or 30 percent of $10 billion) demanded at that price to complete the $90
billion offer amount. That is, by filling 30 percent of the competitive bids at a price of
99.9095, the cumulative competitive bids would sum to $75 billion. This amount plus the
$15 billion noncompetitive bids adds up to $90 billion.

EXAMPLE 1-8 Auctioning Treasury Bills with
a Single Price Auction

The U.S. Treasury offers to sell $115 billion of 52-week T-bills and requests
competitive and noncompetitive bids. Noncompetitive bids total $10 billion, and
competitive bidders in descending order of offer price are as given in the table:

Discount Competitive Cumulative

Rate Bid  Bid Price Bids Competitive Noncompetitive ~ Total Cumulative
(%) per $100  (§ billions)  Bids ($ billions)  Bids ($ billions)  Bids ($ billions)
0.1575 99.8425 12

0.1580 99.8420 20

0.1585 99.8415 36

0.1590 99.8410 29

0.1595 99.8405 5

0.1600 99.8400 15

0.1605 99.8395 10

1. Determine the winning price if a single price Dutch auction is used to sell these
T-bills.
2. For those bidders at the winning price, what percentage of their order would be

filled?

Solution to 1: Enter the noncompetitive quantity of $10 billion into the table. Then find
the cumulative competitive bids and the total cumulative bids in the respective
columns:
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Competitive Cumulative
Bid Price per Bids Competitive Bids ~ Noncompetitive ~ Total Cumulative
$100 ($ billions) ($ billions) Bids ($ billions) Bids ($ billlions)
99.8425 12 12 10 22
99.8420 20 32 10 42
99.8415 36 68 10 78
99.8410 29 97 10 107
99.8405 5 102 10 112
99.8400 15 117 10 127
99.8395 10 127 10 137

Note that at a bid price of 99.8400 there would be excess demand of $12 billion
(i.e., the difference between $127 billion bid and $115 billion offered), but at the
higher price of 99.8405 there would be excess supply. So the winning bid would be at a
price of 99.8400.

Solution to 2: At a price of 99.8400, there would be $15 billion more demanded than at
99.8405 ($127 billion minus $112 billion), and at 99.8405 there would be excess
supply equal to $3 billion. So the bidders at the winning bid would have only 3/15, or
20 percent, of their orders filled.

3.9. Consumer Surplus—Value minus Expenditure

To this point, we have discussed the fundamentals of demand and supply curves and explained
a simple model of how a market can be expected to arrive at an equilibrium combination of
price and quantity. While it is certainly necessary for the analyst to understand the basic
workings of the market model, it is also crucial to have a sense of why we might care whether
the market tends toward equilibrium. This question moves us into the normative, or evalu-
ative, consideration of whether market equilibrium is desirable in any social sense. In other
words, is there some reasonable measure we can apply to the outcome of a competitive market
that enables us to say whether that outcome is socially desirable? Economists have developed
two related concepts called consumer surplus and producer surplus to address that question.
We will begin with consumer surplus, which is a measure of how much net benefit buyers
enjoy from the ability to participate in a particular market.

To get an intuitive feel for this concept, consider the last thing you purchased. Maybe it
was a cup of coffee, a new pair of shoes, or a new car. Whatever it was, think of how much you
actually paid for it. Now contrast that price with the maximum amount you would have been
willing to pay for it instead of going without it altogether. If those two numbers are different,
we say you received some consumer surplus from your purchase. You received a bargain
because you were willing to pay more than you had to pay.

Earlier we referred to the law of demand, which says that as price falls, consumers are
willing to buy more of the good. This observation translates into a negatively sloped demand
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EXHIBIT 1-12  Consumer Surplus

Consumer Surplus (the
area of the shaded triangle)

Demand Curve (also the
4~ marginal value curve)

I
@

Note: Consumer surplus is the area beneath

the demand curve and above the price paid.

curve. Alternatively, we could say that the highest price that consumers are willing to pay for an
additional unit declines as they consume more and more of it. In this way, we can interpret their
willingness to pay as a measure of how much they value each additional unit of the good. This
point is very important: To purchase a unit of some good, consumers must give up something
else they value. So the price they are willing to pay for an additional unit of a good is a measure
of how much they value that unit, in terms of the other goods they must sacrifice to consume it.

If demand curves are negatively sloped, it must be because the value of each additional unit
of the good falls the more of it they consume. We will explore this concept further later, but for
now it is enough to recognize that the demand curve can thus be considered a marginal value
curve because it shows the highest price consumers are willing to pay for each additional unit. In
effect, the demand curve is the willingness of consumers to pay for each additional unit.

This interpretation of the demand curve allows us to measure the total value of con-
suming any given quantity of a good: It is the sum of all the marginal values of each unit
consumed, up to and including the last unit. Graphically, this measure translates into the area
under the consumer’s demand curve, up to and including the last unit consumed, as shown in
Exhibit 1-12, in which the consumer is choosing to buy Q; units of the good at a price of P;.
The marginal value of the Qith unit is clearly P;, because that is the highest price the
consumer is willing to pay for that unit. Importantly, however, the marginal value of each unit
up to the Q;th unit is greater than P;.”

Because the consumer would have been willing to pay more for each of those units
than she actually paid (P;), then we can say she received more value than the cost to her
of buying them. This concept is referred to as consumer surplus, and it is defined as the
difference between the value that the consumer places on those units and the amount of
money that was required to pay for them. The total value of Q; is thus the area of the
vertically lined trapezoid in Exhibit 1-12. The total expenditure is only the area of the
rectangle with height P; and base Q;. The total consumer surplus received from buying
Q; units at a level price of P; per unit is the difference between the area under the demand
curve, on the one hand, and the area of the rectangle, P; X Qy, on the other hand. That
area is shown as the lightly shaded triangle.

"This assumes that all units of the good are sold at the same price, P;. Because the demand curve is
negatively sloped, all units up to the Q;th have marginal values greater than that price.
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EXAMPLE 19 Calculating Consumer Surplus

A market demand function is given by the equation Q=180 —2P. Determine the
value of consumer surplus if price is equal to 65.

Solution: First, insert 65 into the demand function to find the quantity demanded at that
price: Qd: 180 — 2 (65) = 50. Then, to make drawing the demand curve easier, invert the
demand function by solving it for P in terms of Q: P=90 — 0.5Q. Note that the price
intercept is 90, and the quantity intercept is 180. Draw the demand curve:

P

90

1SN

O

50 180 Q

Find the area of the triangle above the price and below the demand curve, up to
quantity 50. Area of a triangle is given as /2 Base X Height = (/2)(50)(25) = 625.

3.10. Producer Surplus—Revenue minus Variable Cost

In this section, we discuss a concept analogous to consumer surplus called producer surplus.
It is the difference between the total revenue sellers receive from selling a given amount of a
good, on the one hand, and the total variable cost of producing that amount, on the other
hand. Variable costs are those costs that change when the level of output changes. Total
revenue is simply the total quantity sold multiplied by the price per unit.

The total variable cost (variable cost per unit times units produced) is measured by the
area beneath the supply curve, and it is a little more complicated to understand. Recall that the
supply curve represents the lowest price that sellers would be willing to accept for each
additional unit of a good. In general, that amount is the cost of producing that next unit,
called marginal cost. Clearly, a seller would never intend to sell a unit of a good for a price
lower than its marginal cost, because the seller would lose money on that unit. Alternatively, a
producer should be more than willing to sell that unit for a price that is higher than its
marginal cost, because it would contribute something toward fixed cost and profit, and
obviously the higher the price the better for the seller. Hence, we can interpret the marginal
cost curve as the lowest price sellers would accept for each quantity, which basically means that
the marginal cost curve is the supply curve of any competitive seller. The market supply curve
is simply the aggregation of all sellers” individual supply curves, as we showed in section 3.5.

Marginal cost curves are likely to have positive slopes. (It is the logical result of the law of
diminishing marginal product, which will be discussed in a later chapter.) In Exhibit 1-13, we see
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EXHIBIT 1-13  Producer Surplus

P,

x Producer Surplus

(area of the shaded triangle)

\

Supply Curve

Py

@

Note: Producer surplus is the area beneath
the price and above the supply curve.

such a supply curve. Because its height is the marginal cost of each additional unit, the total
variable cost of Q; units is measured as the area beneath the supply curve, up to and including that
Q:th unit, or the area of the vertically lined trapezoid. But each unit is being sold at the same price
Py, so total revenue to sellers is the rectangle whose height is 2; and base is total quantity Q;.
Because sellers would have been willing to accept the amount of money represented by the
trapezoid but they actually received the larger area of the rectangle, we say they received producer
surplus equal to the area of the shaded triangle. So sellers also got a bargain because they received a
higher price than they would have been willing to accept for each unit.

EXAMPLE 1-10 Calculating Producer Surplus

A market supply function is given by the equation Q' = —15 + P. Determine the value
of producer surplus if price were equal to 65.

Solution: First, insert 65 into the supply function to find the quantity supplied at that
price: @ = —15+ (65) = 50. Then, to make drawing the supply curve easier, invert the
supply function by solving for P in terms of Q: P=15+ Q. Note that the price
intercept is 15, and the quantity intercept is —15. Draw the supply curve:

P

-15 50 Q

Find the area of the triangle below the price and above the supply curve, up to a
quantity of 50. Area= "2 Base X Height = (/2)(50)(50) = 1,250.
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EXHIBIT 1-14 Total Surplus as the Area beneath the Demand Curve and above the Supply Curve

P,

x

Total Surplus (the shaded triangle)

Supply Curve

Demand Curve

3.11. Total Surplus—Total Value minus Total Variable Cost

In the previous sections, we have seen that consumers and producers both receive a bargain
when they are allowed to engage in a mutually beneficial, voluntary exchange with one
another. For every unit up to the equilibrium unit traded, buyers would have been willing to
pay more than they ended up actually having to pay. Additionally, for every one of those units,
sellers would have been willing to sell it for less than they actually received. The total value to
buyers was greater than the total variable cost to sellers. The difference between those two
values is called total surplus, and it is made up of the sum of consumer surplus and producer
surplus. Note that the way the total surplus is divided between consumers and producers
depends on the steepness of the demand and supply curves. If the supply curve is steeper than
the demand curve, more of the surplus is being captured by producers. If the demand curve is
steeper, consumers capture more of the surplus.

In a fundamental sense, total surplus is a measure of society’s gain from the voluntary
exchange of goods and services. Whenever total surplus increases, society gains. An important
result of market equilibrium is that total surplus is maximized at the equilibrium price and
quantity. Exhibit 1-14 combines the supply curve and the demand curve to show market
equilibrium and total surplus, represented as the area of the shaded triangle. The area of that
triangle is the difference between the trapezoid of total value to society’s buyers and the
trapezoid of total resource cost to society’s sellers. If price measures dollars (or euros) per unit,
and quantity measures units per month, then the measure of total surplus is dollars (euros) per
month. It is the bargain that buyers and sellers together experience when they voluntarily trade
the good in a market. If the market ceased to exist, that would be the monetary value of the
loss to society.

3.12. Markets Maximize Society’s Total Surplus

Recall that the market demand curve can be considered the willingness of consumers to pay
for each additional unit of a good. Hence, it is society’s marginal value curve for that good.
Additionally, the market supply curve represents the marginal cost to society to produce each
additional unit of that good, assuming no positive or negative externalities. An externality is a
case in which production costs or the consumption benefits of a good or service spill over onto
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those who are not producing or consuming the good or service; a spillover cost (e.g., pollution)
is called a negative externality, a spillover benefit (e.g., literacy programs) is called a positive
externality.

At equilibrium, where demand and supply curves intersect, the highest price that
someone is willing to pay is just equal to the lowest price that a seller is willing to accept,
which is the marginal cost of that unit of the good. In Exhibit 1-14, that equilibrium quantity
is Q1. Now, suppose that some influence on the market caused less than Q; units to be traded,
say only Q' units. Note that the marginal value of the 'th unit exceeds society’s marginal cost
to produce it. In a fundamental sense, we could say that society should produce and consume
it, as well as the next, and the next, all the way up to Q;. Or suppose that some influence
caused more than Q; to be produced, say Q" units. Then what can we say? For all those units
beyond Q; and up to Q”, society incurred greater cost than the value it received from con-
suming them. We could say that society should not have produced and consumed those
additional units. Total surplus was reduced by those additional units because they cost more in
the form of resources than the value they provided for society when they were consumed.

There is reason to believe that markets usually trend toward equilibrium and that the
condition of equilibrium itself is also optimal in a welfare sense. To delve a little more deeply,
consider two consumers, Helen Smith and Tom Warren, who have access to a market for
some good, perhaps gasoline or shoes or any other consumption good. We could depict their
situations using their individual demand curves juxtaposed on an exhibit of the overall market
equilibrium, as in Exhibit 1-15 where Smith’s and Warren’s individual demands for a par-
ticular good are depicted along with the market demand and supply of that same good. (The
horizontal axes are scaled differently because the market quantity is so much greater than
either consumer’s quantity, but the price axes are identical.)

At the market price of P}, Smith chooses to purchase Qp, and Warren chooses to
purchase Q7 because at that price, the marginal value for each of the two consumers is just
equal to the price they have to pay per unit. Now, suppose someone removed one unit of the
good from Smith and presented it to Warren. In Panel A of Exhibit 1-15, the loss of value
experienced by Smith is depicted by the dotted trapezoid, and in Panel B of Exhibit 1-15, the

EXHIBIT 1-15 How Total Surplus Can Be Reduced by Rearranging Quantity

Panel A Panel B Panel C

Note: Beginning at a competitive market equilibrium, when one unit
is taken from Smith and presented to Warren, total surplus is reduced.




34 Economics for Investment Decision Makers

gain in value experienced by Warren is depicted by the crosshatched trapezoid. Note that the
increase in Warren’s value is necessarily less than the loss in Smith’s. Recall that consumer
surplus is value minus expenditure. Total consumer surplus is reduced when individuals
consume quantities that do not yield equal marginal value to each one. Conversely, when all
consumers face the identical price, they will purchase quantities that equate their marginal
values across all consumers. Importantly, that behavior maximizes total consumer surplus.

A precisely analogous argument can be made to show that when all producers produce
quantities such that their marginal costs are equated across all firms, total producer surplus is
maximized. The result of this analysis is that when all consumers face the same market
equilibrium price and are allowed to buy all they desire at that price, and when all firms face
that same price and are allowed to sell as much as they want at that price, the total of con-
sumer and producer surplus (total surplus) is maximized from that market. This result is the
beauty of free markets: They maximize society’s net benefit from production and consump-
tion of goods and services.

3.13. Market Interference: The Negative Impact on Total Surplus

Sometimes, lawmakers determine that the market price is too high for consumers to pay, so
they use their power to impose a ceiling on price below the market equilibrium price. Some
examples of ceilings include rent controls (limits on increases in the rent paid for apartments),
limits on the prices of medicines, and laws against price gouging after a hurricane (i.e.,
charging opportunistically high prices for goods such as bottled water or plywood). Certainly,
price limits benefit anyone who had been paying the old higher price and can still buy all
they want but at the lower ceiling price. However, the story is more complicated than that.
Exhibit 1-16 shows a market in which a ceiling price, P,, has been imposed below equilibrium.
Let’s examine the full impact of such a law.

Prior to imposition of the ceiling price, equilibrium occurs at (P*, Q*), and total surplus
equals the area given by a+ b 4 ¢+ d + e. It consists of consumer surplus given by a + b, and
producer surplus given by ¢+ d + e. When the ceiling is imposed, two things happen: Buyers

EXHIBIT 1-16 A Price Ceiling

Note: A price ceiling transfers surplus equal to
area ¢ from sellers to buyers, but it destroys surplus
equal to area b + d, called a deadweight loss.
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EXHIBIT 1-17 A Price Floor

Note: A price floor transfers surplus equal to area b
from buyers to sellers, but it destroys surplus equal
to area ¢ + d, called a deadweight loss.

would like to purchase more at the lower price, but sellers are willing now to sell less.
Regardless of how much buyers would like to purchase, though, only Q" would be offered for
sale. Clearly, the total quantity that actually gets traded has fallen, and this has some serious
consequences. For one thing, any buyer who is still able to buy the Q' quantity has clearly
been given a benefit. Buyers used to pay P* and now pay only P, per unit. Those buyers gain
consumer surplus equal to rectangle ¢, which used to be part of seller surplus. Rectangle c is
surplus that has been transferred from sellers to buyers, but it still exists as part of total surplus.
Disturbingly, though, there is a loss of consumer surplus equal to triangle b and a loss of
producer surplus equal to triangle d. Those measures of surplus simply no longer exist at the
lower quantity. Clearly, surplus cannot be enjoyed on units that are neither produced nor
consumed, so that loss of surplus is called a deadweight loss because it is surplus that is lost by
one or the other group but not transferred to anyone. Thus, after the imposition of a price
ceiling at P, consumer surplus is given by a+ ¢, producer surplus by e, and the deadweight
loss is b+ d.?

Another example of price interference is a price floor, in which lawmakers make it illegal
to buy or sell a good or service below a certain price, which is above equilibrium. Again, some
sellers who are still able to sell at the now higher floor price benefit from the law, but that’s not
the whole story. Exhibit 1-17 shows such a floor price, imposed at P above free market
equilibrium.

At free market equilibrium quantity Q, total surplus is equal to a+ b+ c+d+e, con-
sisting of consumer surplus equal to area a+ b + ¢, and producer surplus equal to area e +d.
When the floor is imposed, sellers would like to sell more, but buyers would choose to purchase
less. Regardless of how much producers want to sell, however, only ' will be purchased at the
new higher floor price. Those sellers who can still sell at the higher price benefit at the expense
of the buyers: There is a transfer of surplus from buyers to sellers equal to rectangle b.

8Technically, the statement assumes that the limited sales are allocated to the consumers with the highest
valuations. A detailed explanation, however, is outside the scope of this chapter.
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Regrettably, however, that’s not all. Buyers also lose consumer surplus equal to triangle ¢, and
sellers lose producer surplus equal to triangle d.” Once again, no one can benefit from units
that are neither produced nor consumed, so there is a deadweight loss equal to triangle ¢ plus
triangle d. As a result of the floor, the buyer surplus is reduced to triangle a.

A good example of a price floor is the imposition of a legal minimum wage in the United
States, the United Kingdom, and many other countries. Although controversy remains among
some economists on the empirical effects of the minimum wage, most economists continue to
believe that a minimum wage can reduce employment. Although some workers will benefit
because they continue to work, now at the higher wage, others will be harmed because they
will no longer be working at all.

EXAMPLE 1-11 Calculating the Amount of Deadweight Loss
from a Price Floor

A market has demand function given by the equation Q=180 — 2P, and supply
function given by the equation Q'= —15 + P. Calculate the amount of deadweight loss
that would result from a price floor imposed at a level of 72.

Solution: First, solve for equilibrium price of 65 and quantity 50. Then, invert the
demand function to find P=90 — 0.5Q, and the supply function to find P=15+ Q.

Use these functions to draw the demand and supply curves:

90
72
65
51

}

-15 36 50 180

Q

Insert the floor price of 72 into the demand function to find that only 36 would be
demanded at that price. Insert 36 into the supply function to find the price of 51 that
corresponds to a quantity of 36. Because the price floor would reduce quantity from
its equilibrium value of 50 to the new value of 36, the deadweight loss would occur
because those 14 units are not now being produced and consumed under the price
floor. So deadweight loss equals the area of the shaded triangle: %2 Base X Height=
(2)(72 — 51)(50 — 36) = 147.

Technically, this statement assumes that sales are made by the lowest-cost producers. A discussion of the
point is outside the scope of this chapter.
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EXHIBIT 1-18 A Per-Unit Tax on Buyers

Q@ @

Note: A tax on buyers shifts the demand
curve downward by # imposing a burden
on both buyers and sellers, shifting some
of the surplus to government but leaving
a deadweight loss equal to c plus e.

Still other policies can interfere with the ability of prices to allocate society’s resources.
Governments do have legitimate functions to perform in society, and they need to have
revenue to finance them. So they often raise revenue by imposing taxes on various goods or
activities. One such policy is a per-unit tax, such as an excise tax. By law, this tax could be
imposed either on buyers or on sellers, but we will see that it really doesn’t matter at all who
legally must pay the tax; the result is the same: more deadweight loss. Exhibit 1-18 depicts
such a tax imposed in this case on buyers. Here, the law simply says that whenever a buyer
purchases a unit of some good, he or she must pay a tax of some amount 7 per unit. Recall that
the demand curve is the highest price willingly paid for each quantity. Because buyers
probably do not really care who receives the money, government or the seller, their gross
willingness to pay is still the same. Because they must pay # dollars to the government,
however, their net demand curve would shift vertically downward by # per unit. Exhibit 1-18
shows the result of such a shift.

Originally, the pretax equilibrium is where D and S intersect at (P*, @*). Consumer
surplus is given by triangle a plus rectangle b plus triangle ¢, and producer surplus consists of
triangle f plus rectangle d plus triangle e. When the tax is imposed, the demand curve shifts
vertically downward by the tax per unit, z This shift results in a new equilibrium at the
intersection of S and D’. That new equilibrium price is received by sellers (2,,.;). However,
buyers now must pay an additional # per unit to government, resulting in a total price paid
(Ppaig) that is higher than before. Sellers receive a lower price and buyers pay a higher price
than pretax, so both suffer a burden as a result of this tax, even though it was legally imposed
only on buyers. Buyers now have consumer surplus that has been reduced by rectangle b plus
triangle ¢; thus, posttax consumer surplus is (a+ b+ ¢) — (b+¢) =a. Sellers now have pro-
ducer surplus that has been reduced by rectangle d plus triangle e; thus posttax producer
surplus is (f+d +e) — (d +e) =f. Government receives tax revenue of ¢ per unit multiplied
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EXHIBIT 1-19 A Per-Unit Tax on Sellers
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Note: A tax on sellers shifts the supply curve
upward by z Everything is exactly the same
as in the case of imposing the tax on buyers.

by Q' units. Its total revenue is rectangle b plus rectangle d. Note that the total loss to buyers
and sellers (b 4 c+ d + e) is greater than the revenue transferred to government (b + d), so the
tax resulted in a deadweight loss equal to triangle ¢ plus triangle e as (b+c+d+e) —
(b+d)=c+e.

How would things change if the tax had legally been imposed on sellers instead of buyers?
To see the answer, note that the supply curve is the lowest price willingly accepted by sellers,
which is their marginal cost. If they now must pay an additional # dollars per unit to gov-
ernment, their lowest acceptable price for each unit is now higher. We show this by shifting
the supply curve vertically upward by r dollars per unit, as shown in Exhibit 1-19.

The new equilibrium occurs at the intersection of S’ and D, resulting in the new equi-
librium price paid by buyers, P, Sellers are paid this price but must remit 7 dollars per unit
to the government, resulting in an after-tax price received (P, that is lower than before the
tax. In terms of overall result, absolutely nothing is different from the case in which buyers had
the legal responsibility to pay the tax. Tax revenue to the government is the same, buyers’ and
sellers’ reduction in surplus is identical to the previous case, and the deadweight loss is the
same as well.

Notice that the share of the total burden of the tax need not be equal for buyers and
sellers. In our example, sellers experienced a greater burden than buyers did, regardless of who
had the legal responsibility to pay the tax. The relative burden from a tax falls dispropor-
tionately on the group (buyers or sellers) that has the steeper curve. In our example, the
demand curve is flatter than the supply curve (just slightly so), so buyers bore proportionately
less of the burden. Just the reverse would be true if the demand curve had been steeper than
the supply curve.

All of the policies we have examined involve government interfering with free markets.
Other examples include imposing tariffs on imported goods, setting quotas on imports, or
banning the trade of goods. Additionally, governments often impose regulations on the
production or consumption of goods to limit or correct the negative effects on third parties
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that cannot be captured in free market prices. Even the most ardent of free market enthusiasts
recognize the justification of some government intervention in the case of public goods, such
as for national defense, or where prices do not reflect true marginal social value or cost, as in
externalities such as pollution. Social considerations can trump pure economic efficiency, as
in the case of child labor laws or human trafficking. What does come from the analysis of
markets, however, is the recognition that when social marginal benefits are truly reflected in
market demand curves and social marginal costs are truly reflected in supply curves, total
surplus is maximized when markets are allowed to operate freely. Moreover, when society does
choose to impose legal restrictions, market analysis of the kind we have just examined provides
society with a means of at least assessing the deadweight losses that such policies extract from
total surplus. In that way, policy makers can perform logical, rigorous cost-benefit assessments
of their proposed policies to inform their decisions.

EXAMPLE 1-12 Calculating the Effects of a Per-Unit Tax
on Sellers

A market has a demand function given by the equation Q=180 — 2P, and a supply
function given by the equation @ =—154 P, where price is measured in euros per
unit. A tax of €2 per unit is imposed on sellers in this market.

1. Calculate the effect on the price paid by buyers and the price received by sellers.
2. Demonstrate that the effect would be unchanged if the tax had been imposed on
buyers instead of sellers.

Solution to 1: Determine the pretax equilibrium price and quantity by equating supply
and demand: 180 —2P=—154P. Therefore P*=€65 before tax. If the tax is
imposed on sellers, the supply curve will shift upward by €2. So, to begin, we need to
invert the supply function and the demand function: P=15+ Q" and P=90 — 0.57".
Now, impose the tax on sellers by increasing the value of P by €2 at each quantity. This
step simply means increasing the price intercept by €2. Because sellers must pay €2 tax
per unit, the lowest price they are willing to accept for each quantity rises by that
amount: ” =17 + @', where “P prime” indicates the new function after imposition of
the tax. Because the tax was not imposed on buyers, the inverse demand function
remains as it was. Solve for the new equilibrium price and quantity: 90 — 0.5Q=17
+ Q, so new after-tax Q=48.667. By inserting that quantity into the new inverse
demand function, we find that P,,;,;=€65.667. This amount is paid by buyers to
sellers, but because sellers are responsible for paying the €2 tax, they receive only
€65.667 — €2 =€63.667 after tax. So we find that the tax on sellers has increased the
price to buyers by €0.667 while reducing the price received by sellers by €1.33. Out of
the €2 tax, buyers bear one-third of the burden and sellers bear two-thirds of the
burden. This result is because the demand curve is half as steep as the supply curve. The
group with the steeper, less elastic curve bears the greater burden of a tax, regardless of
which group must legally pay the tax.




40 Economics for Investment Decision Makers

Solution to 2: Instead of adding €2 to the price intercept of the supply curve, we now
subtract €2 from the price intercept of the demand curve. This step is because buyers’
willingness to pay sellers has been reduced by the €2 they must pay in tax per unit.
Buyers really don’t care who receives their money; they are interested only in the
greatest amount they are willing to pay for each quantity. So the new inverse demand
function is P/ =88 — 0.5Q. Using this new inverse demand, we now solve for equi-
librium: 88 —0.5Q =15+ Q. (Because buyers must pay the tax, we leave the old
supply curve unchanged.) The new equilibrium quantity is therefore Q=48.667,
which is exactly as it was when sellers had the obligation to pay the tax. Inserting that
number into the old supply function gives us the new equilibrium price of €63.667,
which is what buyers must pay sellers. Recall, however, that now buyers must pay €2 in
tax per unit, so the price buyers pay after tax is €63.667 4 €2 = €65.667. So nothing
changes when we impose the statutory obligation on buyers instead of sellers. They still
share the ultimate burden of the tax in exactly the same proportion as when sellers had
to send the €2 to the taxing authority.

We have seen that government interferences, such as price ceilings, price floors, and taxes,
result in imbalances between demand and supply. In general, anything else that intervenes in
the process of buyers and sellers finding the equilibrium price can cause imbalances as well.
In the simple model of demand and supply, it is assumed that buyers and sellers can interact
without cost. Often, however, there can be costs associated with finding a buyer’s or
a seller’s counterpart. There could be a buyer who is willing to pay a price higher than
some seller’s lowest acceptable price, but if the two cannot find one another, there will be
no transaction, resulting in a deadweight loss. The costs of matching buyers with sellers
are generally referred to as search costs, and they arise because of frictions inherent in the
matching process. When these costs are significant, an opportunity may arise for a third party
to provide a valuable service by reducing those costs. This role is played by brokers. Brokers do
not actually become owners of a good or service that is being bought or sold, but they serve the
role of locating buyers for sellers or sellers for buyers. (Dealers, however, actually take pos-
session of the item in anticipation of selling it to a future buyer.) To the extent that brokers
serve to reduce search costs, they provide value in the transaction, and for that value they are
able to charge a brokerage fee. Although the brokerage fee could certainly be viewed as a
transaction cost, it is really a price charged for the service of reducing search costs. In effect,
any impediment in the dissemination of information about buyers’ and sellers’ willingness to
exchange goods can cause an imbalance in demand and supply. So anything that improves that
information flow can add value. In that sense, advertising can add value to the extent that it
informs potential buyers of the availability of goods and services.

4. DEMAND ELASTICITIES

The general model of demand and supply can be highly useful in understanding directional
changes in prices and quantities that result from shifts in one or the other curve. At a deeper
quantitative level, though, we often need to measure just how sensitive quantities demanded or
supplied are to changes in the independent variables that affect them. Here is where the
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concept of elasticity of demand and supply plays a crucial role in microeconomics. We will
examine several elasticities of demand, but the crucial element is that fundamentally all
elasticities are calculated the same way: they are ratios of percentage changes. Let us begin with
the sensitivity of quantity demanded to changes in the own-price.

4.1. Own-Price Elasticity of Demand

Recall that when we introduced the concept of a demand function with Equation 1-1 earlier,
we were simply theorizing that quantity demanded of some good, such as gasoline, is
dependent on several other variables, one of which is the price of gasoline itself. We referred to
the law of demand that simply states the inverse relationship between the quantity demanded
and the price. Although that observation is useful, we might want to dig a little deeper and ask
just how sensitive quantity demanded is to changes in the price of gasoline. Is the quantity
demanded highly sensitive, so that a very small rise in price is associated with an enormous fall
in quantity, or is the sensitivity only minimal? It might be helpful if we had a convenient
measure of this sensitivity.

In Equation 1-3, we introduced a hypothetical household demand function for gasoline,
assuming that the household’s income and the price of another good (automobiles) were
held constant. It supposedly described the purchasing behavior of a household regarding
its demand for gasoline. That function was given by the simple linear expression
Q% = 11.2 — 0.4P,. If we were to ask how sensitive quantity is to changes in price in that
expression, one plausible answer would be simply to recognize that, according to that demand
function, whenever price changes by one unit, quantity changes by 0.4 units in the opposite
direction. That is to say, if price were to rise by $1, quantity would fall by 0.4 gallons per
week, so the coefficient on the price variable (—0.4) could be the measure of sensitivity we
are seeking.

There is a fundamental drawback, however, associated with that measure. Notice that the
—0.4 is measured in gallons of gasoline per dollar of price. It is crucially dependent on
the units in which we measured Q and P. If we had measured the price of gasoline in cents per
gallon instead of dollars per gallon, then the exact same household behavior would be
described by the alternative equation Q% = 11.2 — 0.004P, . So, although we could choose
the coefficient on price as our measure of sensitivity, we would always need to recall the units
in which Q and P were measured when we wanted to describe the sensitivity of gasoline
demand. That could be cumbersome.

Because of this drawback, economists prefer to use a gauge of sensitivity that does not
depend on units of measure. That metric is called elasticity, and it is defined as the ratio of
percentage changes. It is a general measure of how sensitive one variable is to any other variable.
For example, if some variable y depends on some other variable x in the following function:
y=fx), then the elasticity of y with respect to x is defined to be the percentage change in y
divided by the percentage change in x, or %Ay/%Ax. In the case of own-price elasticity of
demand, that measure is Equation 1-23:"°

,_ %AQ!
2T AP,

(1-23)

1%The reader will also encounter the Greek letter epsilon () being used in the notation for elasticities.
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Notice that this measure is independent of the units in which quantity and price are
measured. If, for example, when price rises by 10 percent, quantity demanded falls by 8
percent, then elasticity of demand is simply —0.8. It does not matter whether we are mea-
suring quantity in gallons per week or liters per day, and it does not matter whether we
measure price in dollars per gallon or euros per liter; 10 percent is 10 percent, and 8 percent is
8 percent. So the ratio of the first to the second is still —0.8.

We can expand Equation 1-23 algebraically by noting that the percentage change in any
variable x is simply the change in x (denoted “Ax”) divided by the level of x. So, we can
rewrite Equation 1-23, using a couple of simple steps, as Equation 1-24:

AQY

%AQY i AQY\ [P
d __ x _ Y X X -
Er = WAP, Ak \ AP, ) \Q4 (1-24)

To get a better idea of price elasticity, it might be helpful to use our hypothetical market
demand function: Q% = 11,200 — 4002,. For linear demand functions, the first term in the
last line of Equation 1-24 is simply the slope coefficient on P, in the demand function, or
—400. (Technically, this term is the first derivative of Q% with respect to Py, dQ“ /dP,, which
is the slope coefficient for a linear demand function.) So, the elasticity of demand in this case is
—400 multiplied by the ratio of price to quantity. Clearly in this case, we need to choose a
price at which to calculate the elasticity coefficient. Let’s choose the original equilibrium price
of $3. Now, we need to find the quantity associated with that particular price by inserting 3
into the demand function and finding Q= 10,000. The result of our calculation is that at a
price of 3, the elasticity of our market demand function is —400(3/10,000) = —0.12. How do
we interpret that value? It means, simply, that when price equals 3, a 1 percent rise in price
would result in a fall in quantity demanded of only 0.12 percent. (You should try calculating
price elasticity when price is equal to, say, $4. Do you find that elasticity equals —0.167?)

In our particular example, when price is $3 per gallon, demand is not very sensitive to
changes in price, because a 1 percent rise in price would reduce quantity demanded by only
0.12 percent. Actually, that is not too different from empirical estimates of the actual demand
elasticity for gasoline in the United States. When demand is not very sensitive to price, we say
demand is inelastic. To be precise, when the magnitude (ignoring algebraic sign) of the own-
price elasticity coefficient has a value less than 1, demand is defined to be inelastic. When that
magnitude is greater than 1, demand is defined to be elastic. And when the elasticity coef-
ficient is equal to negative 1, demand is said to be unit elastic, or unitary elastic. Note that if
the law of demand holds, own-price elasticity of demand will always be negative, because a rise
in price will be associated with a fall in quantity demanded, but it can be either elastic or
inelastic. In our hypothetical example, suppose the price of gasoline was very high, say $15 per
gallon. In this case, the elasticity coefficient would be —1.154. Therefore, because the mag-
nitude of the elasticity coefficient is greater than 1, we would say that demand is elastic at
that price.""

By examining Equation 1-24, we should be able to see that for a linear demand curve the
elasticity depends on where we calculate it. Note that the first term, AQ/AP, will remain
constant along the entire demand curve because it is simply the inverse of the slope of the

"For evidence on price elasticities of demand for gasoline, see Espey (1996). The robust estimates were
about —0.26 for short-run elasticity (less than one year) and —0.58 for more than a year.
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EXHIBIT 1-20  The Elasticity of a Linear Demand Curve

P

Elastic Demand above Midpoint

/

Unit-Elastic Demand at Midpoint

Inelastic Demand below Midpoint

Note: For all negatively sloped, linear demand curves,
elasticity varies depending on where it is calculated.

demand curve. But the second term, P/Q, clearly changes depending on where we look. At
very low prices, P/Q is very small, so demand is inelastic. But at very high prices, Q is low and
P is high, so the ratio P/Q is very high, and demand is elastic. Exhibit 1-20 illustrates a
characteristic of all negatively sloped linear demand curves. Above the midpoint of the curve,
demand is elastic; below the midpoint, demand is inelastic; and at the midpoint, demand is
unit elastic.

Sometimes, we might not have the entire demand function or demand curve, but we
might have just two observations on price and quantity. In this case, we do not know the slope
of the demand curve at a given point because we really cannot say that it is even a linear
function. For example, suppose we know that when price is 5, quantity demanded is 9,200,
and when price is 6, quantity demanded is 8,800, but we do not know anything more about
the demand function. Under these circumstances, economists use something called arc
elasticity. Arc elasticity of demand is still defined as the percentage change in quantity
demanded divided by the percentage change in price. However, because the choice of base for
calculating percentage changes has an effect on the calculation, economists have chosen to use
the average quantity and the average price as the base for calculating the percentage changes.
(Suppose, for example, that you are making a wage of €10 when your boss says, “T'll increase
your wage by 10 percent.” You are then earning €11. But later that day, if your boss then
reduces your wage by 10 percent, you are then earning €9.90. So, by receiving first a 10
percent raise and then a 10 percent cut in wage, you are worse off. The reason for this is that
we typically use the original value as the base, or denominator, for calculating percentages.) In
our example, then, the arc elasticity of demand would be:

QAQ —400
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There are two special cases in which linear demand curves have the same elasticity at all
points: vertical demand curves and horizontal demand curves. Consider a vertical demand
curve, as in Exhibit 1-21 Panel A, and a horizontal demand curve, as in Panel B. In the first
case, the quantity demanded is the same regardless of price. Certainly, there could be no
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EXHIBIT 1-21  The Extremes of Price Elasticity

Panel A Panel B
P P
Q Q
Note: A vertical demand Note: A horizontal demand
has zero elasticity and is has infinite elasticity and is
called perfectly inelastic. called perfectly elastic.

demand curve that is perfectly vertical at a// possible prices, but over some range of prices it is
not unreasonable that the same quantity would be purchased at a slightly higher price or a
slightly lower price. Perhaps an individual’s demand for, say, mustard might obey this
description. Obviously, in that price range, quantity demanded is not at all sensitive to price
and we would say that demand is perfectly inelastic in that range.

In the second case (Panel B), the demand is horizontal at some price. Clearly, for an
individual consumer, this situation could not occur because it implies that at even an infin-
itesimally higher price the consumer would buy nothing, whereas at that particular price, the
consumer would buy an indeterminately large amount. This situation is not at all an
unreasonable description of the demand curve facing a single seller in a perfectly competitive
market, such as the wheat market. At the current market price of wheat, an individual farmer
could sell all she has. If, however, the farmer held out for a price above market price, it is
reasonable that she would not be able to sell any at all because all other farmers’” wheat is a
perfect substitute for hers, so no one would be willing to buy any of hers at a higher price.
In this case, we would say that the demand curve facing a perfectly competitive seller is
perfectly elastic.

Own-price elasticity of demand is our measure of how sensitive the quantity demanded is
to changes in the price of a good or service, but what characteristics of a good or its market
might be informative in determining whether demand is highly elastic? Perhaps the most
important characteristic is whether there are close substitutes for the good in question. If there
are close substitutes for the good, then if its price rises even slightly, a consumer would tend to
purchase much less of this good and switch to the substitute, which is now relatively less
costly. If there simply are no substitutes, however, then it is likely that the demand is much
less elastic. To understand this more fully, consider a consumer’s demand for some broadly
defined product such as bread. There really are no close substitutes for the broad category
bread, which includes all types from French bread to pita bread to tortillas and so on. So, if the
price of all bread were to rise, perhaps a consumer would purchase a little less of it each week,
but probably not a significantly smaller amount. Now, however, consider that the consumer’s
demand for a particular baker’s specialty bread instead of the category bread as a whole. Surely,
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there are closer substitutes for Baker Bob’s Whole Wheat Bread with Sesame Seeds than for
bread in general. We would expect, then, that the demand for Baker Bob’s special loaf is much
more elastic than for the entire category of bread. This fact is why the demand faced by an
individual wheat farmer is much more elastic than the entire market demand for wheat; there
are much closer substitutes for ser wheat than for wheat in general.

In finance, there exists the question of whether the demand for common stock is perfectly
elastic. That is, are there perfect substitutes for a firm’s common shares? If so, then the
demand curve for its shares should be perfectly horizontal. If not, then one would expect a
negatively sloped demand for shares. If demand is horizontal, then an increase in demand
(owing to some influence other than positive new information regarding the firm’s outlook)
would not increase the share price. In contrast, a purely mechanical increase in demand would
be expected to increase the price if the demand were negatively sloped. One study looked at
evidence from 31 stocks whose weights on the Toronto Stock Exchange 300 index were
changed, owing purely to fully anticipated technical reasons that apparently had no rela-
tionship to new information about those firms.'? That is, the demand for those shares shifted
rightward. The authors found that there was a statistically significant 2.3 percent excess return
associated with those shares, a finding consistent with a negatively sloped demand curve for
common stock.

In addition to the degree of substitutability, other characteristics tend to be generally
predictive of a good’s elasticity of demand. These include the portion of the typical budget
that is spent on the good, the amount of time that is allowed to respond to the change in price,
the extent to which the good is seen as necessary or optional, and so on. In general, if con-
sumers tend to spend a very small portion of their budget on a good, their demand tends to be
less elastic than if they spend a very large part of their income. Most people spend only a little
on, say, toothpaste each month, so it really doesn’t matter whether the price rises 10 percent;
they would probably still buy about the same amount. If the price of housing were to rise
significantly, however, most households would try to find a way to reduce the quantity they
buy, at least in the long run.

This example leads to another characteristic regarding price elasticity. For most goods and
services, the long-run demand is much more elastic than the short-run demand. The reason is
that if the price were to change for, say, gasoline, we probably would not be able to respond
quickly with a significant reduction in the quantity we consume. In the short run, we tend to
be locked into modes of transportation, housing and employment location, and so on. The
longer the adjustment time, however, the greater the degree to which a household could adjust
to the change in price. Hence, for most goods, long-run elasticity of demand is greater than
short-run elasticity. Durable goods, however, tend to behave in the opposite way. If the prices
of washing machines were to fall, people might react quickly because they have an old machine
that they know will need to be replaced fairly soon anyway. So when prices fall, they might
decide to go ahead and make the purchase. If the prices of washing machines were to stay low
forever, however, it is unlikely that a typical consumer would buy all that many more
machines over a lifetime.

Certainly, whether the good or service is seen to be nondiscretionary or discretionary
would help determine its sensitivity to a price change. Faced with the same percentage increase
in prices, consumers are much more likely to give up their Friday night restaurant meal than

leditya Kaul, Vikas Mehrotra, and Randall Morck (2000).
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they are to cut back significantly on staples in their pantry. The more a good is seen as being
necessary, the less elastic its demand is likely to be.

In summary, own-price elasticity of demand is likely to be greater (i.e., more sensitive) for
items that have many close substitutes, occupy a large portion of the total budget, are seen to
be optional instead of necessary, and have longer adjustment times. Obviously, not all of these
characteristics operate in the same direction for all goods, so elasticity is likely to be a complex
result of these and other characteristics. In the end, the actual elasticity of demand for a
particular good turns out to be an empirical fact that can be learned only from careful
observation and, often, sophisticated statistical analysis.

4.2. Own-Price Elasticity of Demand: Impact on Total Expenditure

Because of the law of demand, an increase in price is associated with a decrease in the number
of units demanded of some good or service. But what can we say about the zal expenditure on
that good? That is, what happens to price times quantity when price falls? Recall that elasticity
is defined as the ratio of the percentage change in quantity demanded to the percentage change
in price. So if demand is elastic, a decrease in price is associated with a larger percentage rise in
quantity demanded. For example, if elasticity were equal to negative 2, then the percentage
change in quantity demanded would be twice as large as the percentage change in price. It
follows that a 10 percent fall in price would bring about a rise in quantity of greater mag-
nitude, in this case 20 percent. True, each unit of the good has a lower price, but a sufficiently
greater number of units are purchased, so total expenditure (price times quantity) would rise as
price falls when demand is elastic.

If demand is inelastic, however, a 10 percent fall in price brings about a rise in quantity
less than 10 percent in magnitude. Consequently, when demand is inelastic, a fall in price
brings about a fall in total expenditure. If elasticity were equal to negative 1 (unitary elasticity),
the percentage decrease in price is just offset by an equal and opposite percentage increase in
quantity demanded, so total expenditure does not change at all.

In summary, when demand is elastic, price and total expenditure move in opposite
directions. When demand is inelastic, price and total expenditure move in the same direction.
When demand is unitary elastic, changes in price are associated with 7o change in total
expenditure. This relationship is easy to identify in the case of a linear demand curve. Recall
from Exhibit 1-20 that above the midpoint, demand is elastic; and below the midpoint,
demand is inelastic. In the upper section of Exhibit 1-22, total expenditure (P X Q) is
measured as the area of a rectangle whose base is Q and height is P. Notice that as price falls,
the inscribed rectangles at first grow in size but then become their largest at the midpoint of
the demand curve. Thereafter, as price continues to fall, total expenditure falls toward zero. In
the lower section of Exhibit 1-22, total expenditure is shown for each quantity purchased.
Note that it reaches a maximum at the quantity that defines the midpoint, or unit-elastic
point, on the demand curve.

It should be noted that the relationships just described hold for any demand curve, so it
does not matter whether we are dealing with the demand curve of an individual consumer, the
demand curve of the market, or the demand curve facing any given seller. For a market, the
total expenditure by buyers becomes the total revenue to sellers in that market. It follows,
then, that if market demand is elastic, a fall in price will result in an increase in total revenue to
sellers as a whole, and if demand is inelastic, a fall in price will result in a decrease in total
revenue to sellers. Clearly, if the demand faced by any given seller were inelastic at the current
price, that seller could increase revenue by increasing the price. Moreover, because demand is
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EXHIBIT 1-22  FElasticity and Total Expenditure

P In the elastic range, a fall
in price accompanies a
rise in total expenditure.

In the inelastic range, a fall
in price accompanies a fall
in total expenditure.

Total Expenditure

Note: Figure depicts the relationship among changes in price,
changes in quantity, and changes in total expenditure.
Maximum total expenditure occurs at the unit-elastic point
on a linear demand curve (the crosshatched rectangle).

negatively sloped, the increase in price would decrease total units sold, which would almost
certainly decrease total cost. So no one-product seller would ever knowingly choose to set price
in the inelastic range of the demand.

4.3. Income Elasticity of Demand: Normal and Inferior Goods

In general, elasticity is simply a measure of how sensitive one variable is to change in the value
of another variable. Quantity demanded of a good is a function of not only its own price, but
also consumer income. If income changes, the quantity demanded can respond, so the analyst
needs to understand the income sensitivity as well as price sensitivity.

Income elasticity of demand is defined as the percentage change in quantity demanded
divided by the percentage change in income (), holding all other things constant, and can be
represented as in Equation 1-25.
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Note that the structure of this expression is identical to the structure of own-price
elasticity in Equation 1-24. Indeed, all elasticity measures that we will examine will have the
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same general structure, so essentially if you’ve seen one, you've seen them all. The only thing
that changes is the independent variable of interest. For example, if the income elasticity of
demand for some good has a value of 0.8, we would interpret that to mean that whenever
income rises by 1 percent, the quantity demanded at each price would rise by 0.8 percent.

Although own-price elasticity of demand will almost always be negative because of the law
of demand, income elasticity can be negative, positive, or zero. Positive income elasticity
simply means that as income rises, quantity demanded also rises, as is characteristic of most
consumption goods. We define a good with positive income elasticity as a normal good. It is
perhaps unfortunate that economists often take perfectly good English words and give them
different definitions. When an economist speaks of a normal good, that economist is saying
nothing other than that the demand for that particular good rises when income increases and
falls when income decreases. Hence, if we find that when income rises people buy more meals
at restaurants, then dining out is defined to be a normal good.

For some goods, there is an inverse relationship between quantity demanded and con-
sumer income. That is, when people experience a rise in income, they buy absolutely less of
some goods, and they buy more of those goods when their income falls. Hence, income
elasticity of demand for those goods is negative. By definition, goods with negative income
elasticity are called inferior goods. Again, here the word inferior means nothing other than
that the income elasticity of demand for that good is observed to be negative. It does not
necessarily indicate anything at all about the quality of that good. Typical examples of inferior
goods might be rice, potatoes, or less expensive cuts of meat. One study found that income
elasticity of demand for beer is slightly negative, whereas income elasticity of demand for wine
is significantly positive. An economist would therefore say that beer is inferior whereas wine is
normal. Ultimately, whether a good is called inferior or normal is simply a matter of empirical
statistical analysis. And a good could be normal for one income group and inferior for another
income group. (A BMW 3 Series automobile might very well be normal for a moderate-
income group but inferior for a high-income group of consumers. As their respective income
levels rose, those in the moderate-income group might purchase more BMWs, starting with
the 3 Series, whereas the upper-income group might buy fewer 3 Series as they traded up to a
5 or 7 Series.) Clearly, for some goods and some ranges of income, consumer income might
not have an impact on the purchase decision at all. Hence for those goods, income elasticity of
demand is zero.

Thinking back to our discussion of the demand curve, recall that we invoked the
assumption of “holding all other things constant” when we plotted the relationship between
price and quantity demanded. One of the variables we held constant was consumer income. If
income were to change, obviously the whole curve would shift one way or the other. For
normal goods, a rise in income would shift the entire demand curve upward and to the right,
resulting in an increase in demand. If the good were inferior, however, a rise in income would
result in a downward and leftward shift in the entire demand curve.

4.4. Cross-Price Elasticity of Demand: Substitutes and Complements

It should be clear by now that any variable on the right-hand side of the demand function can
serve as the basis for its own elasticity. Recall that the price of another good might very well
have an impact on the demand for a good or service, so we should be able to define an
elasticity with respect to the other price, as well. That elasticity is called the cross-price
elasticity of demand and takes on the same structure as own-price elasticity and income
elasticity of demand, as represented in Equation 1-26.
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Note how similar in structure this equation is to own-price elasticity. The only difference
is that the subscript on P is now y, indicating the price of some other good, Y, instead of the
own-price, X. This cross-price elasticity of demand measures how sensitive the demand for
good X'is to changes in the price of some other good, ¥, holding all other things constant. For
some pairs of goods, X and Y, when the price of Y rises, more of good X is demanded. That is,
the cross-price elasticity of demand is positive. Those goods are defined to be substitutes.
Substitutes are defined empirically. If the cross-price elasticity of two goods is positive, they are
substitutes, irrespective of whether someone would consider them similar.

This concept is intuitive if you think about two goods that are seen to be close substitutes,
perhaps like two brands of beer. When the price of one of your favorite brands of beer rises,
what would you do? You would probably buy less of that brand and more of one of the
cheaper brands, so the cross-price elasticity of demand would be positive.

Alternatively, two goods whose cross-price elasticity of demand is negative are defined to
be complements. Typically, these goods would tend to be consumed together as a pair, such
as gasoline and automobiles or houses and furniture. When automobile prices fall, we might
expect the quantity of autos demanded to rise, and thus we might expect to see a rise in the
demand for gasoline. Ultimately, though, whether two goods are substitutes or complements
is an empirical question answered solely by observation and statistical analysis. If, when the
price of one good rises, the demand for the other good also rises, they are substitutes. If the
demand for that other good falls, they are complements. And the result might not immediately
resonate with our intuition. For example, grocery stores often put something like coffee on sale
in the hope that customers will come in for coffee and end up doing their weekly shopping
there as well. In that case, coffee and, say, cabbage could very well empirically turn out to be
complements even though we do not normally think of consuming coffee and cabbage
together as a pair (i.e., that the price of coffee has a relationship to the sales of cabbage).

For substitute goods, an increase in the price of one good would shift the demand curve
for the other good upward and to the right. For complements, however, the impact is in the
other direction: When the price of one good rises, the quantity demanded of the other good
shifts downward and to the left.

4.5. Calculating Demand Elasticities from Demand Functions

Although the concept of different elasticities of demand is helpful in sorting out the qualitative
and directional effects among variables, the analyst will also benefit from having an empirically
estimated demand function from which to calculate the magnitudes as well. There is no
substitute for actual observation and statistical (regression) analysis to yield insights into the
quantitative behavior of a market. (Empirical analysis, however, is outside the scope of this
chapter.) To see how an analyst would use such an equation, let us return to our hypothetical
market demand function for gasoline in Equation 1-13, duplicated in Equation 1-27:

Q? = 8,400 — 400P, + 60 — 10P, (1-27)

As we found when we calculated own-price elasticity of demand earlier, we need to
identify where to look by choosing actual values for the independent variables, Py, /, and P,.
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We choose $3 for P,, $50 (thousands) for 7, and $20 (thousands) for P,. By inserting these
values into the estimated demand function (Equation 1-27), we find that quantity demanded
is 10,000 gallons of gasoline per week. We now have everything we need to calculate
own-price, income, and cross-price elasticities of demand for our market. Those respective
elasticities are expressed in Equations 1-28, 1-29, and 1-30. Each of those expressions has
a term denoting the change in quantity divided by the change in each respective variable:
AQJAP, AQJAIL and AQ,C/AP),. In each case, those respective terms are given by the
coefficients on the variables of interest. Once we recognize this fact, the rest is accomplished
simply by inserting values into the elasticity formulas.

d AQZ, Dy _ 3 —
Ey = ( Px) (7) = [—400] Lo,ooo} =—0.12 (1-28)
AQN (1 50
Ef = < 7 > <i) = [60] Lo,ooo} =0.30 (1-29)
J AQNN (P, 20 1
Er, = (AQ) <Q]i> = Lo,ooo] -0 (1-50)

In our example, at a price of $3, the own-price elasticity of demand is —0.12, meaning
that a 1 percent increase in the price of gasoline would bring about a decrease in quantity
demanded of only 0.12 percent. Because the absolute value of the own-price elasticity is less
than 1, we characterize demand as being inelastic at that price, so an increase in price would
result in an increase in total expenditure on gasoline by consumers in that market. Addi-
tionally, the income elasticity of demand is 0.30, meaning that a 1 percent increase in income
would bring about an increase of 0.30 percent in the quantity demanded of gasoline. Because
that elasticity is positive (but small), we would characterize gasoline as a normal good: An
increase in income would cause consumers to buy more gasoline. Finally, the cross-price
elasticity of demand between gasoline and automobiles is —0.02, meaning that if the price of
automobiles rose by 1 percent, the demand for gasoline would fall by 0.02 percent. We would
therefore characterize gasoline and automobiles as complements because the cross-price elas-
ticity is negative. The magnitude is, however, quite small, so we would conclude that the
complementary relationship is quite weak.

EXAMPLE 1-13 Calculating Elasticities from a Given
Demand Function

An individual consumer’s monthly demand for downloadable e-books is given by
the equation be =2—0.4P,; + 0.00057 + 0.15P;, where Q‘fb equals the number of
e-books demanded each month, 7 equals the household monthly income, P, equals the
price of e-books, and P, equals the price of hardbound books. Assume that the price of




Chapter 1 Demand and Supply Analysis: Introduction 51

e-books is €10.68, household income is €2,300, and the price of hardbound books is
€21.40.

1. Determine the value of own-price elasticity of demand for e-books.
2. Determine the income elasticity of demand for e-books.
3. Determine the cross-price elasticity of demand for e-books with respect to the price

of hardbound books.

Solution to 1: Recall that own-price elasticity of demand is given by (AQ,,/AP.;)
(P.+/Q.4), and notice from the demand function that AQ,,/AP,, = —0.4. Inserting the
given variable values into the demand function yields Q,,=2.088. So at a price of
€10.68, the own-price elasticity of demand equals (-0.4)(10.68/2.088) = —2.046,
which is elastic because in absolute value the elasticity coefficient is greater than 1.

Solution to 2: Recall that income elasticity of demand is given by (AQ,,/AN[IQ,,).
Notice from the demand function that AQ,,/A7=0.0005. Inserting in the values for /
and Q,; yields income elasticity of (0.0005)(2,300/2.088) = 0.551, which is positive, so
e-books are a normal good.

Solution ro 3: Recall that cross-price elasticity of demand is given by (AQ,,/AP,,)
(P! Q.), and notice from the demand function that AQ,,/AP);,=0.15. Inserting in
the values for P, and Q. yields a cross-price elasticity of demand for e-books of (0.15)
(21.40/2.088) = 1.537, which is positive, implying that e-books and hardbound books
are substitutes.

5. SUMMARY

This chapter has surveyed demand and supply analysis. Because markets (goods markets,
factor markets, and capital markets) supply the foundation for today’s global economy, an
understanding of the demand and supply model is essential for any analyst who hopes to grasp
the implications of economic developments on investment values. Among the points made are
the following:

e The basic model of markets is the demand and supply model. The demand function
represents buyers’ behavior and can be depicted (in its inverse demand form) as a neg-
atively sloped demand curve. The supply function represents sellers’ behavior and can be
depicted (in its inverse supply form) as a positively sloped supply curve. The interaction
of buyers and sellers in a market results in equilibrium. Equilibrium exists when the
highest price willingly paid by buyers is just equal to the lowest price willingly accepted
by sellers.

¢ Goods markets are the interactions of consumers as buyers and firms as sellers of goods and
services produced by firms and bought by households. Factor markets are the interactions
of firms as buyers and households as sellers of land, labor, capital, and entrepreneurial
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risk-taking ability. Capital markets are used by firms to sell debt or equity to raise long-term
capital to finance the production of goods and services.

¢ Demand and supply curves are drawn on the assumption that everything excepr the price of
the good itself is held constant (an assumption known as ceteris paribus or “holding all
other things constant”). When something other than price changes, the demand curve or
the supply curve will shift relative to the other curve. This shift is referred to as a change in
demand or supply, as opposed to quantity demanded or quantity supplied. A new equi-
librium generally will be obtained at a different price and a different quantity than before.
The market mechanism is the ability of prices to adjust to eliminate any excess demand or
supply resulting from a shift in one or the other curve.

e If, at a given price, the quantity demanded exceeds the quantity supplied, there is excess
demand and the price will rise. If, at a given price, the quantity supplied exceeds the
quantity demanded, there is excess supply and the price will fall.

e Sometimes auctions are used to seek equilibrium prices. Common value auctions sell
items that have the same value to all bidders, but bidders can only estimate that value
before the auction is completed. Ovetly optimistic bidders overestimate the true value
and end up paying a price greater than that value. This result is known as the winner’s
curse. Private value auctions sell items that (generally) have a unique subjective value for
each bidder. Ascending price auctions use an auctioneer to call out ever-increasing prices
until the last, highest bidder ultimately pays his or her bid price and buys the item.
Descending price, or Dutch, auctions begin at a very high price and then reduce that
price until one bidder is willing to buy at that price. Second price sealed-bid auctions are
sometimes used to induce bidders to reveal their true reservation prices in private value
auctions. Treasury notes and some other financial instruments are sold using a form of
Dutch auction (called a single price auction) in which competitive and noncompetitive
bids are arrayed in descending price (increasing yield) order. The winning bidders all pay
the same price, but marginal bidders might not be able to fill their entire order at the
market-clearing price.

e Markets that work freely can optimize society’s welfare, as measured by consumer surplus
and producer surplus. Consumer surplus is the difference between the total value to buyers
and the total expenditure necessary to purchase a given amount. Producer surplus is the
difference between the total revenue received by sellers from selling a given amount and the
total variable cost of production of that amount. When equilibrium price is reached, total
surplus is maximized.

» Sometimes, government policies interfere with the free working of markets. Examples
include price ceilings, price floors, and specific taxes. Whenever the imposition of such a
policy alters the free market equilibrium quantity (the quantity that maximizes total sur-
plus), there is a redistribution of surplus between buyers and sellers; but there is also a
reduction of total surplus, called deadweight loss. Other influences can result in an
imbalance between demand and supply. Search costs are impediments in the ability of
willing buyers and willing sellers to meet in a transaction. Brokers can add value if they
reduce search costs and match buyers and sellers. In general, anything that improves
information about the willingness of buyers and sellers to engage will reduce search costs
and add value.

e Economists use a quantitative measure of sensitivity called elasticity. In general, elasticity is
the ratio of the percentage change in the dependent variable to the percentage change in the
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independent variable of interest. Important specific elasticities include own-price elasticity
of demand, income elasticity of demand, and cross-price elasticity of demand.

¢ Based on algebraic sign and magnitude of the various elasticities, goods can be classified into
groups. If own-price elasticity of demand is less than 1 in absolute value, demand is called
“inelastic”; it is called “elastic” if own-price elasticity of demand is greater than 1 in absolute
value. Goods with positive income elasticity of demand are called normal goods, and those
with negative income elasticity of demand are called inferior goods. Two goods with
negative cross-price elasticity of demand—a drop in the price of one good causes an increase
in demand for the other good—are called complements. Goods with positive cross-price
elasticity of demand—a drop in the price of one good causes a decrease in demand for the
other—are called substitutes.

e The relationship among own-price elasticity of demand, changes in price, and changes in
total expenditure is as follows: If demand is elastic, a reduction in price results in an increase
in total expenditure; if demand is inelastic, a reduction in price results in a decrease in
total expenditure; if demand is unitary elastic, a change in price leaves total expenditure
unchanged.

PRACTICE PROBLEMS!

1. Which of the following markets is most accurately characterized as a goods market? The
market for:
A. coats.
B. sales clerks.
C. cotton farmland.

2. The observation “As a price of a good falls, buyers buy more of it” is best known as:
A. consumer surplus.
B. the law of demand.
C. the market mechanism.

3. Two-dimensional demand and supply curves are drawn under which of the following
assumptions?
A. Own price is held constant.
B. All variables but quantity are held constant.
C. All variables but own price and quantity are held constant.

4. The slope of a supply curve is most often:
A. zero.
B. positive.
C. negative.

5. Assume the following equation:

Q.= —4+ P, —2W

BThese practice problems were written by William Akmentins, CFA (Dallas, Texas, USA).
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6.

where Q] is the quantity of good X supplied, P, is the price of good X, and Wis the wage
rate paid to laborers. If the wage rate is 11, the vertical intercept on a graph depicting the
supply curve is closest to:

A. =20.
B. —4.
C. 52.

Movement along the demand curve for good X occurs due to a change in:
A. income.

B. the price of good X.

C. the price of a substitute for good X.

The following information relates to Questions 7 through 9.

A producer’s supply function is given by the equation:

Q' = —55+26P, 4+ 1.3P,

where Q! is the quantity of steel supplied by the market, P, is the per-unit price of steel, and
P, is the per-unit price of aluminum.

7.

10.

11.

If the price of aluminum rises, what happens to the steel producer’s supply curve? The
supply curve:

A. shifts to the left.

B. shifts to the right.

C. remains unchanged.

. If the unit price of aluminum is 10, the slope of the supply curve is closest to:

A. 0.04.
B. 1.30.
C. 26.00.

. Assume the supply side of the market consists of exactly five identical sellers. If the unit

price of aluminum is 20, which equation is c/osest to the expression for the market inverse
supply function?

A. P,=9.6+0.04Q¢

B. P, =1.1+0.008Q:

C. Q= —145+ 130~

Which of the following statements about market equilibrium is mos accurate?

A. The difference between quantity demanded and quantity supplied is zero.

B. The demand curve is negatively sloped and the supply curve is positively sloped.

C. For any given pair of market demand and supply curves, only one equilibrium point
can exist.

Which of the following statements best characterizes the market mechanism for attaining
equilibrium?



Chapter 1 Demand and Supply Analysis: Introduction 55

12.

13.

14.

15.

16.

17.

18.

A. Excess supply causes prices to fall.
B. Excess demand causes prices to fall.
C. The demand and supply curves shift to reach equilibrium.

An auction in which the auctioneer starts at a high price and then lowers the price in
increments until there is a willing buyer is best called a:

A. Dutch auction.

B. Vickery auction.

C. private-value auction.

Which statement is most likely to be true in a single price U.S. Treasury bill auction?

A. Only some noncompetitive bids would be filled.

B. Bidders at the highest winning yield may get only a portion of their orders filled.

C. All bidders at a yield higher than the winning bid would get their entire orders
filled.

The winner’s curse in common value auctions is best described as the winning bidder
paying:

A. more than the value of the asset.

B. a price not equal to one’s own bid.

C. more than intended prior to bidding.

A wireless phone manufacturer introduced a next-generation phone that received a high
level of positive publicity. Despite running several high-speed production assembly lines,
the manufacturer is still falling short in meeting demand for the phone nine months after
introduction. Which of the following statements is the most plausible explanation for the
demand/supply imbalance?

A. The phone price is low relative to the equilibrium price.

B. Competitors introduced next-generation phones at a similar price.

C. Consumer incomes grew faster than the manufacturer anticipated.

A per-unit tax on items sold that is paid by the seller will most likely result in the:
A. supply curve shifting vertically upward.

B. demand curve shifting vertically upward.

C. demand curve shifting vertically downward.

Which of the following 7ost accurately and completely describes a deadweight loss?
A. A transfer of surplus from one party to another

B. A reduction in either the buyer’s or the seller’s surplus

C. A reduction in total surplus resulting from market interference

If an excise tax is paid by the buyer instead of the seller, which of the following statements
is most likely to be true?

A. The price paid will be higher than if the seller had paid the tax.

B. The price received will be lower than if the seller had paid the tax.

C. The price received will be the same as if the seller had paid the tax.
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19.

20.

21.

22.

A quota on an imported good below the market-clearing quantity will most likely lead to
which of the following effects?

A. The supply curve shifts upward.

B. The demand curve shifts upward.

C. Some of the buyer’s surplus transfers to the seller.

Assume a market demand function is given by the equation:
Q? =50—0.75P

where ' is the quantity demanded and P is the price. If P equals 10, the value of the
consumer surplus is closest to:

A. 67.

B. 1,205.

C. 1,667.

Which of the following best describes producer surplus?

A. Revenue minus variable costs

B. Revenue minus variable plus fixed costs

C. The area above the supply curve and beneath the demand curve and to the left of the
equilibrium point

Assume a market supply function is given by the equation
Q,=-7+0.6P

where Q, is the quantity supplied and P is the price. If P equals 15, the value of the
producer surplus is closest to:

A. 3.3.

B. 41.0.

C. 67.5.

The following information relates to Questions 23 through 25.

The market demand function for four-year private universities is given by the equation:

Q;, =84 —3.1P, + 0.8/ + 0.9P,,

where Q;”; is the number of applicants to private universities per year in thousands, P,, is the
average price of private universities (in thousands of USD), [ is the household monthly income
(in thousands of USD), and P, is the average price of public (government-supported) uni-
versities (in thousands of USD). Assume that P,, is equal to 38, /is equal to 100, and P,, is
equal to 18.

23.

The price elasticity of demand for private universities is closest to:
A —3.1.

B. —1.9.

C. 0.6.
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24. The income elasticity of demand for private universities is closest to:
A. 0.5.
B. 0.8.
C. 1.3.

25. The cross-price elasticity of demand for private universities with respect to the average
price of public universities is closest to:
A. 0.3.
B. 3.1.
C. 3.9.

26. If the cross-price elasticity between two goods is negative, the two goods are classified as:
A. normal.
B. substitutes.
C. complements.
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LEARNING OUTCOMES

After completing this chapter, you will be able to do the following:

Describe consumer choice theory and udility theory.

Describe the use of indifference curves, opportunity sets, and budget constraints in decision
making.

Calculate and interpret a budget constraint.

Determine a consumer’s equilibrium bundle of goods based on utility analysis.

Compare substitution and income effects.

Distinguish between normal goods and inferior goods, and explain Giffen goods and
Veblen goods in this context.

1. INTRODUCTION

By now it should be clear that economists are model builders. In the previous chapter, we

examined one of their most fundamental models, the model of demand and supply. And as

we have seen, models begin with simplifying assumptions and then find the implications that
can then be compared to real-world observations as a test of the model’s usefulness. In the
model of demand and supply, we assumed the existence of a demand curve and a supply curve,
as well as their respective negative and positive slopes. That simple model yielded some very
powerful implications about how markets work, but we can delve even more deeply to explore
the underpinnings of demand and supply. In this chapter, we examine the theory of the
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consumer as a way of understanding where consumer demand curves originate. In a subse-
quent chapter, the origins of the supply curve are sought in presenting the theory of the firm.

This chapter is organized as follows: Section 2 describes consumer choice theory in more
detail. Section 3 introduces utility theory, a building block of consumer choice theory that
provides a quantitative model for a consumer’s preferences and tastes. Section 4 surveys
budget constraints and opportunity sets. Section 5 covers the determination of the consumer’s
bundle of goods and how that may change in response to changes in income and prices.
Section 6 examines substitution and income effects for different types of goods. A summary
and practice problems conclude the chapter.

2. CONSUMER THEORY: FROM PREFERENCES TO
DEMAND FUNCTIONS

The introduction to demand and supply analysis in the previous chapter basically assumed
that the demand function exists, and focused on understanding its various characteristics and
manifestations. In this chapter, we address the foundations of demand and supply analysis
and seek to understand the sources of consumer demand through the theory of the consumer,
also known as consumer choice theory. Consumer choice theory can be defined as the branch
of microeconomics that relates consumer demand curves to consumer preferences. Consumer
choice theory begins with a fundamental model of how consumer preferences and tastes might
be represented. It explores consumers’ willingness to trade off between two goods (or two
baskets of goods), both of which the consumer finds beneficial. Consumer choice theory then
recognizes that to consume a set of goods and services, consumers must purchase them at
given market prices and with a limited income. In effect, consumer choice theory first models
what the consumer would like to consume, and then it examines what the consumer can
consume with limited income. Finally, by superimposing what the consumer would /ike to do
onto what the consumer can do, we arrive at a model of what the consumer would do under
various circumstances. Then by changing prices and income, the model develops consumer
demand as a logical extension of consumer choice theory.

Although consumer choice theory attempts to model consumers’ preferences or tastes, it
does not have much to say about why consumers have the tastes and preferences they have. It
still makes assumptions, but does so at a more fundamental level. Instead of assuming the
existence of a demand curve, it derives a demand curve as an implication of assumptions about
preferences. Note that economists are not attempting to predict the behavior of any single
consumer in any given circumstance. Instead, they are attempting to build a consistent model
of aggregate market behavior in the form of a market demand curve.

Once we model the consumer’s preferences, we then recognize that consumption is
governed not only by preferences but also by the consumer’s budget constraint (the ability to
purchase various combinations of goods and services, given the consumer’s income). Putting
preference theory together with the budget constraint gives us the demand curve we are
seeking. In the following sections, we explore these topics in turn.

3. UTILITY THEORY: MODELING PREFERENCES AND TASTES

At the foundation of consumer behavior theory is the assumption that the consumer knows
his or her own tastes and preferences and tends to take rational actions that result in a more
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preferred consumption bundle over a less preferred bundle. To build a consistent model of
consumer choice, we need to begin with a few assumptions about preferences.

3.1. Axioms of the Theory of Consumer Choice

First, let us be clear about the consumption opportunities over which the consumer is assumed
to have preferences. We define a consumption bundle or consumption basket as a specific
combination of the goods and services that the consumer would like to consume. We could
almost literally conceive of a basket containing a given amount of, say, shoes, pizza, medical
care, theater tickets, piano lessons, and all the other things that a consumer might enjoy
consuming. Each of those goods and services can be represented in a given basket by a
nonnegative quantity, respectively, of all the possible goods and services. Any given basket
could have zero of one or more of those goods. A distinctly different consumption bundle
would contain all of the same goods but in different quantities, again allowing for the pos-
sibility of a zero quantity of one or more of the goods. For example, bundle A might have the
same amount of all but one of the goods and services as bundle B but a different amount of
that one. Bundles A and B would be considered two distinct bundles.

Given this understanding of consumption bundles, the first assumption we make about
a given consumer’s preferences is simply that she is able to make a comparison between
any two possible bundles. That is, given bundles A and B, she must be able to say either that
she prefers A to B, or she prefers B to A, or she is indifferent between the two. This is the
assumption of complete preferences (also known as the axiom of completeness), and
although it does not appear to be a particularly strong assumption, it is not trivial, either. It
rules out the possibility that the consumer could just say, “I recognize that the two bundles are
different, but in fact they are so different that I simply cannot compare them at all.” A loving
father might very well say that about his two children. In effect, the father neither prefers one
to the other nor is, in any meaningful sense, indifferent between the two. The assumption of
complete preferences cannot accommodate such a response.

Second, we assume that when comparing any three distinct bundles, A, B, and C, if A is
preferred to B, and simultaneously B is preferred to C, then it must be true that A is preferred
to C. This assumption is referred to as the assumption of transitive preferences, and it is
assumed to hold for indifference as well as for strict preference. This is a somewhat stronger
assumption because it is essentially an assumption of rationality. We would say that if a
consumer prefers a skiing holiday to a diving holiday and a diving holiday to a backpacking
holiday and at the same time prefers a backpacking holiday to a skiing holiday, then he is
acting irrationally. Transitivity rules out this kind of inconsistency. If you have studied psy-
chology, however, you will no doubt have seen experiments that show subjects violating this
assumption, especially in cases of many complex options being offered to them.

When we state these axioms, we are not saying that we believe them actually to be true in
every instance, but we assume them for the sake of building a model. A model is a simpli-
fication of the real-world phenomena we are trying to understand. Necessarily, axioms must
be at some level inaccurate and incomplete representations of the phenomena we are trying
to model. If that were not the case, the model would not be a simplification; it would be a
reflection of the complex system we are attempting to model and thus would not help our
understanding very much.

Finally, we usually assume that in at least one of the goods, the consumer could never
have so much that she would refuse any more, even if it were free. This assumption is
sometimes referred to as the “more is better” assumption or the assumption of nonsatiation.
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Clearly, for some things, more s worse, such as air pollution or trash. In those cases, the good is
then the removal of that bad, so we can usually reframe our model to accommodate the
nonsatiation assumption. In particular, when we later discuss the concept of risk for an
investor, we will recognize that for many, more risk is worse than less risk, all else being equal.
In that analysis, we will model the willingness of the investor to trade off between increased
investment returns and increased certainty, which is the absence of risk.

EXAMPLE 2-1 Axioms Concerning Preferences

Helen Smith enjoys, among other things, eating sausages. She also enjoys reading Marcel
Proust. Smith is confronted with two baskets: basket A, which contains several other
goods and a package of sausages, and B, which contains identical quantities of the other
goods as basket A, but instead of the sausages, it contains a book by Proust. When asked
which basket she prefers, she replies, “I like them both, but sausages and a book by Proust
are so different that I simply cannot compare the two baskets.” Determine whether Smith
is obeying all the axioms of preference theory.

Solution: Smith is violating the assumption of complete preferences. This assumption
states that a consumer must be able to compare any two baskets of goods, either
preferring one to the other or being indifferent between the two. If she complies with
this assumption, she must be able to compare these two baskets of goods.

3.2. Representing the Preference of a Consumer: The Utility Function

Armed with the assumptions of completeness, transitivity, and nonsatiation, we ask whether
there might be a way for a given consumer to represent his own preferences in a consistent
manner. Let us consider presenting him with all possible bundles of all the possible goods and
services he could consider. Now suppose we give him paper and pencil and ask him to assign a
number to each of the bundles. (The assumption of completeness ensures that he, in fact,
could do that.) All he must do is write a number on a paper and lay it on each of the bundles.
The only restrictions are these: Comparing any two bundles, if he prefers one to the other, he
must assign a higher number to the bundle he prefers. And if he is indifferent between them,
he must assign the same number to both. Other than that, he is free to begin with any number
he wants for the first bundle he considers. In this way, he is simply ordering the bundles
according to his preferences over them.

Of course, each of these possible bundles has a specific quantity of each of the goods and
services. So, we have two sets of numbers. One set consists of the pieces of paper he has laid on
the bundles. The other is the set of numerical quantities of the goods that are contained in
each of the respective bundles. Under reasonable assumptions (it is not necessary for us to delve
into the definition of reasonable assumptions at this level), it is possible to come up with a rule
that translates the quantities of goods in each basket into the number that our consumer has
assigned to each basket. That assignment rule is called the utility function of that particular
consumer. The single task of that utility function is to translate each basket of goods and
services into a number that rank orders the baskets according to our particular consumer’s
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preferences. The number itself is referred to as the utility of that basket and is measured in
utils, which are just quantities of happiness, or well-being, or whatever comes to mind such
that more of it is better than less of it.

In general, we can represent the utility function as:

U:f(QXI’ sz)""Qx,,) (2—1)

where the Qs are the quantities of each of the respective goods and services in the bundles. In
the case of two goods—say, ounces of wine (W) and slices of bread (B)—a udility function
might be simply:

U =f(W,B) = WB (2-2)

or the product of the number of ounces of wine and the number of slices of bread. The utility
of a bundle containing four ounces of wine along with two slices of bread would equal eight
utils, and it would rank lower than a bundle containing three ounces of wine along with three
slices of bread, which would yield nine utils.

The important point to note is that the utility function is just a ranking of bundles of
goods. If someone were to replace all those pieces of paper with new numbers that maintained
the same ranking, then the new set of numbers would be just as useful a utility function as the
first in describing our consumer’s preferences. This characteristic of utility functions is called
an ordinal, as contrasted to a cardinal, ranking. Ordinal rankings are weaker measures than
cardinal rankings because they do not allow the calculation and ranking of the differences
between bundles.

3.3. Indifference Curves: The Graphical Portrayal of the Utility Function

It will be convenient for us to represent our consumer’s preferences graphically, not just
mathematically. To that end, we introduce the concept of an indifference curve, which
represents all the combinations of two goods such that the consumer is entirely indifferent
between them. This is how we construct such a curve: Consider bundles that contain only two
goods so that we can use a two-dimensional graph to represent them—as in Exhibit 2-1,
where a particular bundle containing W, ounces of wine along with B, slices of bread is
represented as a single point, 4. The assumption of nonsatiation (more is always better)
ensures that all bundles lying directly above, directly to the right of, or both above and to the
right of (more wine and more bread) point @ must be preferred to bundle . That set of
bundles is called the “preferred to bundle 2” set. Correspondingly, all the bundles that lie
directly below, to the left of, and both below and to the left of bundle # must yield less utilicy
and therefore would be called the “dominated by bundle ” set.

To determine our consumer’s preferences, suppose we present a choice between bundle «
and some bundle 4’, which contains more bread but less wine than 4. Nonsatiation is not
helpful to us in this case, so we need to ask the consumer which he prefers. If he strictly prefers
a’, then we would remove a little bread and ask again. If he strictly prefers 4, then we would
add a little bread, and so on. Finally, after a series of adjustments, we could find just the right
combination of bread and wine such that the new bundle 2’ would be equally satisfying to our
consumer as bundle . That is to say, our consumer would be indifferent between consuming
bundle 2 and consuming bundle 4’. We would then choose a bundle, say 4", that contains
more wine and less bread than bundle 4, and we would again adjust the goods such that the
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EXHIBIT 2-1 Showing Preferences Graphically

Wine

Preferred to
Bundle «

S\

Dominated
by Bundle « ﬁ

\

B,

=

Bread

Note: A given bundle of two goods is represented as a single point, 4, in the two-dimensional graph. Nonsatiation
allows us to rank order many, but not all, other bundles relative to 4, leaving some questions unanswered.

consumer is once again indifferent between bundle 2 and bundle #’. By continuing to choose
bundles and make adjustments, it would be possible to identify all possible bundles such that
the consumer is just indifferent between each of them and bundle 4. Such a set of points is
represented in Exhibit 2-2, where the indifference curve through point # represents that set of
bundles. Notice that the “preferred to bundle 2” set has expanded to include all bundles that
lie in the region above and to the right of the indifference curve. Correspondingly, the
“dominated by bundle 4” set has expanded to include all bundles that lie in the region below
and to the left of the indifference curve.

The indifference curve represents our consumer’s unique preferences over the two goods,
wine and bread. Its negative slope simply represents that both wine and bread are seen as
“good” to this consumer; in order to maintain indifference, a decrease in the quantity of wine
must be compensated for by an increase in the quantity of bread. Its curvature tells us
something about the strength of the consumer’s willingness to trade off one good for the
other. The indifference curve in Exhibit 2-2 is characteristically drawn to be convex when
viewed from the origin. This indicates that the willingness to give up wine to obtain a little
more bread diminishes the more bread and the less wine the bundle contains.

We capture this willingness to give up one good to obtain a little more of the other in the
phrase marginal rate of substitution of bread for wine, MRSgy. The MRSpy is the rate at
which the consumer is willing to give up wine to obtain a small increment of bread, holding
utility constant (i.e., movement along an indifference curve). Notice that the convexity implies
that at a bundle like #/, which contains rather a lot of wine and not much bread, the consumer
would be willing to give up a considerable amount of wine in exchange for just a little more
bread. (The slope of the indifference curve is quite steep at that point.) However, at a point
like #/, which contains considerably more bread but less wine than 4, the consumer is not
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EXHIBIT 2-2 An Indifference Curve

Wine

Preferred to
Bundle 2

Dominated a4
by Bundle #
«— Indifference Curve
\\ through Bundle #
Bread
Bl

Note: An indifference curve shows all combinations of two goods such that the consumer is indifferent between them.

ready to sacrifice nearly as much wine to obtain a little more bread. This suggests that the
value being placed on bread, in terms of the amount of wine the consumer is willing to give up
for bread, diminishes the more bread and less wine the consumer has. It follows that the
MRS3w is the negative of the slope of the tangent to the indifference curve at any given
bundle. If, at some point, the slope of the indifference curve had value —2.5, it means that,
starting at that particular bundle, our consumer would be willing to sacrifice wine to obtain
bread at the rate of 2.5 ounces of wine per slice of bread. Because of the convexity
assumption—that MRS gy must diminish as our consumer moves toward more bread and less
wine—the MRSy is continuously changing as he moves along the indifference curve.

EXAMPLE 2-2 Understanding the Marginal Rate
of Substitution

Tom Warren currently has 50 blueberries and 20 peanuts. His marginal rate of
substitution of peanuts for blueberries, MRS ,;, equals 4, and his indifference curves are
strictly convex.

1. Determine whether Warren would be willing to trade at the rate of three of his
blueberries in exchange for one more peanut.
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2. Suppose that Warren is indifferent between his current bundle and one containing 40
blueberries and 25 peanuts. Describe Warren’s MRS,;, evaluated at the new bundle.

Solution to 1: MRS, =4 means that Warren would be willing to give up four blue-
berries for one peanut at that point. He clearly would be willing to give up blueberries
at a rate less than that, namely, three to one.

Solution to 2: The new bundle has more peanuts and fewer blueberries than the original
one, and Warren is indifferent between the two, meaning that both bundles lie on the
same indifference curve, where blueberries are plotted on the vertical axis and peanuts on
the horizontal axis. Because his indifference curves are strictly convex and the new bundle
lies below and to the right of his old bundle, his MRS,, must be less than 4. That is to say,
his indifference curve at the new point must be less steep than at the original bundle.

3.4. Indifference Curve Maps

There was nothing special about our initial choice of bundle # as a starting point for the
indifference curve. We could have begun with a bundle containing more of both goods. In
that case, we could have gone through the same process of trial and error, and we would have
ended up with another indifference curve, this one passing through the new point and lying
above and to the right of the first one. Indeed, we could construct any number of indifference
curves in the same manner simply by starting at a different inidal bundle. The result is an
entire family of indifference curves, called an indifference curve map, and it represents our
consumer’s entire utility function. The word map is appropriate because the entire set of
indifference curves comprises a contour map of this consumer’s utility function. Each contour,
or indifference curve, is a set of points in which each point shares a common level of utility
with the others. Moving upward and to the right from one indifference curve to the next
represents an increase in utility, and moving down and to the left represents a decrease. The
map could look like that in Exhibit 2-3.

Because of the completeness assumption, there will be one indifference curve passing
through every point in the set. Because of the transitivity assumption, no two indifference
curves for a given consumer can ever cross. Exhibit 2-4 shows why. If bundle # and bundle &
lie on the same indifference curve, the consumer must be indifferent between the two. If z and
¢ lie on the same indifference curve, the consumer must be indifferent between these two
bundles as well. But because bundle ¢ contains more of both wine and bread than bundle 4,
the consumer must prefer ¢ to 4, which violates transitivity of preferences. So we see that
indifference curves will generally be strictly convex and negatively sloped, and they cannot
cross. These are the only restrictions we place on indifference curve maps.

3.5. Gains from Voluntary Exchange: Creating Wealth through Trade

There is no requirement that all consumers have the same preferences. Take the case of Helen
Smith and Tom Warren. The indifference curves for Smith will likely be different from
Warren’s. And although for any given individual two indifference curves cannot cross, there is
no reason why two indifference curves for two different consumers cannot intersect. Consider
Exhibit 2-5, in which we observe an indifference curve for Smith and one for Warren.
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EXHIBIT 2-3 An Indifference Curve Map

-

Indifference Curves

Wine

Bread

Note: The indifference curve map represents the consumer’s utility function. Any curve above and to the right
represents a higher level of utility.

EXHIBIT 2-4 Why One Person’s Indifference Curves Cannot Cross

Wine

Bread

Note: Two indifference curves for a given individual cannot cross because the transitivity assumption would be
violated.
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EXHIBIT 2-5 Two Consumers with Different Preferences

Wine

— — — — Smith’s Indifference Curve

Warren’s Indifference Curve

Bread

Note: When two consumers have different preferences, they will have different marginal rates of substitution when
evaluated at identical bundles. Here, Warren has a relatively strong preference for bread because he is willing to give up
more wine for another slice of bread than is Smith.

Suppose they are initially endowed with identical bundles, represented by 4. They each have
exactly identical quantities of bread and wine. Note, however, that because their indifference
curves intersect at that point, their slopes are different. Warren’s indifference curve is steeper at
point « than is Smith’s. This means that Warren’s MRSgy is greater than Smith’s MRSy
That is to say, Warren is willing, at that point, to give up more wine for an additional slice of
bread than Smith is. That also means that Smith is willing to give up more bread for an
additional ounce of wine than Warren is. Therefore, we observe that Warren has a relatively
strong preference for bread compared to Smith, and Smith has a stronger preference for wine
than Warren has.

Suppose that the slope of Warren’s indifference curve at point 4 is equal to —2, and the
slope of Smith’s indifference curve at point # is equal to —%. Warren is willing to give up two
ounces of wine for one slice of bread, and Smith is willing to give up only a half ounce of wine
for one slice of bread. But that means she would be willing to give up 2 slices of bread for 1
ounce of wine. What would happen if Warren and Smith are allowed to exchange bread for
wine? Suppose they are allowed to exchange at the ratio of one ounce of wine for one slice of
bread. Would they both agree to an exchange at that ratio? Yes. Since Warren is willing to give
up two ounces of wine for a slice of bread, he would certainly be willing to give up only one
ounce of wine for one slice of bread. Correspondingly, since Smith is willing to give up two
slices of bread for one ounce of wine, she would certainly be willing to give up only one slice of
bread for one ounce of wine. If they actually made such a trade at the one-to-one ratio, then



Chapter 2 Demand and Supply Analysis: Consumer Demand 69

Smith would end up with more wine and less bread than she started with, and Warren would
end up with more bread and less wine than he started with.

We could say that Warren is better off by the value to him of one ounce of wine because he
was willing to give up two ounces but only had to give up one ounce for his slice of bread. What
about Smith? She is better off by the value to her of one slice of bread because she was willing to
give up two slices of bread for her one additional ounce of wine but only ad ro give up one slice.
Both Smith and Warren are better off after they trade. There is no more bread or wine than when
they began, but there is greater wealth because both are better off than before they traded with
each other. Both Smith and Warren ended on higher indifference curves than when they began.

As Smith gives up slices of bread for more ounces of wine, her MRSy increases; her
indifference curve becomes steeper. Simultaneously, as Warren gives up ounces of wine for
more slices of bread, his MRS gy decreases; his indifference curve becomes less steep. Even-
tually, if they continue to trade, their MRSs will reach equality and there will be no further
gains to be achieved from additional exchange. Initially, it was the differences in their will-
ingness to trade one good for the other that made trading beneficial to both. But if they trade
to a pair of bundles at which their MRSs are equal, then trading will cease.

EXAMPLE 2-3 Understanding Voluntary Exchange

Helen Smith and Tom Warren have identical baskets containing books (B) and
compact discs (D). Smith’s MRS gp equals 0.8 (i.e., she is willing to give up 0.8 disc for
one book), and Warren’s MRSy, equals 1.25.

1. Determine whether Warren would accept the trade of one of Smith’s discs in
exchange for one of his books.

2. State and justify whether Smith or Warren has a stronger preference for books.

3. Determine whether Smith or Warren would end up with more discs than he or she
had to begin with, assuming they were allowed to exchange at the rate of one book
for one disc. Justify your answer.

Solution to 1: Warren’s MRS pp, equals 1.25, meaning that he is willing to give up 1.25
discs for one more book. Another way to say this is that Warren requires at least 1.25
discs to compensate him for giving up one book. Because Smith offers only one disc,
Warren will not accept the offer. (Of course, Smith would not voluntarily give up one
disc for one of Warren’s books. Her MRSpp, is only 0.8, meaning that she would be
willing to give up, at most, 0.8 disc for a book; so she would not have offered one disc
for a book anyway.)

Solution to 2: Because Warren is willing to give up 1.25 discs for a book and Smith is
willing to give up only 0.8 disc for a book, Warren has a stronger preference for books.

Solution to 3: Smith would have more discs than she originally had. Because Smith has a
stronger preference for discs and Warren has a stronger preference for books, Smith
would trade books for discs and so would end up with more discs.
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4. THE OPPORTUNITY SET: CONSUMPTION, PRODUCTION,
AND INVESTMENT CHOICE

So far, we have examined the trade-offs that economic actors (e.g., consumers, companies,
investors) are willing to make. In this section, we recognize that circumstances almost always
impose constraints on the trade-offs that these actors are able to make. In other words, we
need to explore how to model the constraints on behavior that are imposed by the fact that
we live in a world of scarcity: There is simply not enough of everything to satisfy the needs and
desires of everyone at a given time. Consumers must generally purchase goods and services
with their limited incomes and at given market prices. Companies, too, must divide their
limited input resources in order to produce different products. Investors are not able to choose
both high returns and low risk simultaneously. Choices must be made, and here we examine
how to represent the set of choices from which to choose.

4.1. The Budget Constraint

Previously, we examined what would happen if Warren and Smith were each given an
endowment of bread and wine and were allowed to exchange at some predetermined ratio.
Although that circumstance is possible, a more realistic situation would be if Warren or Smith
had a given income with which to purchase bread and wine at fixed market prices. Let
Warren’s income be given by 7, the price he must pay for a slice of bread be Pg, and the price
he must pay for an ounce of wine be Py. Warren has freedom to spend his income any way he
chooses, as long as the expenditure on bread plus the expenditure on wine does not exceed his
income per time period. We can represent this income constraint (or budget constraint) with
the following expression:

PpQp+ Py Qw =1 (2-3)

This expression simply constrains Warren to spend, in total, no more than his income. At
this stage of our analysis, we are assuming a one-period model. In effect, then, Warren has no
reason 7ot to spend all of his income. The weak inequality becomes a strict equality, as shown
in Equation 2-4, because there would be no reason for Warren to save any of his income if
there is no tomorrow.

PpQp+ Py Qy =1 (2-4)

From this equation, we see that if Warren were to spend all of his income only on bread,
he could buy 7/Pg slices of bread. Or if he were to confine his expenditure to wine alone, he
could buy /Py, ounces of wine. Alternatively, he could spread his income across bread and
wine expenditures any way he chooses. Graphically, then, his budget constraint would appear
as in Exhibit 2-6.

A simple algebraic manipulation of Equation 2-4 yields the budget constraint in the form
of an intercept and slope:

Qw =—-———0Q (2-5)

Notice that the slope of the budget constraint is equal to —Pg/Py; and it shows the
amount of wine that Warren would have to give up if he were to purchase another slice of
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EXHIBIT 2-6 The Budget Constraint

Wine

1Py

Budget Constraint: PzQp + PyQyy= 1
K

Bread

Py

Note: The budget constraint shows all the combinations of bread and wine that the consumer could purchase with a
fixed amount of income, 7, paying prices Pg and Py respectively.

EXHIBIT 2-7 Changing Prices and Income

Panel A
Wine

Panel B

Wine

Bread

Bread

Panel C

Note: An increase

in the price of bread
pivots the budget
constraint inward,
becoming steeper.

Note: An increase

in the price of wine
pivots the budget
constraint downward,
becoming less steep.

Note: An increase

in income shifts the
budget constraint
outward, parallel to
the original constraint.

bread. If the price of bread were to rise, the budget constraint would become steeper, pivoting
through the vertical intercept. Alternatively, if the price of wine were to rise, the budget
constraint would become less steep, pivoting downward through the horizontal intercept. If
income were to rise, the entire budget constraint would shift outward, parallel to the original
constraint, as shown in Exhibit 2-7.

As a specific example of a budget constraint, suppose Smith has $60 to spend on bread
and wine per month, the price of a slice of bread is $0.50, and the price of an ounce of wine is
$0.75. If she spent all of her income on bread, she could buy 120 slices of bread. Or she could
buy up to 80 ounces of wine if she chose to buy no bread. Obviously, she can spend half her
income on each good, in which case she could buy 60 slices of bread and 40 ounces of wine.
The entire set of bundles that Smith could buy with her $60 budget is shown in Exhibit 2-8.
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EXAMPLE 2-4 The Budget Constraint

Nigel’s Pub has a total budget of £128 per week to spend on cod and lamb. The price of
cod is £16 per kilogram, and the price of lamb is £10 per kilogram.

1. Calculate Nigel’s budget constraint.
2. Construct a diagram of Nigel’s budget constraint.
3. Determine the slope of Nigel’s budget constraint.

Solution to 1: The budget constraint is simply that the sum of the expenditure on
cod plus the expenditure on lamb be equal to Nigel’s budget: 128 =16Q¢ + 10Q;.
Rearranging, it can also be written in intercept slope form: Qc=128/Pc— (P/P¢)

Solution to 2: We can choose to measure either commodity on the vertical axis, so we
arbitrarily choose cod. Note that if Nigel spends his entire budget on cod, he could buy
8 kg. However, if he chooses to spend the entire budget on lamb, he could buy 12.8 kg.
Of course, he could spread his £128 between the two goods in any proportions he
chooses, so the budget constraint is drawn as follows:

Qc

12.8 U

Solution to 3: With quantity of cod measured on the vertical axis, the slope is equal to
—(Pr/Pc) =—10/16 = —0.625. Note: If we had chosen to measure quantity of lamb on
the vertical axis, the slope would be inverted: —(Pc/P;) = —1.6.

4.2. The Production Opportunity Set

Companies face constraints on their production opportunities, just as consumers face limits on
the bundles of goods that they can consume. Consider a company that produces two products
using the same production capacity. For example, an automobile company might use the same
factory to produce either automobiles or light trucks. If so, then the company is constrained by
the limited capacity to produce vehicles. If it produces more trucks, it must reduce its production
of automobiles; likewise, if it produces more automobiles, it must produce fewer trucks. The
company’s production opportunity frontier shows the maximum number of units of one good
it can produce, for any given number of the other good that it chooses to manufacture. Such a
frontier for the vehicle company might look something like that in Exhibit 2-9.



Chapter 2 Demand and Supply Analysis: Consumer Demand 73

EXHIBIT 2-8 A Specific Example of a Budget Constraint

Wine

80 Budget Constraint with Slope
/ Equal to —0.667, or Py/Py,

Bread

120

Note: This exhibit shows Smith’s budget constraint if she has an income of $60 and must pay $0.50 per slice of bread
and $0.75 per ounce of wine.

EXHIBIT 2-9 The Production Opportunity Frontier

Automobiles per Year

1 million

Light Trucks per Year

1.25 million

Note: The production opportunity frontier for a vehicle manufacturer shows the maximum number of autos for any
given level of truck production. In this example, the opportunity cost of a truck is 0.8 autos.

There are two important things to notice about this example. First, if the company
devoted its entire production facility to the manufacture of automobiles, it could produce 1
million in a year. Alternatively, if it devoted its entire plant to trucks, it could produce 1.25
million a year. Of course, it could devote only part of the year’s production to trucks, in which
case it could produce automobiles during the remainder of the year. In this simple example,
for every additional truck the company chooses to make, it would have to produce 0.8 fewer
cars. That is, the opportunity cost of a truck is 0.8 cars, or the opportunity cost of a car is
1.25 trucks. The opportunity cost of trucks is the negative of the slope of the production
opportunity frontier: 1/1.25. And of course, the opportunity cost of an automobile is the
inverse of that ratio, or 1.25.

The other thing to notice about this exhibit is that it assumes that the opportunity cost of
a truck is independent of how many trucks (and cars) the company produces. The production
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opportunity frontier is linear, with a constant slope. Perhaps a more realistic example would be
to increase marginal opportunity cost. As more and more trucks are produced, fewer inputs
that are particularly well suited to producing trucks could be transferred to assist in their
manufacture, causing the cost of trucks (in terms of cars) to rise as more trucks are produced.
In this event, the production opportunity frontier would become steeper as the company
moved its production point away from cars and toward more trucks, resulting in a frontier that
would be concave as viewed from the origin.

4.3. The Investment Opportunity Set

The investment opportunity set is examined in detail in chapters on investments, but it is
appropriate to examine it briefly here because we are learning about constraints on behavior.
Consider possible investments in which one option might be to invest in an essentially risk-
free asset, such as a U.S. Treasury bill. There is virtually no possibility that the U.S. gov-
ernment would default on a 90-day obligation to pay back an investor’s purchase price, plus
interest. Alternatively, an investor could put her money into a broadly diversified index of
common shares. This investment will necessarily be more risky because of the fact that share
prices fluctuate. If investors inherently find risk distasteful, then they will be reluctant to invest
in a risky asset unless they expect to receive, on average, a higher rate of return. Hence, it is
reasonable to look for a broadly diversified index of common shares to have an expected return
exceeding that of the risk-free asset, or else no one would hold that portfolio.

Our hypothetical investor could choose to put some of her funds in the risk-free asset and
the rest in the common shares index. For each additional dollar invested in the common shares
index, she can expect to receive a higher return, though not with certainty; so, she is exposing
herself to more risk in the pursuit of a higher return. We can structure her investment
opportunities as a frontier that shows the highest expected return consistent with any given
level of risk, as shown in Exhibit 2-10. The investor’s choice of a portfolio on the frontier will
depend on her level of risk aversion.

EXHIBIT 2-10  The Investment Opportunity Frontier

Return
Diversified
Stock Portfolio
Expected Return
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Portfolio -> Al
|
|
|
|
|
|
/ |
Risk-Free Rate of :
e ' Risk Level
*
Risk of the Stock
Portfolio

Note: The investment opportunity frontier shows that as the investor chooses to invest a greater proportion of assets in
the market portfolio, she can expect a higher return but also higher risk.
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5. CONSUMER EQUILIBRIUM: MAXIMIZING UTILITY SUBJECT
TO THE BUDGET CONSTRAINT

It would be wonderful if we could all consume as much of everything as we wanted, but
unfortunately, most of us are constrained by income and prices. We now superimpose the
budget constraint onto the preference map to model the actual choice of our consumer. This is
a constrained (by the resources available to pay for consumption) optimization problem that
every consumer must solve: choose the bundle of goods and services that gets us as high on our
ranking as possible, while not exceeding our budget.

5.1. Determining the Consumer’s Equilibrium Bundle of Goods

In general, the consumer’s constrained optimization problem consists of maximizing utility,
subject to the budget constraint. If, for simplicity, we assume there are only two goods, wine
and bread, then the problem appears graphically as in Exhibit 2-11.

The consumer desires to reach the indifference curve that is farthest from the origin while
not violating the budget constraint. In this case, that pursuit ends at point a, where the
consumer is purchasing W, ounces of wine along with B, slices of bread per month. It is
important to note that this equilibrium point represents the tangency between the highest
indifference curve and the budget constraint. At a tangency point, the two curves have the
same slope, meaning that the MRS gy must be equal to the price ratio, Pg/ Py Recall that the
marginal rate of substitution is the rate at which the consumer is just willing to sacrifice wine
for bread. Additionally, the price ratio is the rate at which the consumer musz sacrifice wine for
another slice of bread. So, at equilibrium, the consumer is just willing to pay the opportunity
cost that must be paid.

In contrast, consider another affordable bundle represented by point 4. Certainly, the
consumer is able to purchase that bundle because it lies on her budget constraint. However,
the MRS gy at that point is greater than the price ratio, meaning that she is willing to give up
wine to obtain bread at a rate greater than she must. Hence, she will be better off moving
downward along the budget constraint until she reaches the tangent point at «. In effect, the

EXHIBIT 2-11 Consumer Equilibrium

Wine

Indifference Curves

Bread

Note: Consumer equilibrium is achieved at point @, where the highest indifference curve is attained while not violating
the budget constraint.
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consumer is willing to pay a higher price than she must for each additional unit of bread until
she reaches B,. For all of the units that she consumes up to B,, we could say that the consumer
is receiving consumer surplus, a concept we visited earlier when discussing the demand curve.
Importantly, the consumer would not purchase slices of bread beyond B, at these prices
because at a point like ¢, the marginal rate of substitution is less than the price ratio—meaning
that the price for that additional unit is above her willingness to pay. Even though the
consumer could afford bundle ¢, it would not be the best use of her income.

EXAMPLE 2-5 Consumer Equilibrium

Currently, a consumer is buying both sorbet and gelato each week. His MRS¢s, or
marginal rate of substitution of gelato (G) for sorbet (S), equals 0.75. The price of gelato
is €1 per scoop, and the price of sorbet is €1.25 per scoop.

1. Determine whether the consumer is currently optimizing his budget over these two
desserts. Justify your answer.

2. Explain whether the consumer should buy more sorbet or more gelato, given that he
is not currently optimizing his budget.

Solution to 1: In this example, the condition for consumer equilibrium is MRS 5= P/
Ps. Because Pg/Ps=0.8 and MRS55=0.75, the consumer is clearly not allocating his
budget in a way that maximizes his utility, subject to his budget constraint.

Solution to 2: The MRS is the rate at which the consumer is willing to give up sorbet
to gain a small additional amount of gelato, which is 0.75 scoops of sorbet to gain one
scoop of gelato. The price ratio, P/ Ps (0.8), is the rate at which he musz give up sorbet
to gain an additional small amount of gelato. In this case, the consumer would be better
off spending a little less on gelato and a little more on sorbet.

5.2. Consumer Response to Changes in Income: Normal and
Inferior Goods

Consumers’ behavior is constrained by their income and the prices they must pay for the
goods they consume. Consequently, if one or more of those parameters changes, consumers
are likely to change their consumption behavior. We first consider an increase in income.
Recall from Exhibit 2-7, Panel C, that an increase in income simply shifts the budget con-
straint outward from the origin, parallel to itself. Exhibit 2-12 indicates such a shift and shows
how the consumer would respond, in this case, by buying more of both bread and wine.

As we discovered, there is no restriction that the purchase of every good must respond to an
increase in income with an increase in quantity. There, we defined rormal goods as those with a
positive response to an increase in income and inferior goods as those with a negative response to
an increase in income. Suppose that bread is an inferior good for a particular consumer, whereas
wine is a normal good. Exhibit 2-13 shows this consumer’s purchase behavior when income
increases. As income rises, the consumer purchases less bread but more wine.
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EXHIBIT 2-12 The Effect of an Increase in Income on a Normal Good

Bread

W, Wy

Note: The effect of an increase in income when both goods are normal is to increase the consumption of both.

EXHIBIT 2-13 The Effect of an Increase in Income on an Inferior Good

Note: The effect of an increase in income on the purchase of bread, an inferior good in this example, reduces the
consumption of that good.

5.3. How the Consumer Responds to Changes in Price

We now hold income and the price of one good (wine) constant but decrease the price of the
other good (bread). Recall that a decrease in the price of bread pivots the budget constraint
outward along the horizontal axis but leaves the vertical intercept unchanged—as in Exhibit 2-14,
where we examine two responses to the decrease in the price of bread.

In both cases, when the price of bread falls, the consumer buys more bread. But the first
consumer is quite responsive to the price change, responding with an elastic demand for bread.
The second consumer is still responsive, but much less so than the first consumer; this
consumer’s response to the price change is inelastic.
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EXHIBIT 2-14  Elastic and Inelastic Responses to a Decrease in Price

Wine Panel A Wine Panel B

Bread Bread
B P B ¥ Bﬂ Bﬂ'
Note: When the price of bread falls, this Note: When the price of bread falls, this
consumer moves from bundle z to bundle 2’, consumer moves from bundle # to bundle #’,
showing an elastic response. showing an inelastic response.

6. REVISITING THE CONSUMER’S DEMAND FUNCTION

We have now come to the reason why we wanted to explore consumer theory in the first place:
We want to have a sound theoretical foundation for our use of consumer demand curves.
Although we could merely assume that a consumer has a demand curve, we derive a richer
understanding of that curve if we start with a more fundamental recognition of the consumer’s
preferences and her response to changes in the parameters that constrain her behavior in the
marketplace.

6.1. Consumer’s Demand Curve from Preferences and Budget Constraints

Recall that to draw a consumer’s demand curve, we appealed to the assumption of “holding all
other things constant” and held preferences, income, and the prices of all but one good
constant. Graphically, we show such an exercise by representing a given utility function with a
set of indifference curves, and then we superimpose a set of budget constraints, each one
representing a different price of one of the goods. Exhibit 2-15 shows the result of this
exercise. Notice that we are stacking two charts vertically to show both the indifference curves
and budget constraints and the demand curve below them. In the upper chart, we have rotated
the budget constraint rightward, indicating successively lower prices of bread, Pllg, P2 P3, e
while holding income constant at /.

This pair of diagrams deserves careful inspection. Notice first that the vertical axes are not
the same. In the upper diagram, we represent the quantity of the other good, wine, whose price
is being held constant, along with income. Hence, the budget constraints all have the same
vertical intercept. But the price of bread is falling as we observe ever less steep budget con-
straints with horizontal intercepts moving rightward. Confronted with each respective budget
constraint, the consumer finds the tangent point as indicated. This point corresponds to the
respective quantities of bread, Q;, Q,, Q3, and Q4. Note also that the horizontal axes of
the two diagrams are identical; they measure the quantity of bread purchased. Importantly, the
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EXHIBIT 2-15 Deriving a Demand Curve

Quantity of Wine

: tity of Bread
P! P2 P /Pt Quantity of Brea
B B B B

1
Py
7
-
 p
L
=
o B
)
g .
= Demand Curve for Bread (quantity
Pé purchased at each price, holding income
and the price of wine constant)

Quantity of Bread

Y

Note: A demand curve for bread is derived from the indifference curve map and a set of budget constraints representing
different prices of bread.

vertical axis in the lower diagram measures the price of bread. As the price of bread falls, this
consumer chooses to buy ever greater quantities, as indicated. The price—quantity combina-
tions that result trace out this consumer’s demand curve for bread in the lower diagram. For
each tangent point in the upper diagram, there is a corresponding point in the lower diagram,
tracing out the demand curve for bread.

6.2. Substitution and Income Effects for a Normal Good

The law of demand says that when price falls, quantity demanded rises; however, it doesn’t say
why. We can answer that question by delving a little more deeply into consumer theory.
When there is a decline in the price of a good that the consumer has been buying, two things
happen. The good now becomes less costly relative to other goods. That is, it becomes more of
a bargain than other things the consumer could purchase; thus, more of this good gets
substituted for other goods in the consumer’s market basket. Additionally, though, with the
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decline in that price, the consumer’s real income rises. We're not saying that the size of the
consumer’s paycheck changes; we’re saying that the amount of goods that can be purchased
with the same amount of money has increased. If this good is a normal good, then increases in
income lead to increased purchases of this good. So the consumer tends to buy more when
price falls for both reasons: the substitution effect and the income effect of a change in the
price of a good.

A close look at indifference curves and budget constraints can demonstrate how these
effects can be separated. Consider Exhibit 2-16, where we analyze Warren’s response to a
decrease in the price of bread. When the price of bread falls, as indicated by the pivoting in
budget constraints from BC) to BC,, Warren buys more bread, increasing his quantity from
Q, to Q.. That is the net effect of both the substitution effect and the income effect. We can
see the partial impact of each of these effects by engaging in a mental exercise. Part of Warren’s
response is because of his increase in real income. We can remove that effect by subtracting
some income from him, while leaving the new lower price in place. The dashed budget
constraint shows the reduction in income that would be just sufficient to move Warren back
to his original indifference curve. Notice that we are moving BC, inward, parallel to itself until
it becomes just tangent to Warren’s original indifference curve at point 4. The price decrease
was a good thing for Warren. An offsetting bad thing would be an income reduction. If the
income reduction is just sufficient to leave Warren as well off but no better off than before
the price change, then we have effectively removed the real income effect of the decrease in
price. What's left of his response must be due to the pure substitution effect alone. So, we say
that the substitution effect is shown by the move from point # to point &. If his income
reduction were then restored, the resulting movement from point & to point ¢ must be the
pure income effect.

An important thing to notice is that the pure substitution effect must always be in the
direction of purchasing more when the price falls and purchasing less when the price rises.
This is because of the diminishing marginal rate of substitution, or the convexity of the
indifference curve. Look again at Exhibit 2-16. Note that the substitution effect is the result of
changing from budget constraint 1 to budget constraint 3—or moving the budget constraint

EXHIBIT 2-16  Substitution and Income Effects for a Normal Good

Quantity of Wine

Q Qb Q‘ ‘ Quantity of Bread
B S

Substitution X Income
Effect Effect

Note: Substitution effect (Q, to Qp) and the income effect (Q,, to Q) of a decrease in the price of a normal good.
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along the original indifference curve while maintaining tangency. Note that in the process, the
budget constraint becomes less steep, just as the marginal rate of substitution decreases.
Warren is no better off than before the changes, but his behavior has changed: He now buys
more bread and less wine than before the offsetting changes in income and price. This reason
for negatively sloped demand curves never changes.

Sellers can sometimes use income and substitution effects to their advantage. Think of
something you often buy, perhaps lunch at your favorite café. How much would you be
willing to pay for a lunch club membership card that would allow you to purchase lunches at,
say, half price? If the café could extract from you the maximum amount each month that you
would be willing to pay for the half-price option, then it would successfully have removed the
income effect from you in the form of a monthly fixed fee. Notice that Exhibit 2-16 implies
that you would end up buying more lunches each month than before you purchased the
discount card, even though you would be no better or worse off than before. This is a way that
sellers are sometimes able to extract consumer surplus by means of creative pricing schemes.
It’s a common practice among big box retailers, sports clubs, and other users of what is called
“two-part tariff pricing.”

EXAMPLE 2-6 Two-Part Tariff Pricing

Nicole Johnson’s monthly demand for visits to her health club is given by the following
equation: Q'=20 — 4P, where Q” is visits per month and P is euros per visit. The
health club’s marginal cost is fixed at €2 per visit.

1. Determine Johnson’s demand curve for health club visits per month.

2. Calculate how many visits Johnson would make per month if the club charged a
price per visit equal to its marginal cost.

3. Calculate Johnson’s consumer surplus at the price determined in Question 2.

4. Calculate how much the club could charge Johnson each month for a membership fee.

Solution to 1: Qd:2074P, so when P=0, Qd:20. Inverting, P=5—0.25Q, so
when Q=0, P=5.

P
5 Johnson’s Consumer Surplus
Johnson’s Demand Curve
) /
Ny
|
1

12 20 Visits per
Month

Solution to 2: Q' =20 — 4(2) = 12. Johnson would make 12 visits per month at a price
of €2 per visit.
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Solution ro 3: Johnson’s consumer surplus can be measured as the area under her demand
curve and above the price she pays, for a total of 12 visits: CS=(%2)(12)(3) =18.
Johnson would enjoy €18 per month consumer surplus.

Solution to 4: The club could extract all of Johnson’s consumer surplus by charging her
a monthly membership fee of €18 plus a per-visit price of €2. This is called a two-part
tariff because it assesses one price per unit of the item purchased plus a per-month fee
(sometimes called an entry fee) equal to the buyer’s consumer surplus evaluated at the
per-unit price.

6.3. Income and Substitution Effects for an Inferior Good

We know that for some consumers and some goods, an increase in income leads to a decrease
in the quantity purchased at each price. These goods are called inferior goods, and they have
negative income elasticity of demand. When price falls, these goods still exhibit substitution
and income effects, but they are in opposite directions. Consider Exhibit 2-17, in which we
see a fairly standard set of indifference curves and budget constraints. But in this case, bread is
an inferior good.

Notice that when the bread’s price falls, as indicated by the shift from budget constraint 1
(BC)) to budget constraint 2 (BC,), the consumer buys more bread, just as we would expect.
That is, the consumer’s demand curve is still negatively sloped. When we apply the income
adjustment to isolate substitution effect from income effect, we shift the budget constraint
back to budget constraint 3, reducing income sufficiently to place the consumer back on the
original indifference curve. As before, the substitution effect is shown as a movement along

EXHIBIT 2-17 Income and Substitution Effects for an Inferior Good

Quantity of Wine

—_)

L QA

——

t

Substitution Income

Effect Effect

Quantity of Bread

Note: The income effect of a price decrease for an inferior good is opposite to the substitution effect, tending to
mitigate the change in quantity.
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the original indifference curve from point # to point 4. The income effect is, as before, a
movement from one indifference curve to the other, as shown by the movement from point &
to point ¢. In this case, however, the income effect partially offsets the substitution effect,
causing demand to be less elastic than if the two effects reinforced each other.

We see that for inferior goods, the income effect and the substitution effect are in
opposite directions: The decrease in price causes the consumer to buy more, but the income
effect tends to mitigate that effect. It’s still true that a decrease in the price of bread represents
an increase in real income. But in the case of an inferior good, the increased income causes
the consumer to want to buy less of the good, not more. As long as the income effect has
a lower magnitude than the substitution effect, the consumer still ends up buying more at the
lower price. However, the consumer buys a little less than she would if the good were normal.
It is possible, though highly unlikely, for the income effect to have greater magnitude than the
substitution effect. We examine that case next.

In the case of savings, the same type of effects can apply. For example, say interest rates
rise. Individuals may save more because the reward (price) for saving has risen, and individuals
substitute future consumption for present consumption. However, higher interest rates also
imply that less saving is required to attain a given future amount of money. If the latter effect
(the income effect) dominates, then it is possible to observe higher interest rates resulting in
less savings.

6.4. Negative Income Effect Larger than Substitution Effect: Giffen Goods

In theory, it is possible for the income effect to be so strong and so negative as to overpower
the substitution effect. If that were to occur, then a decrease in price could result in a decrease
in quantity demanded and a positively sloped individual demand curve. Let us explore this
curiosity in Exhibit 2-18.

EXHIBIT 2-18 Income and Substitution Effects for a Giffen Good

Quantity of Wine

Do : ity of Bread
Quantity o
Q& Q Q
Income 7 Substitution
Effect Effect

Note: Income and substitution effects of a fall in price for a Giffen good: When price declines, the consumer chooses to

buy less of the good.
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Once again, we decrease the price of bread as indicated by the pivoting of the budget
constraint form BC; to BC,, and then we move the budget constraint parallel to itself leftward
until it just touches the original indifference curve at point & to remove the income effect.
What is left is the substitution effect. As always, the substitution effect causes the consumer to
substitute more bread for less wine in the basket, as indicated by the movement along the
indifference curve from point « to point 4. But notice the odd result when we “give back” the
income and move from BCj5 to BC,. The income effect for this inferior good (from point & to
point ¢) is once again opposite in direction to the substitution effect, as is true for all inferior
goods. But in this curious case, its magnitude overwhelms the substitution effect: point ¢ lies zo
the left of point a. The consumer actually buys less of the good when its price falls, resulting
in a positively sloped demand curve. If we reversed the analysis and increased the price of
bread, this consumer would buy more bread when its price rose. Those inferior goods whose
income effect is negative and greater in magnitude than the substitution effect are known
as Giffen goods. Importantly, all Giffen goods must be inferior, but not all inferior goods
are Giffen goods.

This curious result is originally attributed to Robert Giffen, who suspected that Irish
peasants might have responded this way to increased prices of staples during the Irish potato
famine in the nineteenth century. He reasoned that staples such as potatoes comprised a very
large portion of the peasants’ total budgets. Additionally, potatoes could be a very inferior
good, which simply means that when incomes fell, the peasants bought a lot more potatoes;
and when incomes rose, they bought a lot fewer. Now, because potatoes took up such a
large part of total expenditures, any increase in the price of potatoes would result in a very
substantial decrease in real income. This combination of strong inferiority coupled with a
large amount of the budget spent on potatoes could, in theory, result in the negative income
effect not only being opposite in direction to the substitution effect, but in fact over-
whelming it.

Although some empirical studies have suggested the existence of Giffen goods, even if
they existed they would be extraordinarily rare. Moreover, although they might exist for
some small subset of consumers, it is highly unlikely that consumers as a whole would
behave this way. So Giffen goods’ role in microeconomics is greater than their role in the
empirical world. True, they result in a positively sloped demand curve and they do not
violate any of the axioms of consumer choice theory. But any company managers who
believe that if they raise the price of their product they will sell more of it are very likely to
be disappointed.

EXAMPLE 2-7 Income and Substitution Effects of a Decrease
in Price

Consider the following diagram of budget constraints and indifference curves for a
consumer choosing to allocate her budget between books and shoes. Determine
whether shoes are normal, inferior, or Giffen goods for this consumer.
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Quantity of Books

BC,

\\ BCj
.

Quantity of Shoes

Solution: When the price of shoes falls, the original budget constraint pivots from BC; to
BC,. The original tangent point was at 2 and is now at c. We can separate the substitution
effect from the income effect by removing enough income to put the consumer back on
the old indifference curve at point 4. This is shown as a shift in the budget constraint from
BC, to BC;, a parallel shift. The substitution effect is, therefore, from point # to point 4,
along the original indifference curve. The income effect is from point & to point ¢, but
note that those two points are on the same vertical line. In this case, shoes are on a

borderline between normal and inferior. There is zero income effect. (If point ¢ had been
to the right of point 4, shoes would be normal. And if point ¢ had been to the left of point
b, they would be inferior. Finally, if point ¢ had been to the left of point 4, shoes would be
a Giffen good.)

6.5. Veblen Goods: Another Possibility for a Positively Sloped
Demand Curve

Standard choice theory assumes that the consumer can always make comparisons among all
pairs of bundles of goods and identify preferences before knowing anything about the prices of
those baskets. Then, as we’ve seen, the consumer is constrained by income and prices and
makes actual choices of which bundles to purchase with limited income. It is important to
note that those preferences are assumed to exist even before knowing the prices at which those
goods could be purchased. It is possible, however, that an item’s price tag itself might help
determine the consumer’s preferences for it. Thorstein Veblen posited just such a circum-
stance in his concept of conspicuous consumption. According to this way of thinking, a
consumer might derive utility out of being known by others to consume a so-called high-starus
good, such as a luxury automobile or a very expensive piece of jewelry. Importantly, it is the
high price itself that partly imparts value to such a good. If that is the case, then a consumer
would actually value a good more if it had a higher price. So, it is argued that an increase in the
price of a Veblen good would result in the consumer being more inclined to purchase it, not
less. In the extreme, it could be argued that the consumer’s demand for such a good could be
positively sloped, though this need not necessarily follow. In fact, of course, if any seller
actually faced a positively sloped demand curve for a product, the rational response would be
to increase price because more would be sold at the higher price. Ultimately, at some very high
price, demand would necessarily become negatively sloped.
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It is important to recognize that, although Veblen goods and Giffen goods share some
characteristics, they are in fact quite different. Whether or not they actually exist, Giffen goods
are not inconsistent with the fundamental axioms of demand theory. True, they would result
in a violation of the law of demand, but that law is not a logical necessity. It is simply
recognition that in virtually all observed cases, demand curves are negatively sloped. Giffen
goods certainly would not be considered examples of status goods, because an increase in
income alone would result in a reduced interest in purchasing them. Veblen goods, in con-
trast, derive their value from the ostentatious consumption of them as symbols of the pur-
chaser’s high status in society. If they exist, they are certainly not inferior goods. And they do
violate the axioms of choice that form the foundation of accepted demand theory.

7. SUMMARY

This chapter has explored how consumer preferences over baskets of goods and budget
constraints translate into the demand curves posited by the demand and supply model of
markets. Among the major points made are the following:

¢ Consumer choice theory is the branch of microeconomics that relates consumer demand
curves to consumer preferences. Utility theory is a quantitative model of consumer preferences
and is based on a set of axioms (assumptions that are assumed to be true). If consumer pre-
ferences are complete, transitive, and insatiable, those preferences can be represented by an
ordinal utility function and depicted by a set of indifference curves that are generally nega-
tively sloped, are convex from below, and do not cross for a given consumer.

e A consumer’s relative strength of preferences can be inferred from his marginal rate of
substitution of good X for good ¥ (MRSyy), which is the rate at which the consumer is
willing to sacrifice good Y to obtain an additional small increment of good X. If two
consumers have different marginal rates of substitution, they can both benefit from the
voluntary exchange of one good for the other.

* A consumer’s attainable consumption options are determined by her income and the prices
of the goods she must purchase to consume. The set of options available is bounded by the
budget constraint, a negatively sloped linear relationship that shows the highest quantity of
one good that can be purchased for any given amount of the other good being bought.

¢ Analogous to the consumer’s consumption opportunity set are, respectively, the production
opportunity set and the investment opportunity set. A company’s production opportunity
set represents the greatest quantity of one product that a company can produce for any
given amount of the other good it produces. The investment opportunity set represents the
highest return an investor can expect for any given amount of risk undertaken.

¢ Consumer equilibrium is obtained when utility is maximized, subject to the budget con-
straint, generally depicted as a tangency between the highest attainable indifference curve
and the fixed budget constraint. At that tangency, the MRSyy is just equal to the two goods’
price ratio, Py/Py—or that bundle such that the rate at which the consumer is just willing
to sacrifice good Y for good X is equal to the rate at which, based on prices, she must
sacrifice good Y for good X.

o If the consumer’s income and the price of all other goods are held constant and the price of
good X is varied, the set of consumer equilibria that results will yield that consumer’s
demand curve for good X. In general, we expect the demand curve to have a negative slope
(the law of demand) because of two influences: income and substitution effects of a decrease
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in price. Normal goods have a negatively sloped demand curve. For normal goods, income
and substitution effects reinforce one another. However, for inferior goods, the income effect
offsets part or all of the substitution effect. In the case of the Giffen good, the income effect of
this very inferior good overwhelms the substitution effect, resulting in a positively sloped
demand curve.

e In accepted microeconomic consumer theory, the consumer is assumed to be able to judge
the value of any given bundle of goods without knowing anything about their prices. Then,
constrained by income and prices, the consumer is assumed to be able to choose the
optimal bundle of goods that is in the set of available options. It is possible to conceive of a
situation in which the consumer cannot truly value a good until the price is known. In these
Veblen goods, the price is used by the consumer to signal the consumer’s status in society.
Thus, to some extent, the higher the price of the good, the more value it offers to the
consumer. In the extreme case, this could possibly result in a positively sloped demand
curve. This result is similar to a Giffen good, but the two goods are fundamentally different.

PRACTICE PROBLEMS!

1. A child indicates that she prefers going to the zoo over the park and prefers going to the
beach over the zoo. When given the choice between the park and the beach, she chooses
the park. Which of the following assumptions of consumer preference theory is she most
likely violating?

A. Nonsatiation
B. Complete preferences
C. Transitive preferences

2. Which of the following ranking systems best describes consumer preferences within a utility
function?
A. Udl
B. Ordinal
C. Cardinal

3. Which of the following statements best explains why indifference curves are generally
convex as viewed from the origin?
A. The assumption of nonsatiation results in convex indifference curves.
B. The marginal rate of substitution of one good for another remains constant along an
indifference curve.
C. The marginal utility gained from one additional unit of a good versus another
diminishes the more one has of the first good.

4. If a consumer’s marginal rate of substitution of good X for good ¥ (MRSxy) is equal to 2,
then the:
A. consumer is willing to give up two units of X for one unit of Y.
B. slope of a line tangent to the indifference curve at that point is 2.
C. slope of a line tangent to the indifference curve at that point is —2.

"These practice problems were written by William Akmentins, CFA (Dallas, Texas, USA).
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5. In the case of two goods, x and y, which of the following statements is most likely true?
Maximum utility is achieved:

A.
B.

C.

6. In

along the highest indifference curve below the budget constraint line.

at the tangency between the highest attainable indifference curve and the budget
constraint line.

when the marginal rate of substitution is equal to the ratio of the price of good y to the
price of good x.

the case of a normal good with a decrease in its own price, which of the following

statements is most likely true?

A.

B.

C.

Both the substitution effect and the income effect lead to an increase in the quantity
purchased.

The substitution effect leads to an increase in the quantity purchased, while the income
effect has no impact.

The substitution effect leads to an increase in the quantity purchased, while the income
effect leads to a decrease.

7. For a Giffen good, the:

A.
B.
C.

demand curve is positively sloped.
substitution effect overwhelms the income effect.
income and substitution effects are in the same direction.

8. Which of the following statements best illustrates the difference between a Giffen good and
a Veblen good?

A.
B.
C.

The Giffen good alone is an inferior good.
Their substitution effects are in opposite directions.
The Veblen good alone has a positively sloped demand curve.
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LEARNING OUTCOMES

After completing this chapter, you will be able to do the following:

Calculate, interpret, and compare accounting profit, economic profit, normal profit, and
economic rent.

Calculate, interpret, and compare total, average, and marginal revenue.

Describe the firm’s factors of production.

Calculate and interpret total, average, marginal, fixed, and variable costs.

Determine and describe breakeven and shutdown points of production.

Explain how economies of scale and diseconomies of scale affect costs.

Describe approaches to determining the profit-maximizing level of output.

Distinguish between short-run and long-run profit maximization.

Distinguish among decreasing-cost, constant-cost, and increasing-cost industries and
describe the long-run supply of each.

Calculate and interpret total, marginal, and average product of labor.

Describe the phenomenon of diminishing marginal returns, and calculate and interpret the
profit-maximizing utilization level of an input.

Determine the optimal combination of resources that minimizes cost.

1. INTRODUCTION

In studying decision making by consumers and businesses, microeconomics gives rise to the
theory of the consumer and the theory of the firm as two branches of study.

The theory of the consumer is the study of consumption—the demand for goods and

services—by utility-maximizing individuals. The theory of the firm, the subject of this
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chapter, is the study of the supply of goods and services by profit-maximizing firms. Con-
ceptually, profit is the difference between revenue and costs. Revenue is a function of selling
price and quantity sold, which are determined by the demand and supply behavior in the
markets into which the firm sells or provides its goods or services. Costs are a function of
the demand and supply interactions in resource markets, such as markets for labor and for
physical inputs. The main focus of this chapter is the cost side of the profit equation
for companies competing in market economies under perfect competition. The next chapter
examines the different types of markets into which a firm may sell its output.

The study of the profit-maximizing firm in a single time period is the essential starting
point for the analysis of the economics of corporate decision making. Furthermore, with the
attention given to earnings by market participants, the insights gained by this study should be
practically relevant. Among the questions this chapter will address are the following:

* How should profit be defined from the perspective of suppliers of capital to the firm?

¢ What is meant by factors of production?

e How are total, average, and marginal costs distinguished, and how is each related to the
firm’s profie?

* What roles do marginal quantities (selling prices and costs) play in optimization?

This chapter is organized as follows: Section 2 discusses the types of profit measures,
including what they have in common, how they differ, and their uses and definitions. Section
3 covers the revenue and cost inputs of the profit equation and the related topics of breakeven
analysis, shutdown point of operation, market entry and exit, cost structures, and scale effects.
In addition, the economic outcomes related to a firm’s optimal supply behavior over the short
run and the long run are presented in this section. A summary and practice problems conclude
the chapter.

2. OBJECTIVES OF THE FIRM

This chapter assumes that the objective of the firm is to maximize profit over the period ahead.
Such analysis provides both tools (e.g., optimization) and concepts (e.g., productivity) that can
be adapted to more complex cases, and also provides a set of results that may offer useful
approximations in practice. The price at which a given quantity of a good can be bought or
sold is assumed to be known with certainty (i.e., the theory of the firm under conditions of
certainty). The main contrast of this type of analysis is to the theory of the firm under
conditions of uncertainty, where prices, and therefore profit, are uncertain. Under market
uncertainty, a range of possible profit outcomes is associated with the firm’s decision to
produce a given quantity of goods or services over a specific time period. Such complex theory
typically makes simplifying assumptions. When managers of for-profit companies have been
surveyed about the objectives of the companies they direct, researchers have often concluded
that (1) companies frequently have multiple objectives; (2) objectives can often be classified as
focused on profitability (e.g., maximizing profits, increasing market share) or on controlling
risk (e.g., survival, stable earnings growth); and (3) managers in different countries may have
different emphases.

Finance experts frequently reconcile profitability and risk objectives by stating that the
objective of the firm is, or should be, shareholder wealth maximization (i.e., to maximize the
market value of shareholders’ equity). This theory states that firms try, or should try, to
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increase the wealth of their owners (shareholders) and that market prices balance returns
against risk. However, complex corporate objectives may exist in practice. Many analysts view
profitability as the single most important measure of business performance. Without profit,
the business eventually fails; with profit, the business can survive, compete, and prosper. The
question is: What is profit? Economists, accountants, investors, financial analysts, and reg-
ulators view profit from different perspectives. The starting point for anyone who is doing
profit analysis is to have a solid grasp of how various forms of profit are defined and how to
interpret the profit based on these different definitions.

By defining profit in general terms as the difference between total revenue and total costs,
profit maximization involves the following expression:

I =7R— TC (3-1)

where II is profit, TR is total revenue, and 7C is total costs. 7C can be defined as accounting
costs or economic costs, depending on the objectives and requirements of the analyst for
evaluating profit. The characteristics of the product market, where the firm sells its output or
services, and of the resource market, where the firm purchases resources, play an important
role in the determination of profit. Key variables that determine 7C are the level of output, the
firm’s efficiency in producing that level of output when utilizing inputs, and resource prices as
established by resource markets. 7R is a function of output and product price as determined
by the firm’s product market.

2.1. Types of Profit Measures

The economics discipline has its own concept of profit, which differs substantially from what
accountants consider profit. There are thus two basic types of profit—accounting and eco-
nomic—and analysts need to be able to interpret each correctly and to understand how they
are related to each other. In the theory of the firm, however, profir without further qualifi-
cation refers to economic profit.

2.1.1. Accounting Profit

Accounting profit is generally defined as net income reported on the income statement
according to standards established by private and public financial oversight bodies that
determine the rules for calculating accounting profit. One widely accepted definition of
accounting profit—also known as net profit, net income, or net earnings—states that it equals
revenue less all accounting (or explicit) costs. Accounting or explicit costs are payments to
nonowner parties for services or resources that they supply to the firm. Often referred to as the
“bottom line” (the last income figure in the income statement), accounting profit is what is left
after paying all accounting costs—regardless of whether the expense is a cash outlay. When
accounting profit is negative, it is called an accounting loss. Equation 3-2 summarizes the
concept of accounting profit:

Accounting profit = Total revenue — Total accounting costs (3-2)

When defining profit as accounting profit, the 7C term in Equation 3-1 becomes total
accounting costs, which include only the explicit costs of doing business. Let us consider two
businesses: a start-up company and a publicly traded corporation. Suppose that for the start-
up, total revenue in the business’s first year is €3,500,000 and total accounting costs are
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€3,200,000. Accounting profit is €3,500,000 — €3,200,000 = €300,000. The corresponding
calculation for the publicly traded corporation, let us suppose, is $50,000,000 — $48,000,000 =
$2,000,000. Note that total accounting costs in either case include interest expense—which
represents the return required by suppliers of debt capital—because interest expense is an
explicit cost.

2.1.2. Economic Profit and Normal Profit

Economic profit (also known as abnormal profit or supernormal profit) may be defined
broadly as accounting profit less the implicit opportunity costs not included in total
accounting costs:

Economic profit = Accounting profit — Total implicit opportunity costs (3-3a)

We can define a term, economic cost, equal to the sum of total accounting costs and
implicit opportunity costs. Economic profit is therefore equivalently defined as:

Economic profit = Total revenue — Total economic costs (3-3b)

For publicly traded corporations, the focus of investment analysts’ work, the cost of
equity capital is the largest and most readily identified implicit opportunity cost omitted in
calculating total accounting cost. Consequently, economic profit can be defined for publicly
traded corporations as accounting profit less the required return on equity capital.

Examples will make these concepts clearer. Consider the start-up company for which
we calculated an accounting profit of €300,000 and suppose that the entrepreneurial executive
who launched the start-up took a salary reduction of €100,000 per year relative to the job
he left. That €100,000 is an opportunity cost of involving him in running the start-up.
Besides labor, financial capital is a resource. Suppose that the executive, as sole owner, makes
an investment of €1,500,000 to launch the enterprise and that he might otherwise
expect to earn €200,000 per year on that amount in an investment with similar risk. Total
implicit opportunity costs are €100,000 4 €200,000 =€300,000 per year and economic
profit is zero: €300,000 — €300,000 = €0. For the publicly traded corporation, we consider
the cost of equity capital as the only implicit opportunity cost identifiable. Suppose that equity
investment is $18,750,000 and shareholders’ required rate of return is 8 percent so that
the dollar cost of equity capital is $1,500,000. Economic profit for the publicly traded cor-
poration is therefore $2,000,000 (accounting profit) less $1,500,000 (cost of equity capital)
or $500,000.

For the start-up company, economic profit was zero. Total economic costs were just
covered by revenues, and the company was not earning a euro more or less than the amount
that met the opportunity costs of the resources used in the business. Economists would say the
company was earning a normal profit (economic profit of zero). In simple terms, normal
profit is the level of accounting profit needed to just cover the implicit opportunity costs
ignored in accounting costs. For the publicly traded corporation, normal profit was
$1,500,000: normal profit can be taken to be the cost of equity capital (in money terms) for
such a company or the dollar return required on an equal investment by equity holders in an
equivalently risky alternative investment opportunity. The publicly traded corporation actually
earned $500,000 in excess of normal profit, which should be reflected in the common shares’
market price.
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Thus, the following expression links accounting profit to economic profit and normal
profit:

Accounting profit = Economic profit + Normal profit (3-4)

When accounting profit equals normal profit, economic profit is zero. Further, when
accounting profit is greater than normal profit, economic profit is positive; and when accounting
profit is less than normal profit, economic profit is negative (the firm has an economic loss).

Economic profit for a firm can originate from sources such as:

e Competitive advantage.

¢ Exceptional managerial efficiency or skill.

¢ Difficult-to-copy technology or innovation (e.g., patents, trademarks, and copyrights).
¢ Exclusive access to less expensive inputs.

¢ Fixed supply of an output, commodity, or resource.

o Preferential treatment under governmental policy.

e Large increases in demand where supply is unable to respond fully over time.

¢ Exertion of monopoly power (price control) in the market.

¢ Market barriers to entry that limit competition.

Any of these factors may lead the firm to have positive net present value (NPV)
investment opportunities. Access to positive NPV opportunities and therefore profit in excess
of normal profits in the short run may or may not exist in the long run, depending on the
potential strength of competition. In highly competitive market situations, firms tend to earn
the normal profit level over time because ease of market entry allows for other competing firms
to compete away any economic profit over the long run. Economic profit that exists over the
long run is usually found where competitive conditions persistently are less than perfect in
the market.

2.1.3. Economic Rent

The surplus value known as economic rent results when a particular resource or good is fixed
in supply (with a vertical supply curve) and market price is higher than what is required to
bring the resource or good onto the market and sustain its use. Essentially, demand determines
the price level and the magnitude of economic rent that is forthcoming from the market.
Exhibit 3-1 illustrates this concept, where P; is the price level that yields a normal profit return
to the business that supplies the item. When demand increases from Demand; to Demand,,
price rises to P,, where at this higher price level economic rent is created. The amount of this
economic rent is calculated as (P, — P;) X Q;. The firm has not done anything internally to
merit this special reward: It benefits from an increase in demand in conjunction with a supply
curve that does not fully adjust with an increase in quantity when the price rises.

Because of their limited availability in nature, certain resources—such as land and spe-
cialty commodities—possess highly inelastic supply curves in both the short run and the long
run (shown in Exhibit 3-1 as a vertical supply curve). When supply is relatively inelastic, a
high degree of market demand can result in pricing that creates economic rent. This economic
rent results from the fact that when price increases, the quantity supplied does not change or,
at the most, increases only slightly. This is because of the fixation of supply by nature or by
such artificial constraints as government policy.
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EXHIBIT 3-1 Economic Rent

Price

Supply

Demand,

Demand,

Q Q Quantity of Output

How is the concept of economic rent useful in financial analysis? Commodities or
resources that command economic rent have the potential to reward equity investors more
than what is required to attract their capital to that activity, resulting in greater shareholders’
wealth. Evidence of economic rent attracts additional capital funds to the economic endeavor.
This new investment capital increases shareholders’ value as investors bid up share prices of
existing firms. Any commodity, resource, or good that is fixed or nearly fixed in supply has the
potential to yield economic rent. From an analytical perspective, one can obtain industry
supply data to calculate the elasticity of supply, which measures the sensitivity of quantity
supplied to a change in price. If quantity supplied is relatively unresponsive (inelastic) to price
changes, then a potential condition exists in the market for economic rent. A reliable forecast
of changes in demand can indicate the degree of any economic rent that is forthcoming from
the market in the future. When one is analyzing fixed or nearly fixed supply markets (e.g.,
gold), a fundamental comprehension of demand determinants is necessary to make rational
financial decisions based on potential economic rent.

EXAMPLE 3-1 Economic Rent and Investment
Decision Making

The following market data show the global demand, global supply, and price on an
annual basis for gold over the period 2006-2008. Based on the data, what observation
can be made about market demand, supply, and economic rent?
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Percent Change

Year 2006 2007 2008 2006-2008
Supply (in metric tons) 3,569 3,475 3,508 —-1.7
Demand (in metric tons) 3,423 3,552 3,805 +11.2
Average spot price (in US$) 603.92 695.39 871.65 +44.3

Source: GFMS Ltd and World Gold Council.

Solution: The amount of total gold supplied to the world market over this period
actually declined slightly by 1.7 percent during a period when there was a double-digit
increase of 11.2 percent in demand. As a consequence, the spot price dramatically
increased by 44.3 percent. Economic rent resulted from this market relationship of a
relatively fixed supply of gold and a rising demand for it.

2.2. Comparison of Profit Measures

All three types of profit are interconnected because, according to Equation 3-4, accounting
profit is the summation of normal and economic profit. In the short run, the normal profit
rate is relatively stable, which makes accounting and economic profit the two variable terms
in the profit equation. Over the longer term, all three types of profit are variable, where the
normal profit rate can change according to investment returns across firms in the industry.

Normal profit is necessary to stay in business in the long run; positive economic profit is
not. A business can survive indefinitely by just making the normal profit return for investors.
Failing to earn normal profits over the long run has a debilitating impact on the firm’s ability
to access capital and to function properly as a business enterprise. Consequentially, the market
value of equity and shareholders’ wealth deteriorates whenever risk to achieving normal profit
materializes and the firm fails to reward investors for their risk exposure and for the oppor-
tunity cost of their equity capital.

To summarize, the ultimate goal of analyzing the different types of profit is to determine
how their relationships to one another influence the firm’s market value of equity. Exhibit 3-2
compares accounting, normal, and economic profits in terms of how a firm’s market value of
equity is impacted by the relationships among the three types of profit.

EXHIBIT 3-2 Relationship of Accounting, Normal, and Economic Profit to Equity Value

Relationship between Accounting Firm’s Market
Profit and Normal Profit Economic Profit Value of Equity
Accounting profit > Normal profit Economic profit >0 and Positive effect

firm is able to protect economic
profit over the long run

Accounting profit = Normal profit Economic profit=0 No effect

Accounting profit < Normal profit Economic profit <0 and Negative effect
implies economic loss
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3. ANALYSIS OF REVENUE, COSTS, AND PROFITS

To fully comprehend the dimensions of profit maximization, one must have a detailed
understanding of the revenue and cost variables that determine profit.

Revenue and cost flows are calculated in terms of total, average, and marginal. A total is
the summation of all individual components. For example, total cost is the summation of all
costs that are incurred by the business. Total revenue is the sum of the revenues from all the
business’s units. In the theory of the firm, averages and marginals are calculated with respect to
the quantity produced and sold in a single period (as opposed to averaging a quantity over a
number of time periods). For example, average revenue is calculated by dividing total revenue
by the number of items sold. To calculate a marginal term, take the change in the total and
divide by the change in the quantity number.

Exhibit 3-3 shows a summary of the terminology and formulas pertaining to profit max-
imization, where profit is defined as total revenue minus total economic costs. Note that the
definition of profit is the economic version, which recognizes that the implicit opportunity
costs of equity capital, in addition to explicit accounting costs, are economic costs. The first main
category consists of terms pertaining to the revenue side of the profit equation: total revenue,
average revenue, and marginal revenue. Cost terms follow with an overview of the different types
of costs—total, average, and marginal.

EXHIBIT 3-3 Summary of Profit, Revenue, and Cost Terms

Term Calculation

Profit

(Economic) profit Total revenue minus total economic cost; 7R — 7C

Revenue

Total revenue (TR) Price times quantity (P X Q), or the sum of individual units sold times

their respective prices; £(P; X Q)

Average revenue (AR) Total revenue divided by quantity; 7R+ Q

Marginal revenue (MR) Change in total revenue divided by change in quantity; ATR+ AQ
Costs

Total fixed cost (TFC) Sum of all fixed expenses; here defined to include all opportunity costs
Total variable cost (TVC) Sum of all variable expenses, or per unit variable cost times quantity;

per-unit VC X Q
Total costs (TC) Total fixed cost plus total variable cost; TFC+ TVC
Average fixed cost (AFC) Total fixed cost divided by quantity; 7FC + Q
Average variable cost (AVC)  Total variable cost divided by quantity; 7VC + Q
Average total cost (ATC) Total cost divided by quantity; (7C + Q) or (AFC+ AVC)
Marginal cost (MC) Change in total cost divided by change in quantity; ATC+ AQ
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3.1. Profit Maximization

In free markets—and even in regulated market economies—profit maximization tends to
promote economic welfare and a higher standard of living, and creates wealth for investors.
Profit motivates businesses to use resources efficiently and to concentrate on activities in which
they have a competitive advantage. Most economists believe that profit maximization pro-
motes allocational efficiency—that resources flow into their highest-valued uses.

Overall, the functions of profit are as follows:

¢ Rewards entrepreneurs for risk taking when pursuing business ventures to satisfy consumer
demand.

¢ Allocates resources to their most efficient use; input factors flow from sectors with economic
losses to sectors with economic profit, where profit reflects goods most desired by society.

¢ Spurs innovation and the development of new technology.

e Stimulates business investment and economic growth.

There are three approaches to calculate the point of profit maximization. First, given that
profit is the difference between total revenue and total costs, maximum profit occurs at the
output level where this difference is the greatest. Second, maximum profit can also be cal-
culated by comparing revenue and cost for each individual unit of output that is produced
and sold. A business increases profit through greater sales as long as per-unit revenue exceeds
per-unit cost on the next unit of output sold. Profit maximization takes place at the point
where the last individual output unit breaks even. Beyond this point, total profit decreases
because the per-unit cost is higher than the per-unit revenue from successive output units.
A third approach compares the revenue generated by each resource unit with the cost of that
unit. Profit contribution occurs when the revenue from an input unit exceeds its cost. The
point of profit maximization is reached when resource units no longer contribute to profit. All
three approaches yield the same profit-maximizing quantity of output. (These approaches will
be explained in greater detail later.)

Because profit is the difference between revenue and cost, an understanding of profit
maximization requires that we examine both of those components. Revenue comes from the
demand for the firm’s products, and cost comes from the acquisition and utilization of
the firm’s inputs in the production of those products.

3.1.1. Total, Average, and Marginal Revenue
This section briefly examines demand and revenue in preparation for addressing cost. Unless
the firm is a pure monopolist (i.c., the only seller in its market), there is a difference between
market demand and the demand facing an individual firm. The next chapter devotes much
more time to understanding the various competitive environments (perfect competition,
monopolistic competition, oligopoly, and monopoly), known as market structure. To keep
the analysis simple at this point, we note that competition could be either perfect or imperfect.
In perfect competition, the individual firm has virtually no impact on market price, because
it is assumed to be a very small seller among a very large number of firms selling essendially
identical products. Such a firm is called a price taker. In the second case, the firm does have at
least some control over the price at which it sells its product because it must lower its price to
sell more units.

Exhibit 3-4 presents total, average, and marginal revenue data for a firm under the
assumption that the firm is price taker at each relevant level of quantity of goods sold.
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EXHIBIT 3-4 Total, Average, and Marginal Revenue under Perfect Competition

Quantity Sold (Q) Price (P) Total Revenue (TR) Average Revenue (AR) Marginal Revenue (MR)

0 100 0 — —
1 100 100 100 100
2 100 200 100 100
3 100 300 100 100
4 100 400 100 100
5 100 500 100 100
6 100 600 100 100
7 100 700 100 100
8 100 800 100 100
9 100 900 100 100
10 100 1,000 100 100

EXHIBIT 3-5 Total Revenue, Average Revenue, and Marginal Revenue under Perfect Competition

Total Revenue MR, AR, Price
TR,
2,000 [ enemeneme :
: \ TR, 200 P,= MR, = AR, = Demand,
1,000 foveneenennss o d T T
: 100 P, = MR, = AR, = Demand,
500 [ eneee s :
Q 5 10  Quantity Q Quantity
of Output of Output

Consequently, the individual seller faces a horizontal demand curve over relevant output
ranges at the price level established by the market (see Exhibit 3-5). The seller can offer any
quantity at this set market price without affecting price. In contrast, imperfect competition is
where an individual firm has enough share of the market (or can control a certain segment of
the market) and is therefore able to exert some influence over price. Instead of a large number of
competing firms, imperfect competition involves a smaller number of firms in the market
relative to perfect competition and in the extreme case only one firm (i.e., monopoly). Under
any form of imperfect competition, the individual seller confronts a negatively sloped demand
curve, where price and the quantity demanded by consumers are inversely related. In this case,
price to the firm declines when a greater quantity is offered to the market; price to the firm
increases when a lower quantity is offered to the market. This is shown in Exhibits 3-6 and 3-7.



Chapter 3 Demand and Supply Analysis: The Firm

99

EXHIBIT 3-6 Total Revenue, Average Revenue, and Marginal Revenue under
Imperfect Competition

Revenue

Q Q Quantity of Output

Revenue, Price

P = AR = Demand

Q Q '\MR Quantity of Output

EXAMPLE 3-2 Calculation and Interpretation of Total,
Average, and Marginal Revenue under Imperfect Competition

Given quantity and price data in the first two columns of Exhibit 3-7, total revenue,
average revenue, and marginal revenue can be calculated for a firm that operates under
imperfect competition.

Describe how total revenue, average revenue, and marginal revenue change as
quantity sold increases from 0 to 10 units.

Solution: Total revenue increases with a greater quantity, but the rate of increase in 7R
(as measured by marginal revenue) declines as quantity increases. Average revenue and
marginal revenue decrease when output increases, with MR falling faster than price and
AR. Average revenue is equal to price at each quantity level. Exhibit 3-8 shows the
relationships among the revenue variables presented in Exhibit 3-7.




100 Economics for Investment Decision Makers

EXHIBIT 3-7 Total, Average, and Marginal Revenue under Imperfect Competition

Quantity (Q) Price (P) Total Revenue (7R) Average Revenue (AR) Marginal Revenue (MR)

0 100 0 — —
1 99 99 99 99
2 98 196 98 97
3 97 291 97 95
4 96 384 96 93
5 95 475 95 91
6 94 564 94 89
7 93 651 93 87
8 92 736 92 85
9 91 819 91 83
10 90 900 90 81

EXHIBIT 3-8 Total Revenue, Average Revenue, and Marginal Revenue for Exhibit 3-7 Data

Total Revenue

O f e oo v eoenonssesusontnonstectssstacasseststotronstotrsastronstectotiteoatsetretetrerstrtronttrorstas .
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384 ....................................... q .
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196 bovvvnnrennenennnnes .
99 ......... - N
0 . . . N . M N
Qo 1 2 3 4 5 6 7 8 9 10
Quantity of Output

90 - P = AR = Demand

MR
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The quantity or quantity demanded variable is the amount of the product that consumers
are willing and able to buy at each price level. The quantity sold can be affected by the business
through such activities as sales promotion, advertising, and competitive positioning of the product
that would take place under the market model of imperfect competition. Under perfect com-
petition, however, total quantity in the market is influenced strictly by price, whereas nonprice
factors are not important. Once consumer preferences are established in the market, price
determines the quantity demanded by buyers. Together, price and quantity constitute the firm’s
demand curve, which becomes the basis for calculating the total, average, and marginal revenue.

In Exhibit 3-4, price is the market price as established by the interactions of the market
demand and supply factors. Since the firm is a price taker, price is fixed at 100 at all levels
of output.

Total revenue (7R) is tabulated as price times the quantity of units sold. At one unit, 7R
is 100 (calculated as 100 X 1 unit); at 10 units it is 1,000 (calculated as 100 X 10 units). At
zero quantity, obviously, total revenue is always zero. Under perfect competition, for each
increment in quantity, total revenue increases by the price level, which is constant to the firm.
This relationship is shown in Exhibit 3-4—where the increase in total revenue from one
quantity to the next equals 100, which is equal to the price.

Average revenue (AR) is quantity sold divided into total revenue. The mathematical
outcome of this calculation is simply the price that the firm receives in the market for selling
a given quantity. For any firm that sells at a uniform price, average revenue will equal price.
For example, AR at three units is 100 (calculated as 300 + 3 units); at eight units it is also 100
(calculated as 800 =+ 8 units).

Marginal revenue (MR) is the change in total revenue divided by the change in quantity
sold; it is simply the additional revenue from selling one more unit. For example, in Exhibit 3-4,
MR at four units is 100 [calculated as (400 — 300) = (4 — 3)]; at nine units it is also 100
[calculated as (900 — 800) + (9 — 8)]. In a competitive market in which price is constant to
the individual firm regardless of the amount of output offered, marginal revenue is equal
to average revenue, where both are the same as the market price. Reviewing the revenue data in
Exhibit 3-4, price, average revenue, and marginal revenue are all equal to 100. In the case of
imperfect competition, MR declines with greater output and is less than AR at any positive
quantity level, as will become clear with Exhibit 3-7.

Exhibit 3-5 graphically displays the revenue data from Exhibit 3-4. For an individual firm
operating in a market setting of perfect competition, MR equals AR and both are equal to a
price that stays the same across all levels of output. Because price is fixed to the individual
seller, the firm’s demand curve is a horizontal line at the point where the market sets the price.
In Exhibit 3-5, at a price of 100, P; = MR, = AR, = Demand;. Marginal revenue, average
revenue, and the firm’s price remain constant until market demand and supply factors cause a
change in price. For instance, if price increases to 200 because of an increase in market
demand, the firm’s demand curve shifts from Demand; to Demand, with corresponding
increases in MR and AR as well. Total revenue increases from 7R; to 7R, when price increases
from 100 to 200. At a price of 100, total revenue at 10 units is 1,000; however, at a price of
200, total revenue would be 2,000 for 10 units.

Exhibit 3-6 graphically illustrates the general shapes and relationships for 7R, AR, and
MR under imperfect competition. MR is positioned below the price and AR lines. 7R peaks
when MR equals zero at point Q.

3.1.2. Factors of Production
Revenue generation occurs when output is sold in the market. However, costs are incurred
before revenue generation takes place as the firm purchases resources, or what are commonly
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known as the factors of production, in order to produce a product or service that will be
offered for sale to consumers. Factors of production, the inputs to the production of goods and
services, include:

e Land, as in the site location of the business.

 Labor, which consists of the inputs of skilled and unskilled workers as well as the inputs of
firms’ managers.

 Capital, which in this context refers to physical capital—such tangible goods as equipment,
tools, and buildings. Capital goods are distinguished as inputs to production that are
themselves produced goods.

 Materials, which in this context refer to any goods the business buys as inputs to its pro-
duction process."

For example, a business that produces solid wood office desks needs to acquire lumber
and hardware accessories as raw materials and hire workers to construct and assemble the desks
using power tools and equipment. The factors of production are the inputs to the firm’s
process of producing and selling a product or service where the goal of the firm is to maximize
profit by satisfying the demand of consumers. The types and quantities of resources or factors
used in production, their respective prices, and how efficiently they are employed in the
production process determine the cost component of the profit equation.

Clearly, in order to produce output, the firm needs to employ factors of production.
While firms may use many different types of labor, capital, raw materials, and land, an analyst
may find it more convenient to limit attention to a more simplified process in which only
the two factors, capital and labor, are employed. The relationship between the flow of output
and the two factors of production is called the production function, and it is represented
generally as:

Q=f(K.1) (3-5)

where Q is the quantity of output, K is capital, and L is labor. The inputs are subject to the
constraint that K=0 and L= 0. A more general production function is stated as:

Q=f(x1,x,...x:) (3-6)

where x,, represents the quantity of the nth input subject to x,, =0 for » number of different
inputs. Exhibit 3-9 illustrates the shape of a typical input—output relationship using labor (Z)
as the only variable input (all other input factors are held constant). The production function
has three distinct regions where both the direction of change and the rate of change in total
product (7P or Q, quantity of output) vary as production changes. Regions 1 and 2 have
positive changes in 7P as labor is added, but the change turns negative in Region 3. Moreover,
in Region 1 (Lo to L;), TP is increasing at an increasing rate, typically because specialization
allows laborers to become increasingly productive. In Region 2, however, (L; to L;), TP is

"Because this factor may include such processed materials as steel and plastic that the firm purchases as
inputs to production, the name materials was chosen in preference to another (traditional) name for this
factor, raw materials. Candidates may encounter a number of variations in the classification and
terminology for the factors of production.
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EXHIBIT 3-9 A Firm’s Production Function

Total Product
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L, L L, Quantity of Labor

increasing at a decreasing rate because capital is fixed, and labor experiences diminishing
marginal returns. The firm would want to avoid Region 3 if at all possible because total
product or quantity would be declining rather than increasing with additional input: There is
so little capital per unit of labor that additional laborers would possibly get in each other’s way.
Point A is where 7P is maximized.

EXAMPLE 3-3 Factors of Production

A group of business investors are in the process of forming a new enterprise that will
manufacture shipping containers to be used in international trade.

1. What decisions about factors of production must the start-up firm make in
beginning operations?

2. What objective should guide the firm in its purchase and use of the production
factors?

Solution to 1: The entrepreneurs must decide where to locate the manufacturing facility
in terms of an accessible site (land) and building (physical capital), what to use in the
construction of the containers (materials), and what labor input to use.

Solution ro 2: Overall, any decision involving the input factors should focus on how that
decision affects costs, profitability, and risk such that shareholders’ wealth is maximized.

3.1.3. Total, Average, Marginal, Fixed, and Variable Costs
Exhibit 3-10 shows the graphical relationships among total costs, total fixed cost, and total
variable cost. The curve for total costs is a parallel shift of the total variable cost curve and
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EXHIBIT 3-10 Total Costs, Total Variable Cost, and Total Fixed Cost
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EXHIBIT 3-11 Average Total Cost, Average Variable Cost, and Average Fixed Cost

Cost ATC

per
Unit
AVC

always lies above the total variable cost curve by the amount of total fixed cost. At zero
production, total costs are equal to total fixed cost because total variable cost at this output
level is zero.

Exhibit 3-11 shows the cost curve relationships among A7C, AVC, and AFC in the short
run. (In the long run, the firm will have different ATC, AVC, and AFC cost curves when all
inputs are variable, including technology, plant size, and physical capital.) The difference
between ATC and AVC at any output quantity is the amount of AFC. For example, at Q; the
distance between ATC and AVC is measured by the value of A, which equals the amount of
fixed cost as measured by amount B at Q. Similarly, at Q,, the distance between A7C and
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AVC of X equals amount Y of AFC. The vertical distance between A7C and AVC is exactly
equal to the height of AFC at each quantity. Both average total cost and average variable cost
take on a bowl-shaped pattern in which each curve initially declines, reaches a minimum-cost
output level, and then increases after that point. Point S, which corresponds to Qv is the
minimum point on the AVC (such as two units in the next table). Similarly, point 7, which
corresponds to Q47 is the minimum point on A7C (such as three units in the table). As
shown in Exhibit 3-11, when output increases, average fixed cost declines as AFC approaches
the horizontal quantity axis.

Exhibit 3-12 displays the cost curve relationships for ATC, AVC, and MC in the short
run. The marginal cost curve intersects both the A7C and AVC at their respective minimum
points. This occurs at points S and 7, which correspond to Quyc and Qy7¢, respectively.
Mathematically, when marginal cost is less than average variable cost, AVC will be decreasing.
The opposite occurs when MC is greater than AVC. For example, in Exhibit 3-13, AVC begins
to increase beyond two units, where MC exceeds AVC. The same relationship holds true for
MC and ATC. Referring again to Exhibit 3-13, A7C declines up to three units when MC is
less than ATC. After three units, A7C increases as MC exceeds ATC. Initially, the marginal
cost curve declines, but at some point it begins to increase in reflection of an increasing rate of
change in total costs as the firm produces more output. Point R (Exhibit 3-12), which cor-
responds to Qs is the minimum point on the marginal cost curve.

Exhibit 3-13 shows an example of how total, average, and marginal costs are derived.
Total costs are calculated by summing total fixed cost and total variable cost. Marginal cost is
derived by taking the change in total costs as the quantity variable changes.

Exhibit 3-14 graphically displays the data for total costs, total variable cost, and total fixed
cost from the table in Exhibit 3-13.

Total costs (7C) are the summation of all costs, where costs are classified according to
fixed or variable. Total costs increase as the firm expands output and decrease when pro-
duction is cut. The rate of increase in total costs declines up to a certain output level and,
thereafter, accelerates as the firm gets closer to full utilization of capacity. The rate of change in
total costs mirrors the rate of change in total variable cost. In Exhibit 3-13, 7C at five units is

EXHIBIT 3-12 Average Total Cost, Average Variable Cost, and Marginal Cost

MC ATC
Cost

per
Unit

I
I
1
Q Que Quve  Qure Quantity of Output
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EXHIBIT 3-13 Total, Average, Marginal, Fixed, and Variable Costs

Average Total Average Average
Quantity Total Fixed Fixed Cost ~ Variable Variable Total ~ Total Cost Marginal
(Q Cost" (TFC)  (AFC)  Cost (TVC) Cost (AVC) Costs (TC)  (ATC)  Cost (MC)
0 100 — 0 — 100 — —
1 100 100.0 50 50.0 150 150.0 50
2 100 50.0 75 37.5 175 87.5 25
3 100 33.3 125 41.7 225 75.0 50
4 100 25.0 210 52.5 310 77.5 85
5 100 20.0 300 60.0 400 80.0 90
6 100 16.7 450 75.0 550 91.7 150
7 100 14.3 650 92.9 750 107.1 200
8 100 12.5 900 112.5 1,000 125.0 250
9 100 11.1 1,200 133.3 1,300 144.4 300
10 100 10.0 1,550 155.0 1,650 165.0 350

“Includes all opportunity costs.

EXHIBIT 3-14 Total Costs, Total Variable Cost, and Total Fixed Cost for Exhibit 3-13 Data

1,800
1,600
1,400
1,200

1,000

Cost

800
600
400

200

0

Quantity of Output

400—of which 300 is variable cost and 100 is fixed cost. At 10 units, total costs are 1,650,
which is the sum of 1,550 in variable cost and 100 in fixed cost.

Total fixed cost (7FC) is the summation of all expenses that do not change when
production varies. It can be a sunk or unavoidable cost that a firm has to cover regardless of
whether it produces anything at all, or it can be a cost that stays the same over a range of
production but can change to another constant level when production moves outside of that
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range. The latter is referred to as a quasi-fixed cost, although it remains categorized as part of
TFC. Examples of fixed costs are debt service, real estate lease agreements, and rental con-
tracts. Quasi-fixed cost examples would be certain udilities and administrative salaries
that could be avoided or be lower when output is zero but would assume higher constant
values over different production ranges. Normal profit is considered to be a fixed cost because
it is a return required by investors on their equity capital regardless of output level. At zero
output, total costs are always equal to the amount of total fixed cost that is incurred at
this production point. In Exhibit 3-13, total fixed cost remains at 100 throughout the entire
production range.

Other fixed costs evolve primarily from investments in such fixed assets as real estate,
production facilities, and equipment. As a firm grows in size, fixed asset expansion occurs
along with a related increase in fixed cost. However, fixed cost cannot be arbitrarily cut when
production declines. Regardless of the volume of output, an investment in a given level of
fixed assets locks the firm into a certain amount of fixed cost that is used to finance the
physical capital base, technology, and other capital assets. When a firm downsizes, the last
expense to be cut is usually fixed cost.

Total variable cost (7VC), which is the summation of all variable expenses, has a
direct relationship with quantity. When quantity increases, total variable cost increases;
total variable cost declines when quantity decreases. At zero production, total variable cost
is always zero. Variable cost examples are payments for labor, raw materials, and supplies.
As indicated earlier, total costs mirror total variable cost, with the difference being a
constant fixed cost. The change in total variable cost (which defines marginal cost) declines
up to a certain output point and then increases as production approaches capacity limits.
In Exhibit 3-13, total variable cost increases with an increase in quantity. However, the
change from one to two units is 25, calculated as (75 — 50); the change from 9 to 10 units
is 350, calculated as (1,550 — 1,200).

Another approach to calculating total variable cost is to determine the variable cost per
unit of output and multiply this cost figure by the number of production units. Per-unit
variable cost is the cost of producing each unit exclusive of any fixed cost allocation to pro-
duction units. One can assign variable cost individually to units or derive an average variable
cost per unit.

Whenever a firm initiates a downsizing, retrenchment, or defensive strategy, variable cost
is the first to be considered for reduction, given its variability with output. However, variable
cost is reducible only so far because all firms have to maintain a minimum amount of labor
and other variable resources to function effectively.

Exhibit 3-15 illustrates the relationships among marginal cost, average total cost, average
variable cost, and average fixed cost for the data presented in Exhibit 3-13.

Dividing total fixed cost by quantity yields average fixed cost (AFC), which decreases
throughout the production span. A declining average fixed cost reflects spreading a constant
cost over more and more production units. At high production volumes, AFC may be so low
that it is a small proportion of average total cost. In Exhibit 3-13, AFC declines from 100 at
one unit to 20 at five units, and then to 10 at an output level of 10 units.

Average variable cost (AVC) is derived by dividing total variable cost by quantity. For
example, average variable cost at five units is (300 + 5) or 60. Over an initial range of pro-
duction, average variable cost declines and then reaches a minimum point. Thereafter, cost
increases as the firm utilizes more of its production capacity. This higher cost results primarily
from production constraints imposed by the fixed assets at higher volume levels. The mini-
mum point on the AVC coincides with the lowest average variable cost. However, the min-
imum point on the AVC does not correspond to the least-cost quantity for average total cost.
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EXHIBIT 3-15 Average Total Cost, Average Variable Cost, Average Fixed Cost, and Marginal Cost
for Exhibit 3-13 Data
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In Exhibit 3-13, average variable cost is minimized at two units, whereas average total cost is
the lowest at three units.

Average total cost (A7C) is calculated by dividing total costs by quantity or by summing
average fixed cost and average variable cost. For instance, in Exhibit 3-13, at eight units A7C
is 125, calculated as (1,000 + 8) or (AFC+ AVC=12.5+ 112.5). Average total cost is often
referenced as per-unit cost and is frequently called average cost. The minimum point on the
average total cost curve defines the output level that has the least cost. The cost-minimizing
behavior of the firm would dictate operating at the minimum point on its A7C curve.
However, the quantity that maximizes profit (such as Qs in the next diagram) may not
correspond to the ATC-minimum point. The minimum point on the A7C curve is consistent
with maximizing profit per unit, but it is not necessarily consistent with maximizing total
profit. In Exhibit 3-13, the least-cost point of production is three units; A7C is 75, derived as
(225 + 3) or (33.3 +41.7). Any other production level results in a higher ATC.

Marginal cost (MC) is the change in total cost divided by the change in quantity.
Marginal cost also can be calculated by taking the change in total variable cost and dividing by
the change in quantity. It represents the cost of producing an additional unit. For example,
at nine units marginal cost is 300, calculated as (1,300 — 1,000) + (9 — 8). Marginal cost
follows a J-shaped pattern whereby cost initially declines but turns higher at some point in
reflection of rising costs at higher production volumes. In Exhibit 3-13, MC is the lowest at
two units of output with a value of 25, derived as (175 — 150) + (2 — 1).

Exhibit 3-17 displays the firm’s supply curve, shutdown point, and breakeven level of
operation under perfect competition in the short run. The firm’s short-run supply curve is
the bold section of the marginal cost curve that lies above the minimum point (point A) on the
average variable cost curve. If the firm operates below this point (for example between C and
A), it shuts down because of its inability to cover variable costs in full. Between points A
and B, the firm can operate in the short run because it is meeting variable cost payments even
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EXAMPLE 3-4 Calculation and Interpretation of Total,
Average, Marginal, Fixed, and Variable Costs

The first three columns of Exhibit 3-16 display data on quantity, total fixed cost, and
total variable cost, which are used to calculate total costs, average fixed cost, average
variable cost, average total cost, and marginal cost. Interpret the results for total,
average, marginal, fixed, and variable costs.

EXHIBIT 3-16 Total, Average, Marginal, Fixed, and Variable Costs

Q TFC* ae AFC AVC e ATC MC

0 5,000 0 — — 5,000 — —
1 5,000 2,000 5,000.0 2,000 7,000 7,000.0 2,000
2 5,000 3,800 2,500.0 1,900 8,800 4,400.0 1,800
3 5,000 5,400 1,666.7 1,800 10,400 3,466.7 1,600
4 5,000 8,000 1,250.0 2,000 13,000 3,250.0 2,600
5 5,000 11,000 1,000.0 2,200 16,000 3,200.0 3,000
6 5,000 15,000 833.3 2,500 20,000 3,333.3 4,000
7 5,000 21,000 714.3 3,000 26,000 3,714.3 6,000
8 5,000 28,800 625.0 3,600 33,800 4,225.0 7,800
9 5,000 38,700 555.6 4,300 43,700 4,855.6 9,900
10 5,000 51,000 500.0 5,100 56,000 5,600.0 12,300

“Includes all opportunity costs.

Solution: Total fixed cost remains unchanged at 5,000 throughout the entire production
range, while average fixed cost continuously declines from 5,000 at one unit to 500 by 10
units. Both average variable cost and marginal cost initially decline and then reach their
lowest level at three units, with costs of 1,800 and 1,600, respectively. Beyond three
units, both average variable cost and marginal cost increase, indicating that the cost of
production rises with greater output. The least-cost point for average total cost is 3,200 at
five units. At zero output, total costs are 5,000, equal to the amount of total fixed cost.

though it is unable to cover all of its fixed costs. In the long run, however, the firm is not able
to survive if fixed costs are not completely covered. Any operating point above point B (the
minimum point on A7C), such as point D, generates an economic profit.

A firm’s shutdown point occurs when average revenue is less than average variable cost
(any output below Q.uzdown), Wwhich corresponds to point A in Exhibit 3-17. Shutdown is
defined as a situation in which the firm stops production but still confronts the payment of
fixed costs in the short run as a business entity. In the short run, a business is capable



110 Economics for Investment Decision Makers

EXHIBIT 3-17 A Firm’s Short-Run Supply Curve, Breakeven Point, and Shutdown Point under

Perfect Competition
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of operating in a loss situation as long as it covers its variable costs even though it is not earning
sufficient revenue to cover all fixed cost obligations. If variable costs cannot be covered in the
short run (P <AVC), the firm will shut down operations and simply absorb the unavoidable
fixed costs. This problem occurs at output Q, which corresponds to point C where price is less
than average variable cost. However, in the long run, to remain in business, the price must cover
all costs. Therefore, in the long run, at any price below the breakeven point, the firm will exit the
market; it will no longer participate in the market. Point D, which corresponds to output Qs, isa
position where economic profit occurs because price is greater than A7C.

In the case of perfect competition, the breakeven point is the quantity where price,
average revenue, and marginal revenue equal average total cost. It is also defined as the
quantity where total revenue equals total costs. Firms strive to reach initial breakeven as soon
as possible to avoid start-up losses for any extended period of time. When businesses are first
established, there is an initial period when losses occur at low quantity levels. In Exhibit 3-17,
the breakeven quantity occurs at output Qpg which corresponds to point B where price is
tangent to the minimum point on the ATC. (Keep in mind that normal profit as an implicit
cost is included in ATC as a fixed cost.)

Exhibit 3-18 shows the breakeven point under perfect competition using the total
revenue—total cost approach. Actually, there are two breakeven points—Ilower (point £) and
upper (point F). Below point E, the firm is losing money (economic losses), and above that
point is the region of profitability (shaded area) that extends to the upper breakeven point.
Within this profit area, a specific quantity (Q,,,,,) maximizes profit as the largest difference
between 7R and 7C. Point F is where the firm leaves the profit region and incurs economic
losses again. This second region of economic losses develops when the firm’s production
begins to reach the limits of physical capacity, resulting in diminished productivity and an
acceleration of costs. Obviously, the firm would not produce beyond Q,,,,,, because that is the
optimal production point that maximizes profit.
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EXHIBIT 3-18 A Firm’s Breakeven Points Using Total Revenue and Total Costs under

Perfect Competition
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EXHIBIT 3-19 Loss Minimization Using Total Revenue and Total Costs
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Breakeven points, profit regions, and economic loss ranges are influenced by demand and
supply conditions, which change frequently according to the market behavior of consumers
and firms. A high initial breakeven point is riskier than a low point because it takes a larger
volume and, usually, a longer time to reach. However, at higher output levels it yields more
return in compensation for this greater risk.

In the case where 7C exceeds TR, as shown in Exhibit 3-19, the firm will want to
minimize the economic loss (as long as 7R > TVC), which is defined as the smallest difference
between 7C and TR. This occurs at Q,,;,,, where the economic loss is calculated as (7Cy,—
TRp) on the vertical axis.
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EXAMPLE 3-5 Breakeven Analysis and Profit Maximization
When the Firm Faces a Negatively Sloped Demand under
Imperfect Competition

The following revenue and cost information for a future period is presented in Exhibit 3-20
for WR International, a newly formed corporation that engages in the manufacturing of
low-cost, prefabricated dwelling units for urban housing markets in emerging economies.
(Note that quantity increments are in blocks of 10 for a 250 change in price.) The firm has
few competitors in a market setting of imperfect competition.

1. How many units must WR International sell to initially break even?

2. Where is the region of profitability?

3. At what point will the firm maximize profit? At what points are there economic
losses?

EXHIBIT 3-20 Breakeven and Profit Analysis

Quantity (Q) Price (P) Total Revenue (7R) Total Costs (TC)* Profit

0 10,000 0 100,000 (100,000)
10 9,750 97,500 170,000 (72,500)
20 9,500 190,000 240,000 (50,000)
30 9,250 277,500 300,000 (22,500)
40 9,000 360,000 360,000 0
50 8,750 437,500 420,000 17,500
60 8,500 510,000 480,000 30,000
70 8,250 577,500 550,000 27,500
80 8,000 640,000 640,000 0
90 7,750 697,500 710,000 (12,500)
100 7,500 750,000 800,000 (50,000)

“Includes all opportunity costs.

Solution to 1: WR International will initially break even at 40 units of production,
where 7R and 7C equal 360,000.

Solution ro 2: The region of profitability will range from 40 to 80 units. Any production
quantity of less than 40 units and any quantity greater than 80 will result in an eco-
nomic loss.

Solution to 3: Maximum profit of 30,000 will occur at 60 units. Lower profit will occur
at any output level that is higher or lower than 60 units. From zero quantity to 40 units
and for quantities beyond 80 units, economic losses occur.
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EXHIBIT 3-21 Short-Run and Long-Run Decisions to Operate, Shut Down Product, or Exit
the Market

Revenue—Cost Relationship Short-Run Decision Long-Term Decision
TR=TC Stay in market Stay in market

TR> TVCbut TR< TFC+ TVC Stay in market Exit market
TR<TVC Shut down production to zero Exit market

Given the relationships among total revenue, total variable cost, and total fixed cost,
Exhibit 3-21 summarizes the decisions to operate, shut down production, or exit the market in
both the short run and the long run. As previously discussed, the firm must cover variable cost
before fixed cost. In the short run, if total revenue cannot cover total variable cost, the firm
shuts down production to minimize loss, which would equal the amount of fixed cost. If total
variable cost exceeds total revenue in the long run, the firm will exit the market as a business
entity to avoid the loss associated with fixed cost at zero production. By terminating business
operations through market exit, investors escape the erosion in their equity capital from
economic losses. When total revenue is enough to cover total variable cost but not all of total
fixed cost, the firm can survive in the short run but will be unable to maintain financial
solvency in the long run.

EXAMPLE 3-6 Shutdown Analysis

For the most recent financial reporting period, a business domiciled in Ecuador (which
recognizes the U.S. dollar as an official currency) has revenue of $2 million and total
costs of $2.5 million, which are or can be broken down into total fixed cost of $1 million
and total variable cost of $1.5 million. The net loss on the firm’s income statement is
reported as $500,000 (ignoring tax implications). In prior periods, the firm had reported
profits on its operations.

1. What decision should the firm make regarding operations over the short term?

2. What decision should the firm make regarding operations over the long term?

3. Assume the same business scenario except that revenue is now $1.3 million, which
creates a net loss of $1.2 million. What decision should the firm make regarding
operations in this case?

Solution to 1: In the short run, the firm is able to cover all of its total variable cost but
only half of its $1 million in total fixed cost. If the business ceases to operate, its loss is
$1 million, the amount of total fixed cost, whereas the net loss by operating is minimized
at $500,000. The firm should attempt to operate by negotiating special arrangements
with creditors to buy time to return operations back to profitability.
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Solution to 2: If the revenue shortfall is expected to persist over time, the firm should
cease operations, liquidate assets, and pay debts to the extent possible. Any residual for
shareholders would decrease the longer the firm is allowed to operate unprofitably.

Solution to 3: The firm would minimize loss at $1 million of total fixed cost by shutting
down compared with continuing to do business where the loss is $1.2 million.
Shareholders will save $200,000 in equity value by pursuing this option. Unquestion-
ably, the business would have a rather short life expectancy if this loss situation were
to continue.

When evaluating profitability, particularly of start-up firms and businesses using turn-
around strategies, analysts should consider highlighting breakeven and shutdown points in
their financial research. Identifying the unit sales levels where the firm enters or leaves the
production range for profitability and where the firm can no longer function as a viable
business entity provides invaluable insight to investment decisions.

3.1.4. Output Optimization and Maximization of Profit
Profit maximization occurs when:

e The difference between total revenue (7R) and total costs (7C) is the greatest.

* Marginal revenue (MR) equals marginal cost (MC).

 The revenue value of the output from the last unit of input employed equals the cost of
employing that input unit (as later developed in Equation 3-12).

All three approaches derive the same profit-maximizing output level. In the first
approach, a firm starts by forecasting unit sales, which becomes the basis for estimates of
future revenue and production costs. By comparing predicted total revenue to predicted total
costs for different output levels, the firm targets the quantity that yields the greatest profit.
When using the marginal revenue—marginal cost approach, the firm compares the change in
predicted total revenue (MR) with the change in predicted total costs (MC) by unit of
output. If MR exceeds MC, total profit is increased by producing more units because each
successive unit adds more to total revenue than it does to total costs. If MC is greater than
MR, total profit is decreased when additional units are produced. The point of profit
maximization occurs where MR equals MC. The third method compares the estimated cost
of each unit of input to that input’s contribution with projected total revenue. If the increase
in projected total revenue coming from the input unit exceeds its cost, a contribution to total
profit is evident. In turn, this justifies further employment of that input. On the other hand,
if the increase in projected total revenue does not cover the input unit’s cost, total profit
is diminished. Profit maximization based on the employment of inputs occurs where
the next input unit for each type of resource used no longer makes any contribution to
total profit.

Combining revenue and cost data from Exhibits 3-4 and 3-13, Exhibit 3-22 demon-
strates the derivation of the optimal output level that maximizes profit for a firm under perfect
competition. Profit is calculated as the difference between total revenue and total costs. At zero
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EXHIBIT 3-22  Profit Maximization under Perfect Competition

Total Total Marginal Marginal
Quantity (Q) Price (P)  Revenue (7R) Costs (7C)* Profit (P) Revenue (MR) Cost (MC)
0 100 0 100 (100) — —
1 100 100 150 (50) 100 50
2 100 200 175 25 100 25
3 100 300 225 75 100 50
4 100 400 310 90 100 85
5 100 500 400 100 100 90
6 100 600 550 50 100 150
7 100 700 750 (50) 100 200
8 100 800 1,000 (200) 100 250
9 100 900 1,300 (400) 100 300
10 100 1,000 1,650 (650) 100 350

“Includes all opportunity costs.

production, an economic loss of 100 occurs, which is equivalent to total fixed cost. Upon
initial production, the firm incurs an economic loss of 50 on the first unit but breaks even by
unit 2. The region of profitability ranges from two to six units. Within this domain, total
profit is maximized in the amount of 100 at five units of output. No other quantity level yields
a higher profit. At this five-unit level, marginal revenue exceeds marginal cost. But at unit 6,
marginal revenue is less than marginal cost, which results in a lower profit because unit 6 costs
more to produce than it generates in revenue. Unit 6 costs 150 to produce but contributes
only 100 to total revenue, which yields a 50 loss on that unit. As a result, profit drops from
100 to 50. At unit 7 and beyond, the firm begins to lose money again as it passes the upper
breakeven mark and enters a second economic loss zone.

Exhibits 3-23 and 3-24 display the data from Exhibit 3-22 to illustrate profit maxi-
mization under perfect competition using the (7R— 7C) and (MR=MC) approaches.
Exhibit 3-24 highlights profit maximization based on comparing how much each unit of
output costs to produce (MC) to how much each unit contributes to revenue (MR). Each unit
up to and including unit 5 contributes to profit in that each unit’s marginal revenue exceeds
its marginal cost. Starting at unit 6 and thereafter, the marginal revenue for each unit is less
than the marginal cost. This results in a reduction in profit. Profit maximization occurs where
MR equals MC. In this case, the optimal decision for the firm using a comparison of MR and
MC is to produce five units.”

*Marginal analysis is a common and valuable optimization tool that is used to determine the point of
profit maximization and the optimal employment of resources. It is often said that the firm makes
decisions “on the margin.”
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EXHIBIT 3-23  Profit Maximization Using Total Revenue and Total Costs from Exhibit 3-22
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EXHIBIT 3-24  Profit Maximization Using Marginal Revenue and Marginal Cost from Exhibit 3-22
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It should be noted that under imperfect competition, the firm faces a negatively sloped
demand curve. As the firm offers a greater quantity to the market, price decreases. In contrast,
a firm under perfect competition has an insignificant share of the market and is able to sell
more without impacting market price. Obviously, the type of market structure in which a firm
operates as a seller has an impact on the firm’s profit in terms of the price received when
output levels vary.
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EXAMPLE 3-7 Profit Maximization and the Breakeven Point
under Imperfect Competition

maximizes proﬁt.

structure of imperfect competition.

EXHIBIT 3-25 Breakeven and Profit Analysis under Imperfect Competition

Exhibit 3-25 shows revenue and cost data for a firm that operates under the market

1. At what point does the firm break even over its production range in the short run?
2. What is the quantity that maximizes profit given total revenue and total costs?
3. Comparing marginal revenue and marginal cost, determine the quantity that

Q P TR o Profit MR MC
0 1,000 0 550 (550) — —
1 995 995 1,000 ©) 995 450
2 990 1,980 1,500 480 985 500
3 985 2,955 2,100 855 975 600
4 980 3,920 2,800 1,120 965 700
5 975 4,875 3,600 1,275 955 800
6 970 5,820 4,600 1,220 945 1,000
7 965 6,755 5,800 955 935 1,200
8 960 7,680 7,200 480 925 1,400
9 955 8,595 8,800 (205) 915 1,600
10 950 9,500 10,800 (1,300) 905 2,000

1,220.

*Includes all opportunity costs.

Solution to I1: The breakeven point occurs between unit 1 and unit 2, where profit
increases from (5) to 480.

Solution to 2: At an output level of five units, the firm maximizes profit in the amount of

1,275, calculated as the difference between 7R of 4,875 and 7C of 3,600.

Solution to 3: Profit maximization occurs at five units, where MR of 955 exceeds MC of
800, which yields a profit contribution of 155. However, at six units, MR of 945 is less
than the MC of 1,000, resulting in a loss of 55 and a reduction in profit from 1,275 to
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Exhibit 3-26 summarizes the (7R — 7C) and (MR= MC) profit-maximization approa-
ches for firms operating under perfect competition. (Profit maximization using inputs is
discussed in Section 3.2.2.)

Profit acts as an efficient allocator of equity capital to investment opportunities whereby
shareholders’ wealth is increased. Equity flows from low-return business investments to
high-return business investments as it seeks the greatest return potential on a risk-adjusted
basis. Basic economic theory describes how consumer choice voiced through the price
mechanism in competitive markets directs resources to their most efficient use according to
what consumers need and want. In the end, it is profitability—which evolves from the
interactions of demand and supply factors in product and resource markets—that decides
where financial capital is employed.

3.1.5. Economies of Scale and Diseconomies of Scale

Rational behavior dictates that the firm select an operating size or scale that maximizes profit
over any time frame. The time frame for the firm can be separated into the short run and the
long run based on the ability of the firm to adjust the quantities of the fixed resources it
employs. The short run is defined as a time period in which at least one of the factors of
production is fixed. The most likely inputs to be held constant in defining the short run are
technology, physical capital, and plant size. Usually, a firm cannot change these inputs in a
relatively short period of time, given the inflexible nature of their use. The long run is defined
as a time period in which all factors of production are variable, including technology, physical
capital, and plant size. Additionally, in the long run, firms can enter or exit the market based
on decisions regarding profitability. The long run is often referred to as the planning horizon
in which the firm can choose the short-run position or optimal operating size that maximizes
profit over time.

The time required for long-run adjustments varies by industry. For example, the long run
for a small business using very little in the way of technology and physical capital may be less
than a year. In contrast, for a capital-intensive firm, the long run may be more than a decade.
However, given enough time, all production factors are variable, which allows the firm to
choose an operating size or plant capacity based on different technologies and physical capital.
In this regard, costs and profits will differ between the short run and the long run.

EXHIBIT 3-26 Summary of Profit Maximization and Loss Minimization under
Perfect Competition

Revenue—Cost Relationship Actions by Firm

TR=TC and MR> MC Firm is operating at lower breakeven point; increase Q to
enter profit territory.

TR=TC and MR=MC Firm is at maximum profit level; make no change in Q.

TR<TCand TR= TVC but (TR— TVC) Find level of Q that minimizes loss in the short run; work
< TFC (covering TVC but not TFC) toward finding a profitable Q in the long run; exit market

if losses continue in the long run.
TR<TVC (not covering 7VC in full) Shut down in the short run; exit market in the long run.

TR=TCand MR<MC Firm is operating at upper breakeven point; decrease Q to
enter profit territory.
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The fixed-input constraint in the short run along with input prices establish the firm’s
short-run average total cost curve (SRATC). This defines what the per-unit cost will be for any
quantity in the short run. The SRATC and the demand for the firm’s product determine short-
run profit. The selection of technology, physical capital, and plant size is a key determinant of
the short-run cost curve for the firm. As the firm switches to newer technologies and physical
capital, a corresponding change in short-run costs occurs. In the long run, a firm has the
opportunity for greater profit potential based on the ability to lower its costs through choices of
more efficient technology and physical capital and a wider selection of production capacities.

Exhibit 3-27 displays the long-run average total cost curve (LRATC), which is derived
from the short-run average total cost curves that are available to the firm.”> The business has a
choice of five technology—physical capital options and plant capacities over the long run, each
with its own short-run cost curve. The LRATC consists of sections of these individual short-
run cost curves. For example, from zero production to Q; output, SRATC; yields the lowest
per-unit cost. Between Q; and Q,, the lowest cost per unit is attainable with SRA7C,, which
represents a larger production capacity. SRATC; and SRATC, would provide for the lowest
average cost over time for output levels of Q, to Q4 and Q4 to Qs, respectively. For any output
greater than Qs, SRATCs becomes the preferred curve for minimizing average total cost.
Tangentially connecting all of the least-cost SRATC segments by way of an envelope curve
creates the LRATC. (Assuming an unlimited number of possible technologies, plant sizes, and
physical capital combinations—and therefore a theoretically unlimited number of SRATCs—
the LRATC becomes a smooth curve rather than a segmented one as indicated by the bold
segments of the five SRATC:s in Exhibit 3-27.) The LRATC shows the lowest cost per unit at
which output can be produced over a long period of time when the firm is able to make
technology, plant size, and physical capital adjustments. If the same technologies and physical
capital are available and adaptable to every firm in the industry, then all firms would have the
same LRATC. However, firms could be at different positions on this homogeneous LRATC,
depending on their operating size that is based on output.

Over the long run, as a business expands outpug, it can utilize more efficient technology
and physical capital and take advantage of other factors to lower the costs of production. This

EXHIBIT 3-27 Long-Run Average Total Cost Curve

Per-Unit Cost

SRATC, SRATC;

SRATC, SRATC,

LRATC

I
I
:
Q Q Q @ Q4 Qs Quantity of Output

3Some writers use short-run average cost (SRAC) and long-run average cost (LRAC) in the same sense as

SRATC and LRATC, respectively.
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development is referred to as economies of scale or increasing returns to scale as a firm
moves to lower cost structures when it grows in size. Output increases by a larger proportion
than the increase in inputs. The opposite effect can result after a certain volume level at which
the business faces higher costs as it expands in size. This outcome is called diseconomies of
scale or decreasing returns to scale, where the firm becomes less efficient with size. In this
case, output increases by a smaller proportion than the increase in inputs. Diseconomies of
scale often result from the firm becoming too large to be managed efficiently even though
better technology can be increasing productivity within the business. Both economies and
diseconomies of scale can occur at the same time; the impact on long-run average total cost
depends on which dominates. If economies of scale dominate, LRATC decreases with
increases in output; the reverse holds true when diseconomies of scale prevail.

Referring back to Exhibit 3-27, economies of scale occur from Qg (zero production) to
output level Q3, where Q; is the cost-minimizing level of output for SRATC;. It is evident
throughout this production range that per-unit costs decline as the firm produces more. Over
the production range of Q3 to Qs, diseconomies of scale are occurring as per-unit costs
increase when the firm expands output. Under perfect competition, given the five SRATC
selections that are available to the firm throughout the production range Qq to Qs, SRATC; is
the optimal technology, plant capacity, and physical capital choice, with Qs being the target
production size for the firm that would minimize cost over the long term.

Perfect competition forces the firm to operate at the minimum point on the LRATC
because market price will be established at this level over the long run. If the firm is not
operating at this least-cost point, its long-term viability will be threatened. The minimum
point on the LRATC is referred to as the minimum efficient scale (MES). The MES is the
optimal firm size under perfect competition over the long run at which the firm can achieve
cost competitiveness.

As the firm grows in size, economies of scale and a lower average total cost can result from
the following factors:

* Division of labor and management in a large firm with numerous workers, where each
worker can specialize in one task rather than performing many dudies, as in the case of a
small business (accordingly, workers in a large firm become more proficient at their jobs).

e Being able to afford more expensive, yet more efficient equipment and to adapt the latest in
technology that increases productivity.

o Effectively reducing waste and lowering costs through marketable by-products, less energy
consumption, and enhanced quality control.

* Better use of market information and knowledge for more effective managerial decision
making.

¢ Discounted prices on resources when buying in larger quantities.

A classic example of a business that realizes economies of scale through greater physical
capital investment is the electric utility. By expanding output capacity to accommodate a
larger customer base, the utility company’s per-unit cost will decline. Economies of scale help
to explain why electric utilities have naturally evolved from localized entities to regional and
multiregional enterprises. Wal-Mart, the world’s largest retailer, is an example of a business
that uses bulk purchasing power to obtain deep discounts from suppliers to keep costs and
prices low. Wal-Mart also utilizes the latest in technology to monitor point-of-sale transactions
to have timely market information to respond to changes in customer buying behavior. This
leads to economies of scale through lower distribution and inventory costs.
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The factors that can lead to diseconomies of scale, inefficiencies, and rising costs when a
firm increases in size include:

¢ Becoming so large that it cannot be properly managed.
* Overlap and duplication of business functions and product lines.
 Higher resource prices because of supply constraints when buying inputs in large quantities.

General Motors (GM) is an example of a business that has realized diseconomies of scale
by becoming too large. Scale diseconomies have occurred through product overlap and
duplication (i.e., similar or even identical automobile models), where the fixed cost for these
models is not spread over a large volume of output. (Recently, the company has decided to
discontinue various low-volume product models that overlapped with other models.) GM has
numerous manufacturing plants throughout the world and sells vehicles in over a hundred
countries. Given this geographical dispersion in production and sales, the company has had
communication and management coordination problems, which have resulted in higher costs.
Also, GM has had significantly higher labor costs than its competitors. By being the largest
producer in the market, it has been a target of labor unions for higher compensation and
benefits packages relative to other firms.

Strategically, when a firm is operating in the economies of scale region, expanding pro-
duction capacity will increase the firm’s competitiveness through lower costs. Firm expansion is
often facilitated with a growth or business combination (i.e., merger or acquisition) strategy.
However, when a business is producing in the area of diseconomies of scale, the objective is to
downsize to reduce costs and become more competitive. From an investment perspective, a firm
operating at the minimum point of the industry LRATC under perfect competition should be
valued higher than a firm that is not producing at this least-cost quantity.

The LRATC can take various forms given the development of new technology and
growth prospects for an industry over the long term. Exhibit 3-28 displays examples of dif-
ferent average total cost curves that firms can realize over the long run. Panel A shows that
scale economies dissipate rapidly at low output levels. This implies that a firm with a low
volume of output can be more cost competitive than a firm that is producing a high output
volume. Panel B indicates a lower and lower average cost over time as firm size increases. The
larger the business, the more competitive it is and the greater its potential investment value.
Finally, Panel C shows the case of constant returns to scale (i.c., output increases by the same
proportion as the increase in inputs) over the range of production from Q; to Q,, indicating

EXHIBIT 3-28 Types of Long-Run Average Total Cost Curves

Panel A Panel B Panel C
Per-Unit Cost Per-Unit Cost Per-Unit Cost
LRATC
LRATC LRATC
| |
I I
Q Q

Quantity of Output
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EXAMPLE 3-8 Long-Run Average Total Cost Curve

Exhibit 3-29 displays the long-run average total cost curve (LRATCyss) and the short-
run average total cost curves for three hypothetical U.S.-based automobile manu-
facturers—Starr Vehicles (Starr), Rocket Sports Cars (Rocket), and General Auto
(GenAuto). The long-run average total cost curve (LRATCj,,;q,,) for foreign-owned
automobile companies that compete in the U.S. auto market is also indicated in the
graph. (The market structure implicit in the exhibit is imperfect competition.)

To what extent are the cost relationships depicted in Exhibit 3-29 useful for an
economic and financial analysis of the three U.S.-based auto firms?

EXHIBIT 3-29 Long-Run Average Total Cost Curve and the Short-Run Average Total Cost
Curves for Starr Vehicles (Starr), Rocket Sports Cars (Rocket), and General Auto (GenAuto)

Cost per Unit
Starr GenAuto LRATC g
Rocket
LRA TCfom'gn
Q Quantity of Output

Solution: First, it is observable that the foreign auto companies have a lower LRATC
than the U.S. automobile manufacturers. This competitive position places the U.S.
firms at a cost and possible pricing disadvantage in the market with the potential to lose
market share to the lower-cost foreign competitors. Second, only Rocket operates at the
minimum point of the LRATCys, whereas GenAuto is situated in the region of dis-
economies of scale and Starr is positioned in the economies of scale portion of the curve.
To become more efficient and competitive, GenAuto needs to downsize and restruc-
ture, which means moving down the LRATCys curve to a smaller, yet lower-cost
production volume. In contrast, Starr has to grow in size to become more efficient and
competitive by lowering per-unit costs.

From a long-term investment prospective and given its cost advantage, Rocket has
the potential to create more investment value relative to GenAuto and Starr. Over the
long run, if GenAuto and Starr can lower their average total costs, they will become
more attractive to investors. However, if any or all of the three U.S. auto companies
cannot match the cost competitiveness of the foreign firms, they may be driven from
the market. In the long run, the lower-cost foreign automakers pose a severe com-
petitive challenge to the survival of the U.S. manufacturers and their ability to maintain
and grow shareholders’ wealth.
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that size does not give a firm a competitive edge over another firm within this range. In other
words, a firm that is producing the smaller output Q; has the same long-run average total cost
as a firm producing the higher output Q..

3.1.6. Profit Maximization in the Short Run and the Long Run

No matter the time span, the firm’s supply behavior centers on the objective of profit maxi-
mization. In the short term, when technology and physical capital are fixed, maximum profit (or
minimal loss) is determined where marginal cost equals marginal revenue (points A and B in
Exhibit 3-30). Cases of profit maximization and loss minimization are illustrated in Exhibit 3-30
for a firm operating under perfect competition in the short run. In Panel A, the firm realizes
economic profit because 7R is greater than 7C and price exceeds SRATC in the production
range of Q; to Q5. Q... is the output level that maximizes economic profit. Panel B shows the
case of loss minimization because 7C exceeds 7R and SRATC is above the price level. Q,,,;,
yields the least loss of all possible production quantities. Note that in this case, the short-run loss
is still less than fixed cost, so the firm should continue operating in the short run.

Exhibit 3-31 illustrates long-run profit maximization under perfect competition given the
long-run average total cost curve when economies of scale occur. In the long run under perfect
competition, the firm will operate at the minimum efficient scale point on its long-run average
total cost curve. This least-cost point is illustrated in Exhibit 3-31 as point £ at output level
Qg In comparison to the point of minimum efficient scale, any other output quantity results
in a higher cost.

In the short run, given SRATC) and P;, the firm is making only normal profit because
price equals average total cost at point A. By realizing economies of scale in the long run, the
firm can move down the LRATC to SRATC, and produce Qg If the firm still receives i,
economic profit is forthcoming at Qg in the amount of (B — E) per unit. However, economic

EXHIBIT 3-30 Profit Maximization and Loss Minimization in the Short Run under

Perfect Competition

Panel A Panel B
Total Revenue, Total Cost Total Revenue, Total Cost
c

Revenue,
Cost, Price

Revenue, Cost, Price

QO Qmin
Quantity of Output
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EXHIBIT 3-31 Long-Run Profit Maximization and Minimum Efficient Scale under
Perfect Competition

Cost, Price
LRATC
PZ \]1\
1 E Minimum Efficient Scale Point
|
|
I
@ Qg Quantity of Output

EXHIBIT 3-32  Profit Maximization and Loss Minimization in the Long Run under
Perfect Competition

Revenue, Cost, Price

MC, SRATC,
Py = MR, = Demand,

P, = MR, = Demand,

T P3 = MR; = Demand,

Qg Q Quantity of Output

profit with no barriers to entry under perfect competition leads to more competitors, a greater
market supply, and, subsequently, a lower price in the long run. The price to the firm will
decline to P,, and economic profit will disappear with the long-run equilibrium for the firm
occurring at point £, the minimum efficient scale. At point £, the firm is making only normal
profit because in the long run under perfect competition, economic profit is zero.

Exhibit 3-32 illustrates profit maximization and loss minimization in the long run when
market prices change for a firm that is operating in a market of perfect competition at the
minimum efficient scale point on its LRATC. (SRATC,, MC,, Qg, and point E are the same
in both Exhibit 3-31 and Exhibit 3-32.) Although point £ represents the lowest production
cost, the quantity that maximizes profit or minimizes loss is determined where marginal
revenue equals marginal cost. (Under perfect competition, price equals marginal revenue.) If
price is at P; (which equals MR,), the firm will produce Q; and accrue economic profit of
(A — B) per unit in the short run because price is greater than average total cost. In the long
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run, economic profit attracts new competitors that drive price down, resulting in zero eco-
nomic profit. Profitability declines to the level at P, where price is tangent to average total
cost at point E. If price is at P; (which equals MR;), the firm will produce Q5 and realize an
economic loss of (C— D) per unit in the short run because average total cost is greater than
price. In the long run, firms will exit the market; as a result, price rises to P, eliminating
economic losses. Again, profitability for the firm returns to the normal level at point £, where
price matches average total cost. The long-term equilibrium for the firm occurs at point E,
which corresponds to Demand,, MR,, a price of P, and an output level of Qg

3.1.7. The Long-Run Industry Supply Curve and What It Means for the Firm
The long-run industry supply curve shows the relationship between quantities supplied and
output prices for an industry when firms are able to enter or exit the industry in response to
the level of short-term economic profit (i.e., perfect competition) and when changes in
industry output influence resource prices over the long run. Exhibit 3-33 illustrates three types
of long-run supply curves based on increasing costs, decreasing costs, and constant costs to
firms competing under perfect competition.

An increasing-cost industry exists when prices and costs are higher when industry
output is increased in the long run. This is demonstrated in Panel A. Assuming zero economic
profit at £7, when demand increases from Dy to D, price rises and economic profit results at
E; in the short run. Over the long term in response to this economic profit, new competitors
will enter the industry and existing firms will expand output, resulting in an increase in supply
from Sy to §; and a long-term equilibrium at £5. If the increase in demand for resources from
this output expansion leads to higher prices for some or all inputs, the industry as a whole will
face higher production costs and charge a higher price for output. As indicated by Sz in Panel
A the long-run supply curve for the industry will have a positive slope over the long run. The
firm in an increasing-cost industry will experience higher resource costs, so market price must
rise in order to cover these costs. The petroleum, coal, and natural gas industries are prime
examples of increasing-cost industries, where the supply response to long-run demand growth
results in higher output prices because of the rising costs of energy production.

Panel B shows the case of a decreasing-cost industry, where the supply increase from S,
to S leads to a lower price for output in the market. Firms are able to charge a lower price
because of a reduction in their resource costs. Decreasing costs can evolve from technological
advances, producer efficiencies that come from a larger firm size, and economies of scale of
resource suppliers (i.e., lower resource prices) that are passed on to resource buyers when
industry output expands. The long-run supply curve for the industry will have a negative slope,

EXHIBIT 3-33 Long-Run Supply Curves for the Firm

Panel A Panel B Panel C

Price Price

Quantity of Output




126 Economics for Investment Decision Makers

as displayed by S;z in Panel B. As a result, the firm in a decreasing-cost industry will experience
lower resource costs and can then charge a lower price.” Possible examples of decreasing-cost
industries are semiconductors and personal computers, where lower production costs and the
rapid growth in demand over the past decade have led to substantially lower prices.

EXAMPLE 3-9 A Firm Operating in an
Increasing-Cost Industry

Mirco Industries is a global manufacturer of outdoor recreational equipment in a
market setting of easy entry and price competition. Company forecasts of total market
demand for outdoor recreational products over the long run indicate robust growth in
sales as families allocate more time to outdoor and leisure activities. This scenario looks
promising for Mirco’s earnings and shareholders’ value. To assist Mirco in its assess-
ment of this future scenario, industry analysts have presented Exhibit 3-34 to illustrate
industry costs and the market supply curve over the long run.

Using Exhibit 3-34, what information would be of value to Mirco in identifying
future production cost and price under a market growth scenario?

EXHIBIT 3-34 Industry Costs and the Long-Run Industry Supply Curve

Price S,

Qo Q Q, Quantity of Output

Note: Market demand increases from Dy to D;. The market
responds with an increase in supply from S to S;. In the long
run, the price of P, will be higher than the original price of P;

Solution: As indicated by the upward slope of the long-run industry supply curve, Mirco
will experience an increase in production costs over the long run because of higher
resource prices when the industry expands production and new firms enter the industry in
response to an increase in market demand. To cover the higher production costs, Mirco
will ultimately charge the higher market price of P, relative to the current price of P;.

“The individual firm’s supply curve is still upward sloping even though the industry’s long-run supply
curve is negatively sloped. This means that in the long run, the firm’s supply curve shifts to the right
when industry costs decrease. This results in a lower price charged by the firm for each quantity.
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In some cases, firms in the industry will experience no change in resource costs and
output prices over the long run. This type of industry is known as a constant-cost industry.
This is displayed in Panel C, where the long-run supply curve (S;z) for the industry is a
horizontal line indicating a constant price level when the industry increases output.

3.2. Productivity

In general terms, productivity is defined as the average output per unit of input. Any pro-
duction factor can be used as the input variable. However, it has been a common practice to
use the labor resource as the basis for measuring productivity. In this regard, productivity is
based on the number of workers used or the number of hours of work performed. In many
cases, labor is easier to quantify than are the other types of resources used in production.
Therfore, productivity is typically stated as output per worker or output per labor hour.

Why is productivity important? Cost minimization and profit maximization behavior
dictate that the firm strives to maximize productivity—that is, produce the most output per
unit of input or produce any given level of output with the least amount of inputs. A firm that
lags behind the industry in productivity is at a competitive disadvantage and, as a resul, is
most likely to face decreases in future earnings and shareholders’ wealth. An increase in
productivity lowers production costs, which leads to greater profitability and investment value.
Furthermore, productivity benefits (e.g., increased profitability) can be fully or partially dis-
tributed to other stakeholders of the business, such as consumers in the form of lower prices
and employees in the form of enhanced compensation. Transferring some or all of the pro-
ductivity rewards to others besides equity holders creates synergies that benefit shareholders
over time.

The benefits from increased productivity are:

¢ Lower business costs, which translate into increased profitability.

e An increase in the market value of equity and shareholders’ wealth resulting from an
increase in profit.

¢ An increase in worker rewards, which motivates further productivity increases from labor.

Undoubtedly, increases in productivity reinforce and strengthen the competitive position
of the firm over the long run. A fundamental analysis of a company should examine the firm’s
commitment to productivity enhancements and the degree to which productivity is integrated
into the competitive nature of the industry or market. In some cases, productivity is not only
an important promoter of growth in firm value over the long term, but it is also the key factor
for economic survival. A business that lags the market in terms of productivity often finds itself
less competitive and at the same time confronting profit erosion and deterioration in share-
holders’ wealth. Whenever productivity is a consideration in the equity valuation of the firm,
the first step for the analyst is to define measures of productivity. Typical productivity
measures for the firm are based on the concepts of total product, average product, and
marginal product of labor.

3.2.1. Total, Average, and Marginal Product of Labor

When measuring a firm’s operating efficiency, it is easier and more practical to use a single
resource factor as the input variable rather than a bundle of the different resources that the
firm uses in producing units of output. As discussed in the previous section, labor is typically
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the input that is the most identifiable and calculable for measuring productivity. However, any
input that is not difficult to quantify can be used. An example will illustrate the practicality of
using a single-factor inpug, such as labor, to evaluate the firm’s output performance. A business
that manually assembles widgets has 50 workers, one production facility, and an assortment of
equipment and hand tools. The firm would like to assess its productivity when it utilizes these
three types of input factors to produce widgets. In this case, the most appropriate method is to
use labor as the input factor for determining productivity, because the firm uses a variety of
physical capital and only one plant building.

To illustrate the concepts of total product, average product, and marginal product, labor
is used as the input variable. Exhibit 3-35 provides a summary of definitions and tabulations
for these three concepts.

Measured on the basis of the labor input, total product (7P or Q) is defined as the
aggregate sum of production for the firm during a time period. As a measure of productivity,
total product provides superficial information as to how effective and efficient the firm is in
terms of producing output. For instance, three firms—Company A, Company B, and
Company C—that comprise the entire industry have total output levels of 100,000 units,
180,000 units, and 200,000 units, respectively. Obviously, Company C dominates the market
with a 41.7 percent share, followed by Company B’s 37.5 percent share and Company A’s
20.8 percent portion of the market. This information says little about how efficient each firm
is in generating its total output level. Total product only provides an insight into the firm’s
production volume relative to the industry; it does not show how efficient the firm is in
producing its output.

Average product (AP) measures the productivity of inputs on average and is calculated by
dividing total product by the total number of units for a given input that is used to generate
that output. Average product is usually measured on the basis of the labor input. It is a
representative or overall measure of labor’s productivity: some workers are more productive
than average, and others are less productive than average.

Given the aforementioned production levels for the three firms, Company A employs 100
workers, and Company B and Company C utilize 200 and 250 workers, respectively. Cal-
culating average product of labor for each of the three firms yields the following productivity
results: Company A — 1,000 units of output per worker, Company B — 900 units per worker,
and Company C— 800 units per worker. It is apparent that Company A is the most efficient
firm, although it has the lowest share of the total market. Company C has the largest portion

EXHIBIT 3-35 Definitions and Calculations for Total, Marginal, and Average Product of Labor

Term Calculation

Total product Sum of the output from all inputs during a time period; usually illustrated as the total
output (7P or Q) using labor (L).

Average product  Total product divided by the quantity of a given input; AP is measured as total
product divided by the number of workers used at that output level; (77 + L) or
(Q+ D).

Marginal product The amount of additional output resulting from using one more unit of input
assuming other inputs are fixed; MP is measured by taking the difference in total
product and dividing by the change in the quantity of labor; (ATP+ AL) or
(AQ+ AL).
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of the total market, but it is the least efficient of the three. Given that Company A can
maintain its productivity advantage over the long run, it will be positioned to generate the
greatest return on investment through lower costs and higher profit outcomes relative to the
other firms in the market.

Marginal product (MP), also known as marginal return, measures the productivity of
each unit of input and is calculated by taking the difference in total product from adding
another unit of input (assuming other resource quantities are held constant). Typically, it is
measured in terms of labor’s performance; thereby, it is a gauge of productivity of the indi-
vidual additional worker rather than an average across all workers.

Exhibit 3-36 provides a numerical illustration for total, average, and marginal products
of labor.

Total product increases as the firm adds labor until worker 7; at that point total production
declines by 70 units. Obviously, the firm does not want to employ any worker who has
negative productivity. In this case, no more than six workers are considered for employment
with the firm.

At an employment level of five workers, AP and MP are 80 units (400 + 5) and 40 units
[(400 — 360) + (5 — 4)], respectively. The productivity of the fifth worker is 40 units, while
the average productivity for all five workers is 80 units, twice that of worker 5.

A firm has a choice of using total product, average product, marginal product, or some
combination of the three to measure productivity. Total product does not provide an in-depth
view of a firm’s state of efficiency. It is simply an indication of a firm’s output volume and
potential market share. Therefore, average product and marginal product are better gauges of a
firm’s productivity because both can reveal competitive advantage through production effi-
ciency. However, individual worker productivity is not easily measurable when workers
perform tasks collectively. In this case, average product is the preferred measure of productivity
performance.

3.2.2. Marginal Returns and Productivity

Referring to the marginal product column in Exhibit 3-36, worker 2 has a higher output of
110 units compared with worker 1, who produces 100 units; there is an increase in return
when employees are added to the production process. This economic phenomenon is known

EXHIBIT 3-36 Total, Average, and Marginal Product of Labor

Labor (L) Total Product (7P;) Average Product (A7) Marginal Product (MP;)
0 0 — —

1 100 100 100

2 210 105 110

3 300 100 90

4 360 90 60

5 400 80 40

6 420 70 20

7 350 50 (70)
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as increasing marginal returns, where the marginal product of a resource increases as
additional units of that input are employed. However, successive workers beyond number 2
have lower and lower marginal product to the point where the last worker has a negative
return. This observation is called the law of diminishing returns. Diminishing returns can
lead to a negative marginal product, as evidenced with worker 7. There is no question that a
firm does not want to employ a worker or input that has a negative impact on total output.

Inidially, a firm can experience increasing returns from adding labor to the production
process because of the concepts of specialization and division of labor. At first, by having too
few workers relative to total physical capital, the understaffing situation requires employees to
multitask and share duties. As more workers are added, employees can specialize, become
more adept at their individual functions, and realize an increase in marginal productivity. But
after a certain output level, the law of diminishing returns becomes evident.

Assuming all workers are of equal quality and motivation, the decline in marginal product
is related to the short run, where at least one resource (typically plant size, physical capital, or
technology) is fixed. When more and more workers are added to a fixed plant size/technology/
physical capital base, the marginal return of the labor factor eventually decreases because the
fixed input restricts the output potential of additional workers. One way of understanding the
law of diminishing returns is to void the principle and assume that the concept of increasing
returns lasts indefinitely. As more workers are added, or when any input is increased, the
marginal output continuously increases. At some point, the world’s food supply could be
grown on one hectare of land or all new automobiles could be manufactured in one factory.
Physically, the law of increasing returns is not possible in perpetuity, even though it can clearly
be evident in the early stages of production.

Another element resulting in diminishing returns is the quality of labor itself. In the
previous discussion, it was assumed all workers were of equal ability. However, that
assumption may not be entirely valid when the firm’s supply of labor has varying degrees of
human capital. In that case, the business would want to employ the most productive workers
first; then, as the firm’s labor demand increased, less productive workers would be hired.
When the firm does not have access to an adequate supply of homogeneous human capital, or
for that matter any resource, diminishing marginal product occurs at some point.

The data provided in Exhibit 3-38 show productivity changes for various U.S. industries
over the period from 2000 to 2007. The coal mining and newspaper sectors have several years
of negative changes in productivity, which do not reinforce prospects for long-term growth in
profitability. Declines in productivity raise production costs and reduce profit. For the most
part, the other industries have solid productivity increases from year to year, even though in

EXAMPLE 3-10 Calculation and Interpretation of Total,
Average, and Marginal Product

Average product and marginal product can be calculated on the basis of the production
relationship between the number of machines and total product, as indicated in the first

two columns of Exhibit 3-37.

1. Interpret the results for total, average, and marginal product.
2. Indicate where increasing marginal returns change to diminishing marginal returns.
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EXHIBIT 3-37 Total, Average, and Marginal Product

Machines (K) Total Product (7Px) Average Product (APx) Marginal Product (MPg)

0 0 — —
1 1,000 1,000 1,000
2 2,500 1,250 1,500
3 4,500 1,500 2,000
4 6,400 1,600 1,900
5 7,400 1,480 1,000
6 7,500 1,250 100
7 7,000 1,000 (500)

Solution ro 1: Total product increases to six machines, where it tops out at 7,500. Because
total product declines from machine 6 to machine 7, the marginal product for machine 7
is negative 500 units. Average product peaks at 1,600 units with four machines.

Solution to 2: Increasing returns are evident up to machine 3, where marginal product
equals 2,000 units of output. Beyond machine 3, decreasing returns develop because
MPy declines when more machines are added to the production process.

EXHIBIT 3-38 Productivity Changes for Selected Sectors, 2000-2007

Sector NAICS* 2000 2001 2002 2003 2004 2005 2006 2007

Coal mining 212,100 4.9% —13% —23% 15% 0.0% —4.9% —7.5% 1.2%
Newspaper publishers 511,110 55 —43 —0.6 51 =56 2.4 40 —1.8
Auto 336,100 —10.6 0.3 14.5 12.0 1.1 4.6 10.2 4.8
Commercial banking 522,110 3.9 —-2.3 4.3 4.5 5.5 1.3 2.9 0.9
Merchandise stores 452,000 5.9 3.8 3.5 6.0 2.8 3.2 3.3 0.5
Air transportation 481,000 19 —-53 99 10.2 12.7 7.6 5.1 1.8

*North American Industry Classification System.
Note: Productivity is defined by the U.S. Bureau of Labor Statistics as output per worker-hour.
Source: U.S. Bureau of Labor Statistics, “Productivity and Costs by Industry: Annual Rates of Change.”

some cases the change is volatile. On a trend basis, productivity increases appear to have
peaked in the period 2002-2004 and then edged downward during the latter part of the
period. Declining productivity makes a firm or industry less competitive over time; however,
any adverse impact on profitability stemming from lower or negative productivity may be
offset by rising demand for the product.
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Productivity is a key element in the determination of costs and profit to the firm,
especially over the long term. Although productivity can fluctuate widely in the short run (as
indicated in Exhibit 3-38) for a variety of reasons, secular (long-term) patterns in output per
unit of labor denote more meaningful relationships among productivity, costs, profits, and the
competitive status of the firm with respect to the industry. To summarize, the analyst should
study the productivity levels of the firm over the long run and do an evaluation of how the
firm’s efficiency compares with the industry standard. A firm that lags the industry in pro-
ductivity may find itself at a competitive disadvantage with the end result of profit erosion and
negative implications for shareholders” wealth. Once evident, productivity issues cause the
firm’s market value of equity to be discounted.

As previously discussed, a major determinant of the cost component of the profit
equation is the degree of efficiency with which the firm uses resources in producing output as
defined by the firm’s production function. Given the relationship between output and inputs,
marginal product (MP) and average product (AP) form the basis for marginal cost (MC) and
average variable cost (AVC). Actually, MC and AVC are respective mirror images of MP and
AP. Exhibit 3-39 illustrates this relationship in the short run by showing three areas of interest.

Area 1 shows an increasing MP from Ly to L;. The increases in MP result in declining
marginal costs from Qy to Q;. As MP or productivity peaks at L;, MC is minimized at Q.
Diminishing marginal returns take over in areas 2 and 3, where a decreasing marginal product
results in higher marginal costs. Not only does MP impact MC, but the shape of the AVCalso is
based on the pattern of AP. At L,, AP is maximized, while its corresponding output level of Q, is
consistent with the minimum position on the AVC curve. Note that when MPs greater than AP,
AP is increasing; when MP is less than AP, AP is declining. A similar relationship holds true for
MC and AVC. When MC is less than AVC, AVC is decreasing; the opposite occurs when MC'is
greater than AVC. In area 3, AP is declining, which creates an upturn in the AVC curve.

Technology, quality of human and physical capital, and managerial ability are key factors
in determining the production function relationship between output and inputs. The firm’s
production function establishes what productivity is in terms of 7P, MP, and AP. In turn,
productivity significantly influences total, marginal, and average costs to the firm, and costs

EXHIBIT 3-39 Relationship of Average Product and Marginal Product to Average Variable Cost
and Marginal Cost in the Short Run
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directly impact profit. Obviously, what happens at the production level in terms of produc-
tivity impacts the cost level and profitability.

Because revenue, costs, and profit are measured in monetary terms, the productivity of
the different input factors requires comparison on a similar basis. In this regard, the firm wants
to maximize output per monetary unit of input cost. This goal is denoted by the following
expression:

MPinput/Pinput (3_7)

where MP;,,,, is the marginal product of the input factor and P, is the price of that factor
(i.e., resource cost).

When using a combination of resources, a least-cost optimization formula is constructed
as follows:

MPy B B MP, (3-8)
Price of input 1 " Price of input 7 i
where the firm utilizes # different resources. Using a two-factor production function consisting
of labor and physical capital, Equation 3-9 best illustrates this rule of least cost:

@ — @ ( 3_9)
P Py

where MP; and MPy are the marginal products of labor and physical capital, respectively. P; is
the price of labor or the wage rate, and Px is the price of physical capital. For example, if MP;/
Py equals 2 and MP/ Py is 4, physical capital yields twice the output per monetary unit of
input cost versus labor. It is obvious that the firm will want to use physical capital over labor in
producing additional output because it provides more productivity on an equivalent cost basis.
However, as more physical capital is employed, the firm’s MP of capital declines because the
law of diminishing returns impacts production. Physical capital is added until its ratio of MP
per monetary unit of input cost matches that of labor: MPx/ Prr= MP;/P; = 2.% At this point,
both inputs are added when expanding output undil their ratios differ. When their ratios
diverge, the input with the higher ratio will be employed over the other lower ratio input when
the firm increases production.

Equations 3-7, 3-8, and 3-9 derive the physical output per monetary unit of input cost.
However, to determine the profit-maximizing utilization level of an input, the firm must
measure the revenue value of the input’s MP and then compare this figure with the cost of the
input. The following equations represent this relationship:

Marginal product X Product price = Price of the input (3-10)
Marginal revenue product = Price of the input (3-11)

Marginal revenue product (MRP) is calculated as the MP of an input unit times the
price of the product. This term measures the value of the input to the firm in terms of what

>This assumes that MP; is independent of physical capital, K. However, as more K is used, MP; could

actually increase because labor will become more productive when using more physical capital. In this
case, MPyl/Px= MP;/P; at some point between 2 and 4.
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EXAMPLE 3-11 Determining the Optimal Input Combination

Canadian Global Electronic Corp. (CGEC) uses three types of labor—unskilled, semi-
skilled, and skilled—in the production of electronic components. The firm’s production
technology allows for the substitution of one type of labor for another. Also, the firm buys
labor in a perfectly competitive resource market in which the price of labor stays the same
regardless of the number of workers hired. The following table displays the marginal
productivity and compensation in Canadian dollars for each type of labor.

What labor type should the firm hire when expanding output?

Marginal Product (MP,-,,PW) Compensation (Pl-n/,u,) MPyps
Type of Labor per Day per Day ($) Pipus
Unskilled (U) 200 units (MPy) 100 (Py) 2 units per $
Semiskilled (SS) 500 units (MPss) 125 (Pgs) 4 units per $
Skilled (S) 1,000 units (MPs) 200 (Ps) 5 units per $

Solution: The firm minimizes cost and enhances profitability by adding skilled labor over
the other two types because it has the highest ratio of MP to input price. As the marginal
product of skilled labor declines with additional workers, MP¢/Ps decreases. When it
declines to the same value as semiskilled labor, both skilled and semiskilled workers are
added because their productivity per Canadian dollar of input cost is identical. Again, a
diminishing marginal product decreases both ratios. When all three labor inputs have
the same MP;, il Pippurr the firm will add all three labor types at the same time when
expanding output.

the input contributes to 7R. It is also defined as the change in 7R divided by the change in the
quantity of the resource employed. If an input’s MRP exceeds its cost, a contribution to profit
is evident. For example, when the MP of the last unit of labor employed is 100 and the
product price is 2.00, the MRP for that unit of labor (MRP;) is 200. When the input price of
labor is 125, the surplus value or contribution to profit is 75. In contrast, if MRP is less than
the input’s price, a loss would be incurred from employing that input unit. If the MP of the
next unit of labor is 50 with a product price of 2.00, MRP; will now be 100. With the same
labor cost of 125, the firm would incur a loss of 25 when employing this input unit. Profit
maximization occurs when the MRP equates to the price or cost of the input for each type of
resource that is used in the production process.
In the case of multiple factor usage, the following equation holds true for 7 inputs:

MRP; MRP,

Price of input 1 ~ " 7 Price of input 7

=1 (3-12)

When profit is maximized, MRP equals the input price for each type of resource used and
all MRP,, i/ Pipur are equal to 1.
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EXAMPLE 3-12  Profit Maximization Using the Marginal
Revenue Product and Resource Cost Approach

Using the data from the previous case of Canadian Global Electronic Corp., the fol-
lowing table shows the MRP per labor type when product price in Canadian dollars is
$0.50. MRP per day is calculated as the MP per type of labor from Example 3-11
multiplied by the product price.

Which type of labor contributes the most to profitability?

Marginal Revenue Product (MRP,,,,,) ~ Compensation (P;,,.) ~ MRPpur

Type of Labor per Day ($) per Day ($) Prps
Unskilled () 100 (MRPy) 100 (Pp) 1.0
Semiskilled (SS) 250 (MRPss) 125 (Pss) 2.0
Skilled (S) 500 (MRPy) 200 (Pg) 2.5

Solution: Calculating the MRP;,,,,// Py, values for the different labor categories yields
ratio numbers of 1.0, 2.0, and 2.5 for unskilled, semiskilled, and skilled labor, respec-
tively. The firm adds skilled labor first because it is the most profitable to employ, as
indicated by MRPg/ Ps being the highest ratio of the three labor inputs. The contribution
to profit by employing the next skilled worker is $300, calculated as ($500 — $200).
However, with the employment of additional skilled workers, MRPs declines because of
diminishing returns that are associated with the AP component. At the point where the
skilled labor ratio drops below 2.0—for example, to 1.5—semiskilled labor becomes
feasible to hire because its MRP exceeds its compensation by more than that of skilled
labor.™ Again, the diminishing returns effect decreases MRP when additional semiskilled
workers are hired. In the case of unskilled labor, MRP;;equals the cost of labor; hence, no
further contribution to profit accrues from adding this type of labor. In fact, adding
another unskilled worker would probably reduce total profit because the next worker’s
compensation is likely to exceed MRP as a result of a declining MP. The input level that
maximizes profit is where MRP )/ Pyy= MRPss/ Pss= MRPs/Ps=1.

“The next semiskilled worker contributes $125 (derived as $250 — $125) per day to profit, while
the next skilled worker’s contribution, based on a ratio of 1.5, is $100 (MRPs of $300 minus
compensation of $200 per day).

135

4. SUMMARY

When assessing financial performance, a microeconomic exploration of a firm’s profitability

reveals more information to the analyst than does the typical macroeconomic examination of

overall earnings. Crucial issues evolve when the firm fails to reward investors properly for their

equity commitment and when the firm’s operating status is not optimal in regard to resource

employment, cost minimization, and profit maximization.
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Among the points made in this chapter are the following:

The two major concepts of profits are accounting profit and economic profit. Economic
profit equals accounting profit minus implicit opportunity costs not included in accounting
costs. Profit in the theory of the firm refers to economic profic.

Normal profit is an economic profit of zero. A firm earning a normal profit is earning just
enough to cover the explicit and implicit costs of resources used in running the firm,
including, most importantly for publicly traded corporations, debt and equity capital.
Economic profit is a residual value in excess of normal profit and results from access to
positive NPV investment opportunities.

The factors of production are the inputs to the production of goods and services and
include land, labor, capital, and materials.

Profit maximization occurs at the following points:

e Where the difference between total revenue and total costs is the greatest.

e Where marginal revenue equals marginal cost.

¢ Where marginal revenue product equals the resource cost for each type of input.
When total costs exceed total revenue, loss minimization occurs where the difference
between total costs and total revenue is the least.

In the long run, all inputs to the firm are variable, which expands profit potential and the
number of cost structures available to the firm.

Under perfect competition, long-run profit maximization occurs at the minimum point of
the firm’s long-run average total cost curve.

In an economic loss situation, a firm can operate in the short run if total revenue covers
variable cost but is inadequate to cover fixed cost; however, in the long run, the firm will
exit the market if fixed costs are not covered in full.

In an economic loss situation, a firm shuts down in the short run if total revenue does not
cover variable cost in full, and eventually exits the market if the shortfall is not reversed.
Economies of scale lead to lower average total cost; diseconomies of scale lead to higher
average total cost.

A firm’s production function defines the relationship between total product and inputs.
Average product and marginal product, which are derived from total product, are key
measures of a firm’s productivity.

Increases in productivity reduce business costs and enhance profitability.

An industry supply curve that is positively sloped in the long run will increase production
costs to the firm. An industry supply curve that is negatively sloped in the long run will
decrease production costs to the firm.

In the short run, assuming constant resource prices, increasing marginal returns reduce the
marginal costs of production, and decreasing marginal returns increase the marginal costs of
production.

PRACTICE PROBLEMS®

1. Normal profit is best described as:
A. zero economic profit.
B. total revenue minus all explicit costs.
C. the sum of accounting profit plus economic profit.

%These practice problems were developed by Christopher Anderson, CFA (Lawrence, Kansas, USA).
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2. A firm supplying a commodity product in the marketplace is most likely to receive eco-
nomic rent if:
A. demand increases for the commodity and supply is elastic.
B. demand increases for the commodity and supply is inelastic.
C. supply increases for the commodity and demand is inelastic.

3. Entrepreneurs are most likely to receive payment or compensation in the form of:
A. rent.
B. profit.
C. wages.

4. The marketing director for a Swiss specialty equipment manufacturer estimates the firm
can sell 200 units and earn total revenue of CHF500,000. However, if 250 units are sold,
revenue will total CHF600,000. The marginal revenue per unit associated with marketing
250 units instead of 200 units is closest to:

A. CHF2,000.
B. CHEF2,400.
C. CHF2,500.

5. An agricultural firm operating in a perfectly competitive market supplies wheat to
manufacturers of consumer food products and animal feeds. If the firm were able to
expand its production and unit sales by 10 percent, the most likely result would be:

A. a 10 percent increase in total revenue.
B. a 10 percent increase in average revenue.
C. an increase in total revenue of less than 10 percent.

6. An operator of a ski resort is considering offering price reductions on weekday ski passes.
At the normal price of €50 per day, 300 customers are expected to buy passes each
weekday. At a discounted price of €40 per day, 450 customers are expected to buy passes
each weekday. The marginal revenue per customer earned from offering the discounted
price is closest to:

A. €20.
B. €40.
C. €50.

7. The marginal revenue per unit sold for a firm doing business under conditions of perfect
competition will most likely be:
A. equal to average revenue.
B. less than average revenue.
C. greater than average revenue.
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The following information relates to Questions 8 through 10.

A firm’s director of operations gathers the following information about the firm’s cost structure

at different levels of output:

10.

11.

12.

Exhibit A

Quantity (Q)  Total Fixed Cost (TFC)  Total Variable Cost (7VC)

0 200 0
1 200 100
2 200 150
3 200 200
4 200 240
5 200 320

. Refer to the data in Exhibit A. When quantity produced is equal to four units, the average

fixed cost (AFC) is closest to:
A. 50.

B. 60.

C. 110.

. Refer to the data in Exhibit A. When the firm increases production from four to five

units, the marginal cost (MC) is closest to:
A. 40.
B. 64.
C. 80.

Refer to the data in Exhibit A. The level of unit production resulting in the lowest average
total cost (ATC) is closest to:

A. 3.

B. 4.

C. 5.

The short-term breakeven point of production for a firm operating under perfect com-
petition will maost likely occur when:

A. price is equal to average total cost.

B. marginal revenue is equal to marginal cost.

C. marginal revenue is equal to average variable costs.

The short-term shutdown point of production for a firm operating under perfect com-
petition will maost likely occur when:

A. price is equal to average total cost.

B. marginal revenue is equal to marginal cost.

C. marginal revenue is less than average variable costs.
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13.

14.

15.

16.

17.

18.

19.

When total revenue is greater than total variable costs but less than total costs, in the short
term a firm will most likely:

A. exit the market.

B. stay in the market.

C. shut down production.

A profit maximum is least likely to occur when:

A. average total cost is minimized.

B. marginal revenue equals marginal cost.

C. the difference between total revenue and total cost is maximized.

A firm that increases its quantity produced without any change in per-unit cost is
experiencing:

A. economies of scale.

B. diseconomies of scale.

C. constant returns to scale.

A firm is operating beyond minimum efficient scale in a perfectly competitive industry.

To maintain long-term viability, the most likely course of action for the firm is to:

A. operate at the current level of production.

B. increase its level of production to gain economies of scale.

C. decrease its level of production to the minimum point on the long-run average total
cost curve.

Under conditions of perfect competition, in the long run firms will most likely earn:
A. normal profits.

B. positive economic profits.

C. negative economic profits.

A firm engages in the development and extraction of oil and gas, the supply of which is
price inelastic. The most likely equilibrium response in the long run to an increase in the
demand for petroleum is that oil prices:

A. increase, and extraction costs per barrel fall.

B. increase, and extraction costs per barrel rise.

C. remain constant, and extraction costs per barrel remain constant.

A firm develops and markets consumer electronic devices in a perfectly competitive,
decreasing-cost industry. The firm’s products have grown in popularity. The most likely
equilibrium response in the long run to rising demand for such devices is for selling prices to:
A. fall and per-unit production costs to decrease.

B. rise and per-unit production costs to decrease.

C. remain constant and per-unit production costs to remain constant.
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The following information relates to Questions 20 and 21.

The

manager of a small manufacturing firm gathers the following information about the firm’s

labor utilization and production:

20.

21.

Exhibit B

Labor (Z) Total Product (7P)
0 0

1 150

2 320

3 510

4 660

5 800

Refer to the data in Exhibit B. The number of workers resulting in the highest level of
average product of labor is closest to:

A. 3.

B. 4.

C. 5.

Refer to the data in Exhibit B. The marginal product of labor demonstrates increasing
returns for the firm if the number of workers is closest to but not more than:

A. 2.

B. 3.

C. 4.

22. A firm experiencing an increase in the marginal product of labor employed would most

23.

likely:

A. allow an increased number of workers to specialize and become more adept at their
individual functions.

B. find that an increase in workers cannot be efficiently matched by other inputs that are
fixed, such as property, plant, and equipment.

C. find that the supply of skilled workers is limited, and additional workers lack essential
skills and aptitudes possessed by the current workforce.

For a manufacturing company to achieve the most efficient combination of labor and

capital and therefore to minimize total costs for a desired level of output, it will most likely

attempt to equalize the:

A. average product of labor to the average product of capital.

B. marginal product per unit of labor to the marginal product per unit of capital.

C. marginal product obtained per dollar spent on labor to the marginal product per
dollar spent on capital.
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24.

25.

A firm will expand production by 200 units and must hire at least one additional worker.
The marginal product per day for one additional unskilled worker is 100 units, and for
one additional skilled worker it is 200 units. Wages per day are $200 for an unskilled
worker and $450 for a skilled worker. The firm will most likely minimize costs at the
higher level of production by hiring:

A. one additional skilled worker.

B. two additional unskilled workers.

C. either a skilled worker or two unskilled workers.

A Mexican firm employs unskilled, semiskilled, and skilled labor in a cost-minimizing
mix at its manufacturing plant. The marginal product of unskilled labor is considerably
lower than semiskilled and skilled labor, but the equilibrium wage for unskilled labor is
only 300 pesos per day. The government passes a law that mandates a minimum wage of
400 pesos per day. Equilibrium wages for semiskilled and skilled labor exceed this
minimum wage and therefore are not affected by the new law. The firm will moszt likely
respond to the imposition of the minimum wage law by:

A. employing more unskilled workers at its plant.

B. employing fewer unskilled workers at its plant.

C. keeping the mix of unskilled, semiskilled, and skilled workers the same.

The following information relates to Questions 26 and 27.

A firm produces handcrafted wooden chairs, employing both skilled craftspersons and

automated equipment in its plant. The selling price of a chair is €100. A craftsperson earns
€900 per week and can produce 10 chairs per week. Automated equipment leased for €800 per
week also can produce 10 chairs per week.

26.

27.

The marginal revenue product (per week) of hiring an additional craftsperson is closest to:
A. €100.

B. €900.

C. €1,000.

The firm would like to increase weekly output by 50 chairs. The firm would most likely

enhance profits by:

A. hiring additional craftspersons.

B. leasing additional automated equipment.

C. leasing additional automated equipment and hiring additional craftspersons in equal
proportion.
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LEARNING OUTCOMES

After completing this chapter, you will be able to do the following:

Describe the characteristics of perfect competition, monopolistic competition, oligopoly,
and pure monopoly.

Explain the relationships among price, marginal revenue, marginal cost, economic profit,
and the elasticity of demand under each market structure.

Describe the firm’s supply function under each market structure.

Describe and determine the optimal price and output for firms under each market
structure.

Explain factors affecting long-run equilibrium under each market structure.

Describe pricing strategy under each market structure.

Describe the use and limitations of concentration measures in identifying the various forms
of market structure.

Identify the type of market structure a firm is operating within.

1. INTRODUCTION

The purpose of this chapter is to build an understanding of the importance of market

structure. As different market structures result in different sets of choices facing a firm’s

decision makers, an understanding of market structure is a powerful tool in analyzing issues
such as a firm’s pricing of its products and, more broadly, its potential to increase profitability.
In the long run, a firm’s profitability will be determined by the forces associated with the

143



144 Economics for Investment Decision Makers

market structure within which it operates. In a highly competitive market, long-run profits
will be driven down by the forces of competition. In less competitive markets, large profits are
possible even in the long run; in the short run, any outcome is possible. Therefore, under-
standing the forces behind the market structure will aid the financial analyst in determining
firms’ short- and long-term prospects.

Section 2 introduces the analysis of market structures. The section addresses questions
such as: What determines the degree of competition associated with each market structure?
Given the degree of competition associated with each market structure, what decisions are left
to the management team developing corporate strategy? How does a chosen pricing and
output strategy evolve into specific decisions that affect the profitability of the firm? The
answers to these questions are related to the forces of the market structure within which
the firm operates.

Sections 3, 4, 5, and 6 analyze demand, supply, optimal price and output, and factors
affecting long-run equilibrium for perfect competition, monopolistic competition, oligopoly,
and pure monopoly, respectively.

Section 7 reviews techniques for identifying the various forms of market structure. For
example, there are accepted measures of market concentration that are used by regulators of
financial institutions to judge whether a planned merger or acquisition will harm the com-
petitive nature of regional banking markets. Financial analysts should be able to identify the
type of market structure a firm is operating within. Each different structure implies a different
long-run sustainability of profits. A summary and practice problems conclude the chapter.

2. ANALYSIS OF MARKET STRUCTURES

Traditionally, economists classify a market into one of four structures: perfect competition,
monopolistic competition, oligopoly, and monopoly. Section 2.1 explains that four-way
classification in more detail. Section 2.2 completes the introduction by providing and
explaining the major points to evaluate in determining the structure to which a market
belongs.

2.1. Economists” Four Types of Structure

Economists define a market as a group of buyers and sellers that are aware of each other and
are able to agree on a price for the exchange of goods and services. Although the Internet has
extended a number of markets worldwide, certain markets are limited by geographic
boundaries. For example, the Internet search engine Google operates in a worldwide market.
In contrast, the market for premixed cement is limited to the area within which a truck can
deliver the mushy mix from the plant to a construction site before the compound becomes
useless. Thomas L. Friedman’s international best seller 7he World Is Flar' challenges the
concept of the geographic limitations of the market. If the service being provided by the seller
can be digitized, its market expands worldwide. For example, a technician can scan your injury
in a clinic in Switzerland. That radiographic image can be digitized and sent to a radiologist in
India to be read. As a customer (i.c., patient), you may never know that part of the medical
service provided to you was the result of a worldwide market.

'Friedman (2006).
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Some markets are highly concentrated, with the majority of total sales coming from a
small number of firms. For example, in the market for small consumer batteries, three firms
controlled 87 percent of the U.S. market as of 2005 (Duracell 43 percent, Energizer 33
percent, and Rayovac 11 percent). Other markets are very fragmented, such as automobile
repairs, where small independent shops often dominate and large chains may or may not exist.
New products can lead to market concentration: It is estimated that the Apple iPod had a
world market share of over 70 percent among MP3 players in 2009.

The Importance of Market Structure

Consider the evolution of television broadcasting. As the market environment for
television broadcasting evolved, the market structure changed, resulting in a new set of
challenges and choices. In the early days, there was only one choice: the free analogue
channels that were broadcast over the airwaves. In most countries, there was only
one channel, owned and run by the government. In the United States, some of the more
populated markets were able to receive more channels because local channels were set up
to cover a market with more potential viewers. By the 1970s, new technologies made it
possible to broadcast by way of cable connectivity, and the choices offered to consumers
began to expand rapidly. Cable television challenged the free broadcast channels by
offering more choice and a better-quality picture. The innovation was expensive for
consumers and profitable for the cable companies. By the 1990s, a new alternative
began to challenge the existing broadcast and cable systems: satellite television. Satellite
providers offered a further expanded set of choices, albeit at a higher price than the free
broadcast and cable alternatives. In the early 2000s, satellite television providers lowered
their pricing to compete directly with the cable providers. Today, cable program pro-
viders, satellite television providers, and terrestrial digital broadcasters that offer pre-
mium and pay-per-view channels compete for customers, who are increasingly finding
content on the Internet.

This is a simple illustration of the importance of market structure. As the market
for television broadcasting became increasingly competitive, managers had to make
decisions regarding product packaging, pricing, advertising, and marketing in order to
survive in the changing environment.

Market structure can be broken down into four distinct categories: perfect competition,
monopolistic competition, oligopoly, and monopoly.

We start with the most competitive environment, perfect competition. Unlike some
economic concepts, petfect competition is not merely an ideal based on assumptions. Perfect
competition is a reality—for example, in several commodities markets, where sellers and
buyers have a strictly homogeneous product and no single producer is large enough to
influence market prices. Perfect competition’s characteristics are well recognized and its long-
run outcome unavoidable. Profits under the conditions of perfect competition are driven to
the required rate of return paid by the entrepreneur to borrow capital from investors (so-called
normal profit or rental cost of capital). This does not mean that all perfectly competitive
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industries are doomed to extinction by a lack of profits. On the contrary, millions of busi-
nesses that do very well are living under the pressures of perfect competition.

Monopolistic competition is also highly competitive; however, it is considered a form of
imperfect competition. Two economists, Edward H. Chamberlin (United States) and Joan
Robinson (United Kingdom), identified this hybrid market and came up with the term
because there are strong elements of competition in this market structure and also some
monopoly-like conditions. The competitive characteristic is a notably large number of firms,
while the monopoly aspect is the result of product differentiation. That is, if the seller can
convince consumers that its product is uniquely different from other, similar products, then
the seller can exercise some degree of pricing power over the market. A good example is the
brand loyalty associated with soft drinks such as Coca-Cola. Many of Coca-Cola’s customers
believe that the beverage is truly different from and better than all other soft drinks. The same
is true for fashion creations and cosmetics.

The oligopoly market structure is based on a relatively small number of firms supplying
the market. The small number of firms in the market means that each firm must consider
what retaliatory strategies the other firms will pursue when prices and production levels
change. Consider the pricing behavior of commercial airline companies. Pricing strategies and
route scheduling are based on the expected reaction of the other carriers in similar markets.
For any given route—say, from Paris, France, to Chennai, India—only a few carriers are in
competition. If one of the carriers changes its pricing package, others will likely retaliate.
Understanding the market structure of oligopoly markets can help in identifying a logical
pattern of strategic price changes for the competing firms.

Finally, the least competitive market structure is monopoly. In pure monopoly markets,
there are no other good substitutes for the given product or service. There is a single seller,
which, if allowed to operate without constraint, exercises considerable power over pricing and
output decisions. In most market-based economies around the globe, pure monopolies are
regulated by a governmental authority. The most common example of a regulated monopoly
is the local electrical power provider. In most cases, the monopoly power provider is allowed to
earn a normal return on its investment, and prices are set by the regulatory authority to allow
that return.

2.2. Factors That Determine Market Structure

Five factors determine market structure:

. The number and relative size of firms supplying the product.
. The degree of product differentiation.

. The power of the seller over pricing decisions.

. The relative strength of the barriers to market entry and exit.

NN —

. The degree of nonprice competition.

The number and relative size of firms in a market influence market structure. If there are
many firms, the degree of competition increases. With fewer firms supplying a good or service,
consumers are limited in their market choices. One extreme case is the monopoly market
structure, with only one firm supplying a unique good or service. Another extreme is perfect
competition, with many firms supplying a similar product. Finally, an example of relative size
is the automobile industry, in which a small number of large international producers (e.g.,
Ford and Toyota) are the leaders in the global market, and a number of small companies either
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have market power because they are niche players (e.g., Ferrari) or have little market power
because of their narrow range of models or limited geographical presence (e.g., Skoda).

In the case of monopolistic competition, there are many firms providing products to the
market, as with perfect competition. However, one firm’s product is differentiated in some
way that makes it appear better than similar products from other firms. If a firm is successful
in differentiating its product, the differentiation will provide pricing leverage. The more
dissimilar the product appears, the more the market will resemble the monopoly market
structure. A firm can differentiate its product through aggressive advertising campaigns, fre-
quent styling changes, the linking of its product with complementary products, or a host of
other methods.

When the market dictates the price based on aggregate supply and demand conditions,
the individual firm has no control over pricing. The typical hog farmer in Nebraska and the
milk producer in Bavaria are price takers. That is, they must accept whatever price the market
dictates. This is the case under the market structure of perfect competition. In the case of
monopolistic competition, the success of product differentiation determines the degree with
which the firm can influence price. In the case of oligopoly, there are so few firms in the
market that price control becomes possible. However, the small number of firms in an oli-
gopoly market invites complex pricing strategies. Collusion, price leadership by dominant
firms, and other pricing strategies can result.

The degree to which one market structure can evolve into another and the difference
between potential short-run outcomes and long-run equilibrium conditions depend on the
strength of the barriers to entry and the possibility that firms fail to recoup their original costs
or lose money for an extended period of time and are therefore forced to exit the market.
Barriers to entry can result from very large capital investment requirements, as in the case of
petroleum refining. Barriers may also result from patents, as in the case of some electronic
products and prescription drug formulas. Another entry consideration is the possibility of high
exit costs. For example, plants that are specific to a special line of products, such as aluminum
smelting plants, are nonredeployable, and exit costs would be high without a liquid market for
the firm’s assets. High exit costs deter entry and are therefore also considered barriers to entry.
In the case of farming, the barriers to entry are low. Production of corn, soybeans, wheat,
tomatoes, and other produce is an easy process to replicate; therefore, those are highly
competitive markets.

Nonprice competition dominates those market structures where product differentiation is
critical. Therefore, monopolistic competition relies on competitive strategies that may not
include pricing changes. An example of nonprice competition is product differentiation
through marketing. In other circumstances, nonprice competition may occur because the few
firms in the market feel dependent on each other. Each firm fears retaliatory price changes that
would reduce total revenue for all of the firms in the market. Because oligopoly industries have
so few firms, each firm feels dependent on the pricing strategies of the others. Therefore,
nonprice competition becomes a dominant strategy.

From the perspective of the owners of the firm, the most desirable market structure is
that with the most control over price, because this control can lead to large profits.
Monopoly and oligopoly markets offer the greatest potential control over price; monopolistic
competition offers less control. Firms operating under perfectly competitive market condi-
tions have no control over price. From the consumers’ perspective, the most desirable market
structure is that with the greatest degree of competition, because prices are generally lower.
Thus, consumers would prefer as many goods and services as possible to be offered in
competitive markets.
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As often happens in economics, there is a trade-off. While perfect competition gives the
largest quantity of a good at the lowest price, other market forms may spur more innovation.
Specifically, there may be high costs in researching a new product, and firms will incur such
costs only if they expect to earn an attractive return on their research investment. This is the
case often made for medical innovations, for example—the cost of clinical trials and experi-
ments to create new medicines would bankrupt perfectly competitive firms but may be
acceptable in an oligopoly market structure. Therefore, consumers can benefit from less than
perfectly competitive markets.

Porter’s Five Forces and Market Structure

A financial analyst aiming to establish market conditions and consequent profitability of
incumbent firms should start with the questions framed by Exhibit 4-1: how many
sellers there are, whether the product is differentiated, and so on. Moreover, in the case
of monopolies and quasi-monopolies, the analyst should evaluate the legislative and
regulatory framework: Can the company set prices freely, or are there governmental
controls? Finally, the analyst should consider the threat of competition from potential
entrants.

EXHIBIT 4-1 Characteristics of Market Structure

Market Number Degree of Product Barriers  Pricing Power

Structure of Sellers Differentiation to Entry  of Firm Nonprice Competition

Perfect Many Homogeneous/ Very low None None

competition standardized

Monopolistic Many  Differentiated Low Some Advertising and product

competition differentiation

Oligopoly ~ Few Homogeneous/  High Some or Advertising and product
standardized considerable  differentiation

Monopoly  One Unique product  Very high Considerable Advertising

This analysis is often summarized by students of corporate strategy as Porter’s five
forces, named after Harvard Business School professor Michael E. Porter. His book
Competitive Strategy (1980) presented a systematic analysis of the practice of market
strategy. The five forces are:

1. Threat of substitutes.

2. Threat of entry.

3. Intensity of competition among incumbents.
4. Bargaining power of customers.

5. Bargaining power of suppliers.
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It is easy to note the parallels between four of these five forces and the columns in
Exhibit 4-1. The only “orphan” is the power of suppliers, which is not at the core of the
theoretical economic analysis of competition, but has substantial weight in the practical
analysis of competition and profitability.

Some stock analysts (e.g., Dorsey 2004) use the term economic moat to suggest that
there are factors protecting the profitability of a firm that are similar to the ditches full of
water that used to provide protection for some medieval castles. A deep moat means
that there is little or no threat of entry by invaders (i.e., competitors). It also means that
customers are locked in because of high switching costs.

3. PERFECT COMPETITION

Perfect competition is characterized by the five conditions presented in Exhibit 4-1:

. There is a large number of potential buyers and sellers.

. The products offered by the sellers are virtually identical.

. There are few or easily surmountable barriers to entry and exit.
. Sellers have no market-pricing power.

N 0N~

. Nonprice competition is absent.

While few markets achieve the distinction of being perfectly competitive, it is useful to
establish the outcome associated with this market structure as a benchmark against which
other market structures can be compared. The most typical example of perfect competition is
found in certain aspects of the agriculture industry, such as the large number of farmers
growing corn for animal feed. Corn is a primary source of food for pork, beef, and poultry
production. A bushel of corn from Farmer Brown is virtually identical to a bushel of corn from
Farmer Lopez. If hog farmers need corn to feed their hogs, it does not matter whether the corn
comes from Farmer Brown or from Farmer Lopez. Furthermore, the aggregate corn market is
well defined, with active futures and spot markets. Information about the corn market is easy
and inexpensive to access, and there is no way to differentiate the product, such as by
advertising. Agribusiness is capital intensive, but where arable land is relatively abundant and
water is available, the barriers to entry (e.g., capital and expertise) for corn production are
relatively low.

3.1. Demand Analysis in Perfectly Competitive Markets

The price of a homogeneous product sold in a competitive market is determined by the
demand and supply in that market. Economists usually represent demand and supply in a
market through demand and supply curves in a two-axis plane, where quantity and price are
shown on the x-axis and y-axis, respectively. Economists believe that demand functions have
negative slopes, as shown in Exhibit 4-2. That is, at high prices, less is demanded. For normal
goods and services, as the price declines, the quantity demanded increases. This concept is
based on two effects: the income effect and the substitution effect. The income effect results
from the increased purchasing power the consumer has when prices fall. With lower prices, the
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EXHIBIT 4-2 Market Demand in Perfect Competition

Price

Demand

Quantity

consumer can afford to purchase more of the product. The substitution effect comes from the

increasing attractiveness of the lower-priced product. If soybean prices are unchanged and corn

prices decrease, hog farmers will substitute corn for soybeans as feed for their animals.
Assume the demand for this product can be specified as:

Qp =50 —2P

where Qp is the quantity of demand and P is the product’s price. This demand function can
be rearranged in terms of price:

P=25-0.5Qp

In this form, total revenue (TR) is equal to price times quantity, or P X Qp. Thus,
TR = PQp = 25Qp — 0.5Q3,

Average revenue (AR) can be found by dividing TR by Qp. Therefore,

AR = TR/Qp = (25Qp — 0.5Q%)/Qp = 25 — 0.5Qp

Note that the AR function is identical to the market demand function. The assumption
here is that the relationship between price and quantity demanded is linear. Clearly, that may
not be the case in the real market. Another simplifying assumption made is that the price of
the product is the only determinant of demand. Again, that is not likely in the real market. For
example, economic theory suggests that consumer income is another important factor in
determining demand. The prices of related goods and services, such as substitutes and
complements, are also considered factors affecting demand for a particular product.



Chapter 4 The Firm and Market Structures 151

Marginal revenue (MR) is the change in total revenue per extra increment sold when the
quantity sold changes by a small increment, AQp. Substituting (Qp + AQ)p) into the total
revenue (TR) equation, marginal revenue can be expressed as:

_ATR _ [25(Qp + AQp) — 0.5(Q3 + 2QpAQp + AQE)] — [25Qp — 0.5Q3]
AQD AQD

_ 25AQp — QpAQp — O.SAQé B
= AOp =

MR

25— Qp — 05AQp

For example, suppose Qp = 5 and AQp = 1; then total revenue increases from 112.50
[= 25(5) — 0.5 (5%)] to 132 [= 25(6) — 0.5(6")], and marginal revenue is 19.5 = (132 —
112.5)/1. Note that marginal revenue is equal to (25 — Qp — 0.5AQp). Now suppose that
AQp is much smaller, for example AQp = 0.1. In this case, total revenue increases to 114.495
[=25(5.1) — 0.5(5.1%)], and marginal revenue is 1.995/0.1 = 19.95. It is straightforward to
confirm that as AQp gets smaller marginal revenue gets closer to 20 = 25 — Qp. So, for
very small changes in the quantity sold we can write marginal revenue as:*

MR =25 — Qp

Although we have introduced the concept of marginal revenue in the context of the
demand curve for the market as a whole, its usefulness derives from its role in the output and
pricing decisions of individual firms. As we will see, marginal revenue and an analogous
concept, marginal cost, are critical in determining firms’ profit-maximizing strategies.

3.1.1. Elasticity of Demand

Consumers respond differently to changes in the prices of different kinds of products and
services. The quantity demanded for some products is very price sensitive, while for other
products, price changes result in little change in the quantity demanded. Economists refer to
the relationship between changes in price and changes in the quantity demanded as the price
elasticity of demand. Therefore, the demand for the former group of products—those that are
very price sensitive—is said to have high price elasticity, whereas the demand for the latter
group is said to have low price elasticity. Understanding the sensitivity of demand changes to
changes in price is critical to understanding market structures.

Price elasticity of demand measures the percentage change in the quantity demanded
given a percentage change in the price of a given product. Because the relationship of
demand to price is negative, the price elasticity of demand would be negative. Many
economists, however, present the price elasticity as an absolute value, so that price elasticity has a
positive sign. We will follow that convention. Higher price elasticity indicates that consumers
are very responsive to changes in price. Lower values for price elasticity imply that con-
sumers are not very responsive to price changes. Price elasticity can be measured with the
following relationship:

ep = —(% change in Qp) + (% change in P)

*Readers who are familiar with calculus will recognize this as the derivative of total revenue with respect
to the quantity sold.
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where €p is price elasticity of demand, Qp is the quantity demanded, and P is the
product’s price.

Price elasticity of demand falls into three categories. When demand is very responsive to
price change, it is identified as elastic. When demand is not responsive to price change, it is
identified as inelastic. When the percentage change in quantity demanded is exactly the same
as the percentage change in price, the demand is called unirary elastic.

1. If ep > 1, demand is elastic.
2. If ep = 1, demand is unitary elastic.
3. If ep < 1, demand is inelastic.

Price elasticity of demand depends on several factors. Price elasticity will be higher if there
are many close substitutes for the product. If a product has many good alternatives, consumers
will be more sensitive to price changes. For example, carbonated beverages (soft drinks) have
many close substitutes. It takes strong brand loyalty to keep customer demand high in the soft
drink market when one brand’s price is strategically lowered; the price elasticity of demand for
Coca-Cola has been estimated to be 3.8. For products with numerous close substitutes,
demand is highly elastic. For products with few close substitutes, demand is lower in price
elasticity and would be considered price inelastic. The demand for first-class airline tickets is
often seen as inelastic because only very wealthy people are expected to buy them; the demand
for economy-class tickets is elastic because the typical consumer for this product is more
budget-conscious. Consumers do not consider economy-class airline tickets a close substitute
for first-class accommodations, particularly on long flights.

The airline ticket example introduces another determinant of price elasticity of demand.
The greater the share of the consumer’s budget spent on the item, the higher the price elasticity of
demand. Expensive items, such as durable goods (e.g., refrigerators and televisions), tend to
have higher elasticity measures, while less expensive items, such as potatoes and salt, have
lower elasticity values. Consumers will not change their normal salt consumption if the price
of salt decreases by 10 percent. Instead, they will buy their next package of salt when they are
about to run out, with very little regard to the price change.

The airline ticket also makes a good example for the final factor determining price
elasticity. Price elasticity of demand also depends on the length of time within which the
demand schedule is being considered. Holiday airline travel is highly price elastic. Consumers
shop vigorously for vacation flights because they have time to plan their holidays. Business
airline travelers typically have less flexibility in determining their schedules. If your
business requires a face-to-face meeting with a client, then the price of the ticket is
somewhat irrelevant. If gasoline prices increase, there is very little you can do in the short
run but pay the higher price. However, evidence of commuter choices indicates that many
use alternative transportation methods after the gasoline price spikes. In the long run,
higher gasoline prices will lead consumers to change their modes of transportation, trading
in less efficient vehicles for automobiles with higher-rated gas mileage or public transit
options where available.

There are two extreme cases of price elasticity of demand. One extreme is the horizontal
demand schedule. This term implies that at a given price, the response in the quantity
demanded is infinite. This is the demand schedule faced by a perfectly competitive firm, because it
is a price taker, as in the case of a corn farmer. If the corn farmer tried to charge a higher price
than the market price, nobody would buy her product. On the other hand, the farmer has no
incentive to sell at a lower price because she can sell all she can produce at the market price. In
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EXHIBIT 4-3 Empirical Price Elasticities

Commodity (Good/Service) Price Elasticity of Market Demand

Alcoholic beverages consumed at home

Beer 0.84

Wine 0.55

Liquor 0.50
Coffee

Regular 0.16

Instant 0.36
Credit charges on bank cards 2.44
Furniture 3.04
Glassware/china 1.20
International air transportation, United States/Europe 1.20
Shoes 0.73
Soybean meal 1.65
Tomatoes 2.22

Various sources, as noted in McGuigan, Moyer, and Harris (2008, 95). These are the elasticities with respect to the
product’s own price; by convention, they are shown here as positive numbers.

a perfectly competitive market the quantity supplied by an individual firm has a negligible
effect on the market price. In the case of perfect price elasticity, the measure is ep =00.

The other extreme is the vertical demand schedule. The vertical demand schedule
implies that some fixed quantity is demanded, regardless of price. An example of such demand
is the diabetic consumer with the need for a certain amount of insulin. If the price of insulin
goes up, the patient will not consume less of it. The amount desired is set by the patient’s
medical condition. The measure for perfect price inelasticity is ep = 0.

The nature of the elasticity calculation and consumer behavior in the marketplace imply
that for virtually any product (excluding cases of perfect elasticity and perfect inelasticity)
demand is more elastic at higher prices and less elastic (more inelastic) at lower prices. For
example, at current low prices, the demand for table salt is very inelastic. However, if table
salt increased in price to hundreds of dollars per ounce, consumers would become more
responsive to its price changes. Exhibit 4-3 reports several empirical estimates of price
elasticity of demand.

3.1.2. Other Factors Affecting Demand

There are two other important forces that influence shifts in consumer demand. One
influential factor is consumer income and the other is the price of a related product. For
normal goods, as consumer income increases, the demand increases. The degree to which
consumers respond to higher incomes by increasing their demand for goods and services is
referred to as income elasticity of demand. Income elasticity of demand measures the
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responsiveness of demand to changes in income. The calculation is similar to that of price
elasticity, with the percentage change in income replacing the percentage change in price.
Note the new calculation:

gy = (0/0 Change in QD) - (% change in Y)

where ey is income elasticity of demand, Qp is the quantity demanded, and Y is consumer
income. For normal goods, the measure ey will be a positive value. That is, as consumers’
income rises, more of the product is demanded. For products that are considered luxury items,
the measure of income elasticity will be greater than 1. There are other goods and services that
are considered inferior products. For inferior products, as consumer income rises, less of the
product is demanded. Inferior products will have negative values for income elasticity. For
example, a person on a small income may watch television shows, but if this person had more
income, she would prefer going to live concerts and theater performances; in this example,
television shows would be the inferior good.

As a technical issue, the difference between price elasticity of demand and income elas-
ticity of demand is that the demand adjustment for price elasticity represents a movement
along the demand schedule because the demand schedule represents combinations of price and
quantity. The demand adjustment for income elasticity represents a shift in the demand curve
because with a higher income one can afford to purchase more of the good at any price. For a
normal good, an increase in income would shift the demand schedule out to the right, away
from the origin of the graph, and a decrease in income would shift the demand curve to the
left, toward the origin.

The final factor influencing demand for a product is the change in price of a related
product, such as a strong substitute or a complementary product. If a close competitor in the
beverage market lowers its price, some consumers may substitute that product for your
product. Thus, your product’s demand curve will shift to the left, toward the origin of the
graph. Cross-price elasticity of demand is the responsiveness of the demand for product A4
that is associated with the change in price of product B:

Ex — (0/0 Change in QDA) - (% Change in PB)

where e is cross-price elasticity of demand, Qp, is the quantity demanded of product 4, and
Pp is the price of product B.

When the cross-price elasticity of demand between two products is positive, the two
products are considered to be substitutes. For example, you may expect to have positive cross-
price elasticity between honey and sugar. If the measure of cross-price elasticity is negative, the
two products are referred to as complements of each other. For example, if the price of DVDs
goes up, you would expect consumers to buy fewer DVD players. In this case, the cross-price
elasticity of demand would have a negative value.

Reviewing cross-price elasticity values provides a simple test for the degree of competition
in the market. The more numerous and the closer the substitutes for a product, the lower
the pricing power of firms selling in that market; the fewer the substitutes for a product, the
greater the pricing power. One interesting application was a U.S. Supreme Court case
involving the production and sale of cellophane by DuPont.” The court noted that the

3U.S. v. DuPont, 351 U.S. 377 (1956), as noted in McGuigan, Moyer, and Harris (2008).
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relevant product market for DuPont’s cellophane was the broader flexible packaging materials
market. The Supreme Court found the cross-price elasticity of demand between cellophane
and other flexible packaging materials to be sufficiently high and exonerated DuPont from a
charge of monopolizing the market.

Because price elasticity of demand relates changes in price to changes in the quantity
demanded, there must be a logical relationship between marginal revenue and price elas-
ticity. Recall that marginal revenue equals the change in total revenue given a change in
output or sales. An increase in total revenue results from a decrease in price that results
in an increase in sales. In order for the increase in the quantity demanded to be sufficient
to offset the decline in price, the percentage change in quantity demanded must be greater
than the percentage decrease in price. The relationship between TR and price elasticity is
as follows:

ep > 1 Demand is elastic 1P->TR | and | P -> TR
ep = 1 Demand is unitary elastic § P — no change in TR
ep < 1 Demand is inelastic 1P->TRTand | P > TR |

Total revenue is maximized when marginal revenue is zero. The logic is that as long as
marginal revenue is positive (i.e., each additional unit sold contributes to additional total
revenue), total revenue will continue to increase. Only when marginal revenue becomes
negative will total revenue begin to decline. Therefore, the percentage decrease in price is
greater than the percentage increase in quantity demanded. The relationship between MR and
price elasticity can be expressed as:

MR = P[1 — (1/p)]

An understanding of price elasticity of demand is an important strategic tool. It would be
very useful to know in advance what would happen to your firm’s total revenue if you
increased the product’s price. If you are operating in the inelastic portion of the demand
curve, increasing the price of the product will increase total revenue. However, if you are
operating in the elastic portion of the product’s demand curve, increasing the price will
decrease total revenue.

Decision makers can also use the relationship between marginal revenue and price
elasticity of demand in other ways. For example, suppose you are a farmer considering
planting soybeans or some other feed crop, such as corn. From Exhibit 4-3, we know that
soybean meal’s price elasticity of demand has been estimated to be 1.65. We also know
that the current (August 2010) soybean meal price is $330.14 per metric ton. Therefore, by
solving the preceding equation, we find that the expected marginal revenue per metric ton of
soybean meal is $130.05. Soybeans may prove to be a profitable crop for the farmer. However,
just a few years earlier, in August 2006, the price of a metric ton of soybean meal was $175.91.
Given the crop’s price elasticity of demand, the estimated marginal revenue per metric ton was
then $69.30. The lower price translates into lower marginal revenue and might induce the
farmer to plant a more profitable feed crop instead.

How do business decision makers decide what level of output to bring to the market? To
answer that question, the firm must understand its cost of resources, its production relations,
and its supply function. Once the supply function is well defined and understood, it is
combined with the demand analysis to determine the profit-maximizing levels of output.
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3.1.3. Consumer Surplus: Value minus Expenditure

To this point, we have discussed the fundamentals of supply and demand curves and explained
a simple model of how a market can be expected to arrive at an equilibrium combination of
price and quantity. While it is certainly necessary for the analyst to understand the basic
workings of the market model, it is also crucial to have a sense of why we might care about the
nature of the equilibrium. In this section we review the concept of consumer surplus, which
is helpful in understanding and evaluating business pricing strategies. Consumer surplus is
defined as the difference between the value that a consumer places on the units purchased
and the amount of money that was required to pay for them. It is a measure of the value
gained by the buyer from the transaction.

To get an intuitive feel for the concept of consumer surplus, consider the last thing you
purchased. Whatever it was, think of how much you actually paid for it. Now contrast that
price with the maximum amount you would have been willing ro pay rather than go without
the item altogether. If those two numbers are different, we say you received some consumer
surplus from your purchase. You got a bargain because you would have been willing to pay
more than you had to pay.

Earlier, we referred to the law of demand, which says that as the price falls, consumers are
willing to buy more of the good. This observation translates into a negatively sloped demand
curve. Alternatively, we could say that the highest price that consumers are willing to pay for
an additional unit declines as they consume more and more of a good. In this way, we can
interpret their willingness to pay as a measure of how much they value each additional unit of
the good. This is a very important point: In order to purchase a unit of some good, consumers
must give up something else they value. So the price they are willing to pay for an additional
unit of a good is a measure of how much they value that unit, in terms of the other goods they
must sacrifice to consume it.

If demand curves are negatively sloped, it must be because the value of each additional
unit of the good falls as more of the good is consumed. We will explore this concept further,
but for now it is enough to recognize that the demand curve can therefore be considered a
marginal value curve, because it shows the highest price consumers would be willing to pay
for each additional unit. In effect, the demand curve is the willingness of consumers to pay for
each additional unit.

This interpretation of the demand curve allows us to measure the total value of con-
suming any given quantity of a good: It is the sum of all the marginal values of each unit
consumed, up to and including the last unit. Graphically, this measure translates into the area
under the consumer’s demand curve, up to and including the last unit consumed, as shown in
Exhibit 4-4, where the consumer is choosing to buy Q; units of the good at a price of P;. The
marginal value of the Q;th unit is clearly P;, because that is the highest price the consumer is
willing to pay for that unit. Importantly, however, the marginal value of each unit up 7o the
Qqth is greater than P;.

Because the consumer would have been willing to pay more for each of those units than
she actually paid (2;), we can say she received more value than the cost to her of buying them.
This extra value is the buyer’s consumer surplus. The rozal value of quantity Q; to the buyer
is the area of the vertically lined trapezoid in Exhibit 4-4. The total expenditure is only the
area of the rectangle with height ) and base Q; (bottom section). The total consumer surplus
received from buying Q; units at a level price of P; per unit is the difference between the area
under the demand curve and the area of the rectangle P; X Q. The resulting area is shown as
the shaded triangle (upper section).
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EXHIBIT 4-4 Consumer Surplus

Price

Consumer Surplus (the
area of the shaded triangle)

Demand Curve (also the
&~ marginal value curve)

Q Quantity

Note: Consumer surplus is the area beneath the demand curve and above the price paid.

EXAMPLE 4-1 Consumer Surplus

A market demand function is given by the equation Qp = 180 — 2P. Find the value of
consumer surplus if price is equal to 65.

Solution: First, input 65 into the demand function to find the quantity demanded at
that price: Qp = 180 — 2(65) = 50. Then, to make drawing the demand curve easier,
invert the demand function by solving for P in terms of Qp: P = 90 — 0.5Qp. Note

that the price intercept is 90 and the quantity intercept is 180. Draw the demand curve:

Price
90

65

o)

50 180  Quantity

Find the area of the triangle above the price of 65 and below the demand curve, up
to quantity 50: Area = "2(Base)(Height) = ':2(50)(25) = 625.
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3.2. Supply Analysis in Perfectly Competitive Markets

Consider two corn farmers, Mr. Brown and Ms. Lopez. They both have land available to them
to grow corn and can sell at one price, say 3 currency units per kilogram. They will try to
produce as much corn as is profitable at that price. If the price is driven up to 5 currency units
per kilogram by new consumers entering the market—say, ethanol producers—Mr. Brown
and Ms. Lopez will try to produce more corn. To increase their output levels, they may have
to use less productive land, increase irrigation, use more fertilizer, or all three. Their pro-
duction costs will likely increase. They will both still try to produce as much corn as possible
in order to profit at the new, higher price of 5 currency units per kilogram. Exhibit 4-5
illustrates this example. Note that the supply functions for the individual firms have positive
slopes. Thus, as prices increase, the firms supply greater quantities of the product.

Notice that the market supply curve is the sum of the supply curves of the individual
firms—Brown, Lopez, and others—that make up the market. Assume that the supply
function for the market can be expressed as a linear relationship, as follows:

Qs =10+ 5P, or P = —2+ 0.2Qs

where Qg is the quantity supplied and P is the price of the product.

Before we analyze the optimal supply level for the firm, we need to point out that
economic costs and profits differ from accounting costs and profits in a significant way.
Economic costs include all the remuneration needed to keep the productive resource in its
current employment or to acquire the resource for productive use.

In order to evaluate the remuneration needed to keep the resource in its current use and
attract new resources for productive use, economists refer to the resource’s opportunity cost.
Opportunity cost is measured by determining the resource’s next best opportunity. If a corn
farmer could be employed in an alternative position in the labor market with an income of
50,000, then the opportunity cost of the farmer’s labor is 50,000. Similarly, the farmer’s land
and capital could be leased to another farmer or sold and reinvested in another type of
business. The return forgone by not doing so is an opportunity cost. In economic terms, total
cost includes the full normal market return on all the resources utilized in the business.

EXHIBIT 4-5 Firm and Market Supply in Perfect Competition

Panel A: Brown Panel B: Lopez Panel C: Industry

5 7 Q i s Q 35 35 Q
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Economic profit is the difference between total revenue (TR) and total cost (T'C). Economic
profit differs from accounting profit because accounting profit does not include opportunity
cost. Accounting profit includes only explicit payments to outside providers of resources
(e.g., workers, vendors, lenders) and depreciation based on the historical cost of physical capital.

3.3. Optimal Price and Output in Perfectly Competitive Markets

Carrying forward our examples from Sections 3.1 and 3.2, we can now combine the market
supply and demand functions to solve for the equilibrium price and quantity, where Q*
represents the equilibrium level of both supply and demand.

P=25-05Qp=—-2+02Q5="P
25 —0.5Qp = =2+ 0.2Qs
27 = 0.7Q*
Q* = 38.57

According to the market demand curve, the equilibrium price is:
P =25-0.5Q*=25-0.5(38.57) =25 —-19.29 = 5.71

With many firms in the market and total output in the market of almost 39 units of the
product, the effective market price would be 5.71. This result becomes the demand function
for each perfectly competitive firm. Even if a few individual producers could expand pro-
duction, there would not be a noticeable change in the market equilibrium price. In fact, if
any one firm could change the equilibrium market price, the market would not be in perfect
competition. Therefore, the demand curve that each perfectly competitive firm faces is a
horizontal line at the equilibrium price, as shown in Exhibit 4-6, even though the demand
curve for the whole market is downward sloping.

EXHIBIT 4-6 Individual Firm’s Demand in Perfect Competition

Price

Firm’s Demand

5.71

Quantity
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EXAMPLE 4-2 Demand Curves in Perfect Competition

Is it possible that the demand schedule faced by Firm A is horizontal while the demand
schedule faced by the market as a whole is downward sloping?

A. No, because Firm A can change its output based on demand changes.

B. No, because a horizontal demand curve means that elasticity is infinite.

C. Yes, because consumers can go to another firm if Firm A charges a higher price, and
Firm A can sell all it produces at the market price.

Solution: C is correct. Firm A cannot successfully charge a higher price and has no
incentive to sell at a price below the market price.

To analyze the firm’s revenue position, recall that average revenue (AR) is equivalent to
the firm’s demand function. Therefore, the horizontal line that represents the firm’s demand
curve is the firm’s AR schedule.

Marginal revenue (MR) is the incremental increase in total revenue (TR) associated with
each additional unit sold. For every extra unit the firm sells, it receives 5.71. Thus, the firm’s
MR schedule is also the horizontal line at 5.71. TR is calculated by multiplying AR by the
quantity of products sold. Total revenue is the area under the AR line at the point where
the firm produces the output. In the case of perfect competition, the following conditions hold

for the individual firm:
Price = Average revenue = Marginal revenue

The next step is to develop the firm’s cost functions. The firm knows that it can sell the
entire product it produces at the market’s equilibrium price. How much should it produce?
That decision is determined by analysis of the firm’s costs and revenues. A corn farmer uses
three primary resources: land, labor, and capital. In economics, capital is any man-made aid to
production. The corn farmer’s capital includes the irrigation system, tractors, harvesters,
trucks, grain bins, fertilizer, and so forth. The labor includes the farmer, perhaps members of
the farmer’s family, and hired labor. In the initial stages of production, only the farmer and the
farmer’s family are cultivating the land, with a significant investment in capital. They have a
tractor, fertilizer, irrigation equipment, grain bins, seed, and a harvester. The investment in
land and capital is relatively high compared with the labor input. In this production phase, the
average cost of producing a bushel of corn is high. As they begin to expand by adding labor to
the collection of expensive land and capital, the average cost of producing corn begins
to decline—for example, because one tractor can be used more intensively to plow a larger
amount of land. When the combination of land, labor, and capital approaches an efficient
range, the average cost of producing a bushel of corn declines.

Given a certain level of technology, there is a limit to the increase in productivity.
Eventually something begins to cause declining marginal productivity. That is, each additional
unit of input produces a progressively smaller increase in output. This force is called the law of
diminishing returns. This law helps define the shape of the firm’s cost functions. Average cost
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and marginal cost will be U-shaped. Over the initial stages of output, average and marginal
costs will decline. At some level of output, the law of diminishing returns will overtake the
efficiencies in production, and average and marginal costs will increase.

Average cost (AC) is total cost (TC) divided by output (Q). Therefore,
AC=TC/Q

Note that we have defined average cost (AC) in terms of total costs. Many authors refer to
this as “average total cost” to distinguish it from a related concept, average variable cost, which
omits fixed costs. In the remainder of this chapter, average cost should be understood to mean
average total cost.

Marginal cost (MC) is the change in TC associated with an incremental change
in output:

MC = ATC/AQ

By definition, fixed costs do not vary with output, so marginal cost reflects only changes
in variable costs.® MC declines initially because processes can be made more efficient and
specialization makes workers more proficient at their tasks. However, at some higher level of
output, MC begins to increase (e.g., must pay workers a higher wage to have them work
overtime and, in agriculture, less fertile land must be brought into production). MC and AC
will be equal at the level of output where AC is minimized. This is a mathematical necessity
and intuitive. If you employ the least expensive labor in the initial phase of production,
average and marginal cost will decline. Eventually, additional labor will be more costly. For
example, if the labor market is at or near full employment, in order to attract additional
workers, you must pay higher wages than they are currently earning elsewhere. Thus, the
additional (marginal) labor is more costly, and the higher cost increases the overall average as
soon as MC exceeds AC. Exhibit 4-7 illustrates the relationship between AC and MC.

Now combine the revenue and cost functions from Exhibits 4-6 and 4-7. In short-run
equilibrium, the perfectly competitive firm can earn an economic profit (or an economic loss).
In this example, the equilibrium price, 5.71, is higher than the minimum AC. The firm will
always maximize profit at an output level where MR = MC. Recall that in perfect compe-
tition, the horizontal demand curve is the marginal revenue and average revenue schedules. By
setting output at point A in Exhibit 4-8, where MR = MC, the firm will maximize profits.
Total revenue is equal to 2 X Q—in this case, 5.71 times Q. Total cost is equal to Q¢ times
the average cost of producing Qc, at point B in Exhibit 4-8. The difference between the two
areas is economic profit.

3.4. Factors Affecting Long-Run Equilibrium in Perfectly
Competitive Markets

In the long run, economic profit will attract other entrepreneurs to the market, resulting in the
production of more output. The aggregate supply will increase, shifting the industry supply

“Readers who are familiar with calculus will recognize that MC is simply the derivative of total cost with
respect to quantity produced.



162

Economics for Investment Decision Makers

EXHIBIT 4-7 Individual Firm’s Short-Run Cost Schedules

Cost per Unit

of Output

MC: Short-Run
Marginal Cost

AC: Average
Total Cost

Quantity (firm)

EXHIBIT 4-8 Perfectly Competitive Firm’s Short-Run Equilibrium

Cost per Unit

of Output

5.71

MC: Short-Run
Marginal Cost

AC: Average
Total Cost

ACI at QC

Firm’s Demand

=AR = MR

Qc Quantity
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EXHIBIT 4-9 Perfectly Competitive Market with Increased Supply

Panel A: Brown Panel B: Lopez Panel C: Industry
P P P
S
2 S;
Si
LS s’
-5
$5.71 el a ;
$4.50 / 2
- Others
8 10 Q 67 Q Q

(81) curve to the right, away from the origin of the graph. For a given demand curve, this
increase in supply at each price level will lower the equilibrium price, as shown in Exhibit 4-9.

In the long run, the perfectly competitive firm will operate at the point where marginal
cost equals the minimum of average cost, because at that point, entry is no longer profitable:
In equilibrium, price equals not only marginal cost (firm equilibrium) but also minimum
average cost, so that total revenues equal total costs. This result implies that the perfectly
competitive firm operates with zero economic profit. That is, the firm receives its normal
profit (rental cost of capital), which is included in its economic costs. Recall that economic
profits occur when total revenue exceeds total cost (and therefore economic profits differ from
accounting profits). With low entry cost and homogeneous products to sell, the perfectly
competitive firm earns zero economic profit in the long run.

Exhibit 4-10 illustrates the long-run equilibrium position of the perfectly competitive
firm. Note that total revenue equals price ($4.50) times quantity (Qg) and total cost equals
average cost ($4.50) times quantity (Qp).

The long-run marginal cost schedule is the perfectly competitive firm’s supply curve. The
firm’s demand curve is dictated by the aggregate market’s equilibrium price. The basic rule of
profit maximization is that MR = MC, as is the case in long-run equilibrium. The firm’s
demand schedule is the same as the firm’s marginal revenue and average revenue. Given its
cost of operation, the only decision the perfectly competitive firm faces is how much to
produce. The answer is the level of output that maximizes its return, and that level is where
MR = MC. The demand curve is perfectly elastic. Of course, the firm constantly tries to find
ways to lower its cost in the long run.

4. MONOPOLISTIC COMPETITION

Early in the twentieth century, economists began to realize that most markets did not operate
under the conditions of perfect competition.” Many market structures exhibited characteristics
of strong competitive forces; however, other distinct noncompetitive factors played important
roles in the market. As the name implies, monopolistic competition is a hybrid market. The

>Chamberlin (1933).
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EXHIBIT 4-10  Perfectly Competitive Firm’s Long-Run Equilibrium

Dollars per Unit
of Output (price)

Long-Run
Marginal Cost

Average
Total Cost

$4.50
Firm’s Demand

=AR =MR

Qg Quantity

Schumpeter on Innovation and Perfect Competition

The Austrian-American economist Joseph A. Schumpeter® pointed out that technical
change in economics can happen in two main ways:

1. Innovation of process: a new, more efficient way to produce an existing good
or service.

2. Innovation of product: a new product altogether or an innovation on an existing
product.

Innovation of process is related to production methods. For example, instead of
mixing cement by hand, since the invention of the electric engine it has been possible to
use electric mixers. A more recent innovation has been to use the Internet to provide
technical support to personal computer users: a technician can remotely log on to the
customer’s PC and fix problems instead of providing instructions over the phone. The
result is likely the same, but the process is more efficient.

Innovation of product is related to the product itself. MP3 players, smart phones,
robot surgery, and GPS vehicle monitoring have existed for only a few years. They are
new products and services. While portable music players existed before the MP3 player,
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no similar service existed before GPS monitoring of personal vehicles and freight trucks
was invented.

How does the reality of continuous innovation of product and process, which is a
characteristic of modern economies, fit into the ideal model of perfect competition,
where the product is made by a huge number of tiny, anonymous suppliers? This seems
a contradiction because the tiny suppliers cannot all be able to invent new products—
and indeed, the markets for portable music players and smart phones do not look like
perfect competition.

Schumpeter suggested that perfect competition is more of a long-run type of
market. In the short run, a company develops a new process or product and is the only
one to take advantage of the innovation. This company likely will have high profits and
will outpace any competitors. A second stage is what Schumpeter called the swarming
(as when a group of bees leaves a hive to follow a queen): In this case, some entre-
preneurs notice the innovation and follow the innovator through imitation. Some of
them will fail, while others will succeed and possibly be more successful than the initial
innovator. The third stage occurs when the new technology is no longer new because
everyone has imitated it. At this point, no economic profits are realized, because the new
process or product is no longer a competitive advantage; everyone has it—which is
when perfect competition prevails and we have long-run equilibrium until a new
innovation of process or product is introduced.

*See part 2 of Schumpeter (1942) for the famous “creative destruction” process.

most distinctive factor in monopolistic competition is product differentiation. Recall the five
characteristics from Exhibit 4-1:

1. There is a large number of potential buyers and sellers.

2. The products offered by each seller are close substitutes for the products offered by other
firms, and each firm tries to make its product look different.

. Entry into and exit from the market are possible with fairly low costs.

1SN

. Firms have some pricing power.
5. Suppliers differentiate their products through advertising and other nonprice strategies.

While the market is made up of many firms that comprise the product group, each
producer attempts to distinguish its product from those of the others. Product differentiation
is accomplished in a variety of ways. For example, consider the wide variety of communication
devices available today. Decades ago, when each communication market was controlled by a
regulated single seller (the telephone company), all telephones were alike. In the deregulated
market of today, the variety of physical styles and colors is extensive. All versions accomplish
many of the same tasks.

The communication device manufacturers and providers differentiate their products with
different colors, styles, networks, bundled applications, conditional contracts, functionality,
and more. Advertising is usually the avenue pursued to convince consumers there is a dif-
ference between the goods in the product group. Successful advertising and trademark
branding result in customer loyalty. A good example is the brand loyalty associated with
Harley-Davidson motorcycles. Harley-Davidson’s customers believe that their motorcycles are
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truly different from and better than all other motorcycles. The same kind of brand loyalty
exists for many fashion creations and cosmetics.

The extent to which the producer is successful in product differentiation determines
pricing power in the market. Very successful differentiation results in a market structure that
resembles the single-seller market (monopoly). However, because there are relatively low entry
and exit costs, competition will, in the long run, drive prices and revenues down toward an
equilibrium similar to perfect competition. Thus, the hybrid market displays characteristics
found in both perfectly competitive and monopoly markets.

4.1. Demand Analysis in Monopolistically Competitive Markets

Because each good sold in the product group is somewhat different from the others, the
demand curve for each firm in the monopolistic competition market structure is downward
sloping to the right. Price and the quantity demanded are negatively related. Lowering the
price will increase the quantity demanded, and raising the price will decrease the quantity
demanded. There will be ranges of prices within which demand is elastic and (lower) prices at
which demand is inelastic. Exhibit 4-11 illustrates the demand, marginal revenue, and cost
structures facing a monopolistically competitive firm in the short run.

In the short run, the profit-maximizing choice is the level of output where MR = MC.
Because the product is somewhat different from those of the competitors, the firm can charge
the price determined by the demand curve. Therefore, in Exhibit 4-11, Q; is the ideal level of
output and P is the price consumers are willing to pay to acquire that quantity. Total revenue
is the area of the rectangle P; X Q.

4.2. Supply Analysis in Monopolistically Competitive Markets

In perfect competition, the firm’s supply schedule is represented by the marginal cost
schedule. In monopolistic competition, there is no well-defined supply function. The infor-
mation used to determine the appropriate level of output is based on the intersection of MC

EXHIBIT 4-11  Short-Run Equilibrium in Monopolistic Competition
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and MR. However, the price that will be charged is based on the market demand schedule.
The firm’s supply curve should measure the quantity the firm is willing to supply at various
prices. That information is not represented by either marginal cost or average cost.

4.3. Optimal Price and Output in Monopolistically Competitive Markets

As seen in Section 4.1, in the short run, the profit-maximizing choice is the level of output
where MR = MC and total revenue is the area of the rectangle P; X Q; in Exhibit 4-11.

The average cost of producing Q; units of the product is C}, and the total cost is the area
of the rectangle C; X Q. The difference between TR and TC is economic profit. The profit
relationship is described as:

n=TR - TC

where T is total profit, TR is total revenue, and TC is total cost.

The Benefits of Imperfect Competition

Is monopolistic competition indeed imperfect—that is, is it a bad thing? At first, one
would say that it is an inefficient market structure because prices are higher and the
quantity supplied is less than in perfect competition. At the same time, in the real world,
we see more markets characterized by monopolistic competition than markets meeting
the strict conditions of perfect competition. If monopolistic competition were that
inefficient, one wonders, why would it be so common?

A part of the explanation goes back to Schumpeter. Firms try to differentiate their
products to meet the needs of customers. Differentiation provides a profit incentive to
innovate, experiment with new products and services, and potentially improve the
standard of living.

Moreover, because each customer has tastes and preferences that are a bit different,
slight variations of each good or service are likely to capture the niche of the market that
prefers those variations. An example is the market for candy, where one can find
chocolate, licorice, mint, fruit, and many other flavors.

A further reason why monopolistic competition may be good is that people like
variety. Traditional economic theories of international trade suggested that countries
should buy products from other countries that they cannot produce domestically.
Therefore, Norway should buy bananas from a tropical country and sell crude oil in
exchange. But this is not the only kind of exchange that happens in reality: For example,
Germany imports Honda, Subaru, and Toyota cars from Japan and sells Volkswagen,
Porsche, Mercedes, and BMW cars to Japan. In theory, this should not occur because
each of the countries produces good cars domestically and does not need to import
them. The truth, however (see, for example, Krugman 1989), is that consumers in both
countries enjoy variety. Some Japanese drivers prefer to be at the steering wheel of a
BMW, whereas others like Hondas; and the same happens in Germany. Variety and
product differentiation, therefore, are not necessarily bad things.
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4.4. Factors Affecting Long-Run Equilibrium in Monopolistically
Competitive Markets

Because total cost (TC) represents all costs associated with production, including opportunity
cost, economic profit is a signal to the market, and that signal will attract more competition.
Just as with the perfectly competitive market structure, with relatively low entry costs, more
firms will enter the market and lure some customers away from the firm making an economic
profit. The loss of customers to new entrant firms will drive down the demand for all firms
producing similar products. In the long run for the monopolistically competitive firm, eco-
nomic profit will fall to zero. Exhibit 4-12 illustrates the condition of long-run equilibrium for
monopolistic competition.

In long-run equilibrium, output is still optimal at the level where MR = MC, which is
Q; in Exhibit 4-12. Again, the price consumers are willing to pay for any amount of the
product is determined from the demand curve. That price is P; for the quantity Q; in Exhibit
4-12, and total revenue is the area of the rectangle P; X Q). Notice that unlike long-run
equilibrium in perfect competition, in the market of monopolistic competition, the equilib-
rium position is at a higher level of average cost than the level of output that minimizes average
cost. Average cost does not reach its minimum until output level Q, is achieved. Total cost in
this long-run equilibrium position is the area of the rectangle C; X Q;. Economic profit is
total revenue minus total cost. In Exhibit 4-12, economic profit is zero because total revenue
equals total cost: P; X Q; = C) X Q.

In the hybrid market of monopolistic competition, zero economic profit in long-run
equilibrium resembles perfect competition. However, the long-run level of output, Q;, is less
than Q,, which corresponds to the minimum average cost of production and would be the
long-run level of output in a perfectly competitive market. In addition, the economic cost in
monopolistic competition includes some cost associated with product differentiation, such as
advertising. In perfect competition, there are no costs associated with advertising or marketing
because all products are homogeneous. Prices are lower, but consumers may have little variety.

EXHIBIT 4-12 Long-Run Equilibrium in Monopolistic Competition
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5. OLIGOPOLY

An oligopoly market structure is characterized by only a few firms doing business in a relevant
market. The products must all be similar and, to a great extent, be substitutes for one another.
In some oligopoly markets, the goods or services may be differentiated by marketing and
strong brand recognition, as in the markets for breakfast cereals and for bottled or canned
beverages. Other examples of oligopoly markets are made up of homogeneous products with
little or no attempt at product differentiation, such as petroleum and cement. The most dis-
tinctive characteristic of oligopoly markets is the small number of firms that dominate the marker.
There are so few firms in the relevant market that their pricing decisions are interdependent. That
is, each firm’s pricing decision is based on the expected retaliation by the other firms. Recall
from Exhibit 4-1 the five characteristics of oligopoly markets:

1. There is a small number of potential sellers.

2. The products offered by each seller are close substitutes for the products offered by other
firms and may be differentiated by brand or be homogeneous and unbranded.

3. Entry into the market is difficult, with fairly high costs and significant barriers to
competition.

4. Firms typically have substantial pricing power.

5. Products are often highly differentiated through marketing, features, and other nonprice
strategies.

Because there are so few firms, each firm can have some degree of pricing power, which
can result in substantial profits. Another by-product of the oligopoly market structure is the
attractiveness of price collusion. Even without price collusion, a dominant firm may easily
become the price maker in the market. Oligopoly markets without collusion typically have the
most sophisticated pricing strategies. Examples of noncolluding oligopolies include the U.S.
tobacco market and the Thai beer market. In 2004, four firms controlled 99 percent of the
U.S. tobacco industry.® Brands owned by Singha Co. and by ThaiBev controlled over 90
percent of the Thai beer market in 2009. (This situation is expected to change soon, as the
Association of Southeast Asian Nations trade agreement will open the doors to competition
from other ASEAN producers.) Perhaps the best-known oligopoly market with collusion is the
Organization of Petroleum Exporting Countries (OPEC) cartel, which seeks to control prices
in the petroleum market by fostering agreements among oil-producing countries.

5.1. Demand Analysis and Pricing Strategies in Oligopoly Markets

Oligopoly markets’ demand curves depend on the degree of pricing interdependence. In a
market where collusion is present, the aggregate market demand curve is divided up by the
individual production participants. Under noncolluding market conditions, each firm faces
an individual demand curve. Furthermore, noncolluding oligopoly market demand char-
acteristics depend on the pricing strategies adopted by the participating firms. There are
three basic pricing strategies: pricing interdependence, the Cournot assumption, and the
Nash equilibrium.

“These examples are based on “Industry Surveys,” Net Advantage Database, Standard & Poor’s; and
Market Share Reports, Gale Research, annual issues, as noted in McGuigan et al. (2008).
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The first pricing strategy is to assume pricing interdependence among the firms in the
oligopoly. A good example of this situation is any market where there are price wars, such as
the commercial airline industry. For example, flying out of the Atlanta, Georgia, hub, Delta
Air Lines and AirTran Airways jointly serve several cities. AirTran is a low-cost carrier and
typically offers lower fares to destinations out of Atlanta. Delta tends to match the lower fares
for those cities also served by AirTran when the departure and arrival times are similar to its
own. However, when Delta offers service to the same cities at different time slots, Delta’s
ticket prices are higher.

The most common pricing strategy assumption in these price war markets is that
competitors will match a price reduction and ignore a price increase. The logic is that by
lowering its price to match a competitor’s price reduction, the firm will not experience a
reduction in customer demand. Conversely, by not matching the price increase, the firm
stands to attract customers away from the firm that raised its prices. The oligopolist’s demand
relationship must represent the potential increase in market share when rivals” price increases
are not matched and no significant change in market share when rivals’ price decreases
are matched.

Given a prevailing price, the price elasticity of demand will be much greater if the price is
increased and less if the price is decreased. The firm’s customers are more responsive to price
increases because its rivals have lower prices. Alternatively, the firm’s customers are less
responsive to price decreases because its rivals will match its price change.

This implies that the oligopolistic firm faces two different demand structures, one
associated with price increases and another relating to price reductions. Each demand function
will have its own marginal revenue structure as well. Consider the demand and marginal
revenue functions in Exhibit 4-13a. The functions Dp; and MRp; represent the demand and
marginal revenue schedules associated with higher prices, while the functions Dp| and MRp |
represent the lower prices’ demand and marginal revenue schedules. The two demand sche-
dules intersect at the prevailing price (i.e., the price where price increase and price decrease are
both equal to zero).

EXHIBIT 4-13a Kinked Demand Curve in Oligopoly Market: Demand and Marginal

Revenue Functions
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EXHIBIT 4-13b  Kinked Demand Curve in Oligopoly Market: Cost Structures
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Kinked at
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MC;
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This oligopolistic pricing strategy results in a kinked demand curve, with the two seg-
ments representing the different competitor reactions to price changes. The kink in the
demand curve also yields a discontinuous marginal revenue structure, with one part associated
with the price increase segment of demand and the other relating to the price decrease seg-
ment. Therefore, the firm’s overall demand equals the relevant portion of Dpy and the rel-
evant portion of Dp| . Exhibit 4-13b represents the firm’s new demand and marginal revenue
schedules. The firm’s demand schedule in Exhibit 4-13b is segment Dpy and Dp |, where
overall demand D = Dpy + Dp).

Notice in Exhibit 4-13b that a wide variety of cost structures are consistent with the pre-
vailing price. If the firm has relatively low marginal costs, MC;, the profit-maximizing pricing
rule established earlier, MR = MG, still holds for the oligopoly firm. Marginal cost can rise
to MC, and MC; before the firm’s profitability is challenged. If the marginal cost curve MC,
passes through the gap in marginal revenue, the most profitable price and output combination
remains unchanged at the prevailing price and original level of output.

Criticism of the kinked demand curve analysis focuses on its inability to determine what
the prevailing price is from the outset. The kinked demand curve analysis does help explain
why stable prices have been observed in oligopoly markets and is therefore a useful tool for
analyzing such markets. However, because it cannot determine the original prevailing price, it
is considered an incomplete pricing analysis.

The second pricing strategy was first developed by French economist Augustin Cournot
in 1838. In the Cournot assumption, cach firm determines its profit-maximizing production
level by assuming that the other firms’ outputs will not change. This assumption simplifies
pricing strategy because there is no need to guess what the other firms will do to retaliate. It
also provides a useful approach to analyzing real-world behavior in oligopoly markets. Take
the most basic oligopoly market situation, a two-firm duopoly market.” In equilibrium,
neither firm has an incentive to change output, given the other firm’s production level. Each

"The smallest possible oligopoly market is a duopoly, which is made up of only two sellers.
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firm attempts to maximize its own profits under the assumption that the other firm will
continue producing the same level of output in the future. The Cournot strategy assumes that
this pattern continues until each firm reaches its long-run equilibrium position. In long-run
equilibrium, output and price are stable: there is no change in price or output that will increase
profits for either firm.

Consider this example of a duopoly market. Assume that the aggregate market demand
has been estimated to be:

p =450 —P

The supply function is represented by constant marginal cost MC = 30.

The Cournot strategy’s solution can be found by setting Qp = g1 + ¢, where ¢; and ¢,
represent the output levels of the two firms. Each firm seeks to maximize profit, and each firm
believes the other firm will not change output as it changes its own output (Cournot’s
assumption). The firm will maximize profit where MR = MC. Rearranging the aggregate
demand function in terms of price, we get:

P=450—QD:450—q] —qz,andMCZBO
Total revenue for each of the two firms is found by multiplying price and quantity:
TRy = Pq1 = (450 — q1 — q2)q1 = 45091 — g7 — q142, and
TRy = Pg = (450 — g1 — 2)q2 = 4502 — o1 — 43

Marginal revenue is defined as the change in total revenue, given a change in sales (¢
or qz).s For the profit-maximizing output, set MR = MC, or:

450 — 2g1 — qp = 30
and:
450 — g1 — 2g5 = 30

Find the simultaneous equilibrium for the two firms by solving the two equations with
two unknowns:

450 — 21 — gp = 450 — g1 — 2

Because ¢, = ¢; under Cournot’s assumption, insert this solution into the demand
function and solve as:

450 —qu —q1 = 450— 341 =30

Therefore, ¢; = 140, ¢, = 140, and Q = 280. The price is P = 450 — 280 = 170.

5The marginal revenue formulas can be obtained using the technique introduced in Section 3.1. For the market
demand function, total revenue is P X Q = 450Q — Q,, and our technique yields MR = ATR/AQ
= 450 — 2Q. For the individual firms in the Cournot duopoly, MR; = ATR/Aq; = 450 — 2¢1 — ¢»,
and MR, = ATR,/Ag, = 450 — ¢ — 2¢5. Each of these marginal revenue formulas is, of course, the
derivative of the relevant total revenue formula with respect to the relevant quantity.
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In the Cournot strategic pricing solution, the market equilibrium price will be 170 and
the aggregate output will be 280 units. This result, known as the Cournot equilibrium,
differs from the perfectly competitive market equilibrium because the perfectly competitive
price will be lower and the perfectly competitive output will be higher. In general, non-
competitive markets have higher prices and lower levels of output in equilibrium than do
markets with perfect competition. In competition, the equilibrium is reached where price
equals marginal cost.

Pc = MR = MC, 50450 — Q = 30
where Pc is the competitive firm’s equilibrium price.
Q =420, and P¢c = 30

Exhibit 4-14 describes the oligopoly, competitive, and monopoly market equilibrium
positions, where P/ is the monopoly optimum price, P¢ is the competitive price, and Pcym0r
is the oligopoly price under the Cournot assumption.

In the later discussion regarding monopoly market structure, equilibrium will be estab-
lished where MR = MC. That solution is also shown in Exhibit 4-14. The monopoly firm’s
demand schedule is the aggregate market demand schedule. Therefore, the solution is:

MR = MC
From footnote 8, MR = 450 — 2Q; therefore,

450 — 2Q = 30, and Q = 210

EXHIBIT 4-14 Cournot Equilibrium in Duopoly Market

Price

Py |oeneeeeemnnneeii N
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Demand

210 280 420 Quantity
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From the aggregate demand function, solve for price:

Py =450 — 210 = 240

Note that the Cournot solution falls between the competitive equilibrium and the monopoly
solution.

It can be shown that as the number of firms increases from two to three, from three to
four, and so on, the output and price equilibrium positions move toward the competitive
equilibrium solution. This result has historically been the theoretical basis for the antitrust
policies established in the United States.

The third pricing strategy is attributed to one of the 1994 Nobel Prize winners, John
Nash, who first developed the general concepts. In the previous analysis, the concept of
market equilibrium occurs when firms are achieving their optimum remuneration under the
circumstances they face. In this optimum environment, the firm has no motive to change price
or output level. Existing firms are earning a normal return (zero economic profit), leaving no
motive for entry to or exit from the market. All firms in the market are producing at the
output level where price equals the average cost of production.

In game theory (the set of tools that decision makers use to consider responses by rival
decision makers), the Nash equilibrium is present when two or more participants in a
noncooperative game have no incentive to deviate from their respective equilibrium strategies
after they have considered and anticipated their opponent’s rational choices or strategies. In
the context of oligopoly markets, the Nash equilibrium is an equilibrium defined by the
characteristic that none of the oligopolists can increase its profits by unilaterally changing its
pricing strategy. The assumption is made that each participating firm does the best it can,
given the reactions of its rivals. Each firm anticipates that the other firms will react to any
change made by competitors by doing the best they can under the altered circumstances. The
firms in the oligopoly market have interdependent actions. The actions are noncooperative,
with each firm making decisions that maximize its own profits. The firms do not collude in an
effort to maximize joint profits. The equilibrium is reached when all firms are doing the best
they can, given the actions of their rivals.

Exhibit 4-15 illustrates the duopoly result from the Nash equilibrium. Assume there are
two firms in the market, ArcCo and BatCo. ArcCo and BatCo can charge high prices or low
prices for the product. The market outcomes are shown in Exhibit 4-15.

For example, the top left solution indicates that when both ArcCo and BatCo offer the
product at low prices, ArcCo earns a profit of 50 and BatCo earns 70. The top right solution
shows that if ArcCo offers the product at a low price and BatCo offers the product at a high
price, BatCo earns zero profits. The solution with the maximum joint profits is the lower
right equilibrium, where both firms charge high prices for the product. Joint profits are 800
in this solution.

However, the Nash equilibrium requires that each firm behaves in its own best interest.
BatCo can improve its position by offering the product at a low price when ArcCo is charging
a high price. In the lower left solution, BatCo maximizes its profits at 350. While ArcCo can
earn 500 in its best solution, it can do so only if BatCo also agrees to charge a high price. This
option is clearly not in BatCo’s best interest because it can increase its return from 300 to 350
by charging a low price if ArcCo is charging a high price.

This scenario brings up the possibility of collusion. If ArcCo agrees to share at least 51 of
its 500 when both companies are charging high prices, BatCo should also be willing to charge
high prices. While, in general, such collusion is unlawful in most countries, it remains a



Chapter 4 The Firm and Market Structures

175

EXHIBIT 4-15 Nash Equilibrium in Duopoly Market

ArcCo—Low Price

50
70

BatCo—Low Price

ArcCo—Low Price

80
0

BatCo—High Price

ArcCo—High Price

300
350

BatCo—Low Price

ArcCo—High Price

500
300

BatCo—High Price

construct barriers to entry.

tempting alternative. Clearly, conditions in oligopolistic industries encourage collusion, with a
small number of competitors and interdependent pricing behavior. Collusion is motivated by
several factors: increased profits, reduced cash flow uncertainty, and improved opportunities to

When collusive agreements are made openly and formally, the firms involved are called a
cartel. In some cases, collusion is successful; other times, the forces of competition overpower
collusive behavior. There are six major factors that affect the chances of successful collusion.’

. The number and size distribution of sellers. Successful collusion is more likely if the number of
firms is small or if one firm is dominant. Collusion becomes more difficult as the number
of firms increases or if the few firms have similar market shares. When the firms have similar
market shares, the competitive forces tend to overshadow the benefits of collusion.

. The similarity of the products. When the products are homogeneous, collusion is more
successful. The more differentiated the products, the less likely it is that collusion will
succeed.

. Cost structure. The more similar the firms’ cost structures, the more likely it is that
collusion will succeed.

. Order size and frequency. Successtul collusion is more likely when orders are frequent,
received on a regular basis, and relatively small. Frequent small orders, received regularly,
diminish the opportunities and rewards for cheating on the collusive agreement.

. The strength and severity of retaliation. Oligopolists will be less likely to break the collusive
agreement if the threat of retaliation by the other firms in the market is severe.

. The degree of external competition. The main reason to enter into the formal collusion is to
increase overall profitability of the market, and rising profits attract competition. For
example, the average extraction cost of a barrel of crude oil from the Persian Gulf is $3,
while the average cost from the Alaskan fields is $30. It is more likely that crude oil

9McGuigan et al. (2008).
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producers in the Persian Gulf will successfully collude because of the similarity in their
cost structures. If OPEC had held crude oil prices down below $30 per barrel, there
would not have been a viable economic argument to explore oil fields in Alaska.
Extracting petroleum from Canadian tar sands becomes economically attractive only at
prices above $50 per barrel. OPEC’s successful cartel raised crude oil prices to the point
where outside sources became economically possible and in doing so increased the
competition the cartel faces.

There are other possible oligopoly strategies that are associated with decision making
based on game theory. The Cournot equilibrium and the Nash equilibrium are examples of
specific strategic games. A strategic game is any interdependent behavioral choice employed by
individuals or groups that share a common goal (e.g., military units, sports teams, or business
decision makers). Another prominent decision-making strategy in oligopolistic markets is the
first-mover advantage in the Stackelberg model, named after the economist who first con-
ceptualized the strategy.'® The important difference between the Cournot model and the
Stackelberg model is that Cournot assumes that in a duopoly market, decision making is
simultaneous, while Stackelberg assumes that decisions are made sequentially. In the Stack-
elberg model, the leader firm chooses its output first and then the follower firm chooses after
observing the leader’s output. It can be shown that the leader firm has a distinct advantage,
being a first mover.'" In the Stackelberg game, the leader can aggressively overproduce to force
the follower to scale back its production or even punish or eliminate the weaker opponent.
This approach is sometimes referred to as a “top dog” strategy.'” The leader earns more than
in Cournot’s simultaneous game, while the follower earns less. Many other strategic games are
possible in oligopoly markets. The important conclusion is that the optimal strategy of the
firm depends on what its adversary does. The price and marginal revenue the firm receives for
its product depend on both its decisions and its adversary’s decisions.

5.2. Supply Analysis in Oligopoly Markets

As in monopolistic competition, the oligopolist does not have a well-defined supply function.
That is, there is no way to determine the oligopolist’s optimal levels of output and price
independent of demand conditions and competitor’s strategies. However, the oligopolist
still has a cost function that determines the optimal level of supply. Therefore, the profit-
maximizing rule established earlier is still valid: the level of output that maximizes profit is
where MR = MC. The price to charge is determined by what price consumers are willing to
pay for that quantity of the product. Therefore, the equilibrium price comes from the demand
curve, while the output level comes from the relationship between marginal revenue and
marginal cost.

Consider an oligopoly market in which one of the firms is dominant and thus able to be
the price leader. Dominant firms generally have 40 percent or greater market share. When one
firm dominates an oligopoly market, it does so because it has greater capacity, has a lower cost
structure, was first to market, or has greater customer loyalty than other firms in the market.

1%on Stackelberg (1952). See also Kelly (2003, 115-120), for a comparison between the Cournot and
Stackelberg equilibriums.

"Nicholson and Snyder (2008, 543).

leudenbcrg and Tirole (1984, 361-368).
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EXHIBIT 4-16 Dominant Oligopolist’s Price Leadership

Price

Q Qr Quantity

Assuming there is no collusion, the dominant firm becomes the price maker, and
therefore its actions are similar to monopoly behavior in its segment of the market. The other
firms in the market follow the pricing patterns of the dominant firm. Why wouldn’t the price
followers attempt to gain market share by undercutting the dominant firm’s price? The most
common explanation is that the dominant firm’s supremacy often stems from a lower cost of
production. Usually, the price followers would rather charge a price that is even higher than
the dominant firm’s price choice. If they attempt to undercut the dominant firm, the followers
risk a price war with a lower-cost producer that can threaten their survival. Some believe that
one explanation for the price leadership position of the dominant firm is simply convenience.
Only one firm has to make the pricing decisions, and the others can simply follow its lead.

Exhibit 4-16 establishes the dominant firm’s pricing decision. The dominant firm’s
demand schedule, D;, is a substantial share of the total market demand, D7. The low-cost
position of the dominant firm is represented by its marginal cost, MC,;. The sum of the
marginal costs of the price followers is established as XMCpr and represents a higher cost of
production than that of the price leader.

There is an important reason why the total demand curve and the leader demand
curve are not parallel in Exhibit 4-16: Remember that the leader is the low-cost producer.
Therefore, as price decreases, fewer of the smaller suppliers will be able to profitably remain in
the market, and several will exit because they do not want to sell below cost. Therefore, the
leader will have a larger market share as P decreases, which implies that Q; increases at a low
price, exactly as shown by a steeper D7 in the diagram.

The price leader identifies its profit-maximizing output where MR; = MC,, at output
Q;. This is the quantity it wants to supply; however, the price it will charge is determined by
its segment of the total demand function, D;. At price P;, the dominant firm will supply
quantity Q; of total demand, D7. The price followers will supply the difference to the market,
(Qr — Qp) = Qg Therefore, neither the dominant firm nor the follower firms have a single
functional relationship that determines the quantity supplied at various prices.
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5.3. Optimal Price and Output in Oligopoly Markets

From the preceding discussion, it is clear that there is no single optimum price and output
analysis that fits all oligopoly market situations. The interdependence among the few firms
that make up the oligopoly market provides a complex set of pricing alternatives, depending
on the circumstances in each market. In the case of the kinked demand curve, the optimum
price is the prevailing price at the kink in the demand function. However, as previously noted,
the kinked demand curve analysis does not provide insight into what established the prevailing
price in the first place.

Perhaps the case of the dominant firm, with the other firms following the price leader, is
the most obvious. In that case, the optimal price is determined at the output level where
MR = MC. The profit-maximizing price is then determined by the output position of the
segment of the demand function faced by the dominant firm. The price followers have little
incentive to change the leader’s price. In the case of the Cournot assumption, each firm
assumes that the other firms will not alter their outputs following the dominant firm’s
selection of its price and output level.

Therefore, again, the optimum price is determined by the output level where MR = MC.
In the case of the Nash equilibrium, each firm will react to the circumstances it faces,
maximizing its own profit. These adjustments continue until there are stable prices and levels
of output. Because of the interdependence, there is no certainty as to the individual firm’s
price and output level.

5.4. Factors Affecting Long-Run Equilibrium in Oligopoly Markets

Long-run economic profits are possible for firms operating in oligopoly markets. However,
history has shown that, over time, the market share of the dominant firm declines. Profits
attract entry by other firms into the oligopoly market. Over time, the marginal costs of the
entrant firms decrease because they adopt more efficient production techniques, the dominant
firm’s demand and marginal revenue shrink, and the profitability of the dominant firm
declines. In the early 1900s, J. P. Morgan, Elbert Gary, Andrew Carnegie, and Charles M.
Schwab created the United States Steel Corporation (U.S. Steel). When it was first formed in
1901, U.S. Steel controlled 66 percent of the market. By 1920, U.S. Steel’s market share had
declined to 46 percent, and by 1925 its market share was 42 percent.

In the long run, optimal pricing strategy must include the reactions of rival firms. History
has proven that pricing wars should be avoided because any gains in market share are tem-
porary. Decreasing prices to drive competitors away lowers total revenue to all participants in
the oligopoly market. Innovation may be a way—though sometimes an uneconomical one—
to maintain market leadership.

Oligopolies: Appearance versus Behavior

When is an oligopoly not an oligopoly? There are two extreme cases of this situation. A
normal oligopoly has a few firms producing a differentiated good, and this differenti-
ation gives them pricing power.

At one end of the spectrum, we have the oligopoly with a credible threat of entry.
In practice, if the oligopolists are producing a good or service that can be easily
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replicated, has limited economies of scale, and is not protected by brand recognition or
patents, they will not be able to charge high prices. The easier it is for a new supplier to
enter the market, the lower the margins. In practice, this oligopoly will behave very
much like a perfectly competitive market.

At the opposite end of the spectrum, we have the case of the cartel. Here, the
oligopolists collude and act as if they were a single firm. In practice, a very effective
cartel enacts a cooperative strategy. As shown in Section 5.1, instead of going to a
Nash equilibrium, the cartel participants go to the more lucrative (for them) cooperative
equilibrium.

A cartel may be explicit (that is, based on a contract) or implicit (based on signals).
An example of signals in a duopoly would be that one of the firms reduces its prices and
the other does not. Because the firm not cutting prices refuses to start a price war, the
firm that cut prices may interpret this signal as a suggestion to raise prices to a higher
level than before, so that profits may increase for both.

6. MONOPOLY

Monopoly market structure is at the opposite end of the spectrum from perfect competition.
For various reasons, there are significant barriers to entry such that a single firm produces a
highly specialized product and faces no threat of competition. There are no good substitutes
for the product in the relevant market, and the market demand function is the same as the
individual firm’s demand schedule. The distinguishing characteristics of monopoly are that a
single firm represents the market and significant barriers to entry exist. Exhibit 4-1 identified the
five characteristics of monopoly markets:

1. There is a single seller of a highly differentiated product.

2. The product offered by the seller has no close substitute.

3. Entry into the market is very difficult, with high costs and significant barriers to
competition.

4. The firm has considerable pricing power.

5. The product is differentiated through nonprice strategies such as advertising.

Monopoly markets are unusual. With a single seller dominating the market, power over
price decisions is significant. For a single seller to achieve this power, there must be factors that
allow the monopoly to exist. One obvious source of monopoly power would be a patent or
copyright that prevents other firms from entering the market. Patent and copyright laws exist
to reward intellectual capital and investment in research and development. In so doing, they
provide significant barriers to entry.

Another possible source of market power is control over critical resources used for pro-
duction. One example is De Beers Consolidated Mines Limited. De Beers owned or controlled
all diamond-mining operations in South Africa and established pricing agreements with other
important diamond producers. In doing so, De Beers was able to control the prices for cut
diamonds for decades. Technically, De Beers was a near-monopoly dominant firm rather than a
pure monopoly, although its pricing procedure for cut diamonds resembled monopoly behavior.
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Perhaps the most common form of monopolistic market power occurs as the result of
government-controlled authorization. In most urban areas, a single source of water and sewer
services is offered. In some cases, these services are offered by a government-controlled entity.
In other cases, private companies provide the services under government regulation. Such so-
called natural monopolies require a large initial investment that benefits from economies of
scale; therefore, government may authorize a single seller to provide a certain service because
having multiple sellers would be too costly. For example, electricity in most markets is pro-
vided by a single seller. Economies of scale result when significant capital investment benefits
from declining long-run average costs. In the case of electricity, a large gas-fueled power plant
producing electricity for a large area is substantially more efficient than having a small diesel
generator for every building. That is, the average cost of generating and delivering a kilowatt of
electricity will be substantially lower with the single power station, but the initial fixed cost
of building the power station and the lines delivering electricity to each home, factory, and
office will be very high.

In the case of natural monopolies, limiting the market to a single seller is considered
beneficial to society. One water and sewer system is deemed better for the community than
dozens of competitors because building multiple infrastructures for running water and sewer
service would be particularly expensive and complicated. One electrical power grid supplying
electricity for a community can make large capital investments in generating plants and lower
the long-run average cost, while multiple power grids would lead to a potentially dangerous
maze of wires. Clearly, not all monopolies are in a position to make significant economic
profits. Regulators, such as public utility commissions in the United States, attempt to
determine what a normal return for the monopoly owners’ investment should be, and they set
prices accordingly. Nevertheless, monopolists attempt to maximize profits.

Not all monopolies originate from natural barriers. For some monopolists, barriers to
entry do not derive from increasing returns to scale. We mentioned that marketing and brand
loyalty are sources of product differentiation in monopolistic competition. In some highly
successful cases, strong brand loyalty can become a formidable barrier to entry. For example, if
the Swiss watchmaker Rolex is unusually successful in establishing brand loyalty so that its
customers think there is no close substitute for its product, then the company will have
monopoly-like pricing power over its market.

The final potential source of market power is the increasing returns associated with
network effects. Network effects result from synergies related to increasing market penetration.
By achieving a critical level of adoption, Microsoft was able to extend its market power
through the network effect—for example, because most computer users know how to use
Microsoft Word. Therefore, for firms, Word is cheaper to adopt than other programs because
almost every new hire will be proficient in using the software and will need no further training.
At some level of market share, a network-based product or service (think of Facebook or eBay)
reaches a point where each additional share point increases the probability that another user
will adopt.'® These network effects increase the value to other potential adopters. In
Microsoft’s case, the network effects crowded out other potential competitors, including
Netscape’s Internet browser, that might have led to applications bypassing Windows. Even-
tually, Microsoft’s operating system’s market share reached 92 percent of the global market.
Similar situations occur in financial markets: If a publicly listed share or a derivative contract is
more frequently traded on a certain exchange, market participants wishing to sell or buy the

13When a network-based device reaches a 30 percent share, the next 50 percentage points are cheaper to
promote, according to McGuigan et al. (2008).



Chapter 4 The Firm and Market Structures 181

security will go to the more liquid exchange because they expect to find a better price and
faster execution there.

6.1. Demand Analysis in Monopoly Markets

The monopolist’s demand schedule is the aggregate demand for the product in the relevant
market. Because of the income effect and the substitution effect, demand is negatively related
to price, as usual. The slope of the demand curve is negative and therefore downward sloping,.
The general form of the demand relationship is:

Qp =a—bP or rewritten, P=ua/b— (1/6)Qp
Therefore, total revenue = TR = P X Q = (a/6)Qp — (1/6) Q3.

Marginal revenue is the change in revenue given a change in the quantity demanded.
Because an increase in quantity requires a lower price, the marginal revenue schedule is steeper
than the demand schedule. If the demand schedule is linear, then the marginal revenue curve
is twice as steep as the demand schedule. '

MR = ATR/AQ = (a/b) — (2/b)Qp

The demand and marginal revenue relationship is expressed in Exhibit 4-17.
Suppose a company operating on a remote island is the single seller of natural gas.
Demand for its product can be expressed as:

Qp = 400 — 0.5P, which can be rearranged as
P =800 —2Qp

EXHIBIT 4-17 Monopolist’s Demand and Marginal Revenue

Price

AN

Quantity

"“Marginal revenue can be found using the technique shown in Section 3.1 or, for readers who
are familiar with calculus, by taking the derivative of the total revenue function: MR = ATR/AQ =

(alb) — 216)Qp.



182 Economics for Investment Decision Makers

Total revenue is P X Q = TR = 800Qp — 2Q5, and marginal revenue is MR =
800 — 4Qp."°

In Exhibit 4-17, the demand curve’s intercept is 800 and the slope is —2. The marginal
revenue curve in Exhibit 4-17 has an intercept of 800 and a slope of —4.

Average revenue is TR/Qp; therefore, AR = 800 — 2Qp, which is the same as the
demand function. In the monopoly market model, average revenue is the same as the market
demand schedule.

6.2. Supply Analysis in Monopoly Markets

A monopolist’s supply analysis is based on the firm’s cost structure. As in the market structures
of monopolistic competition and oligopoly, the monopolist does not have a well-defined
supply function that determines the optimal output level and the price to charge. The optimal
output is the profit-maximizing output level. The profit-maximizing level of output occurs
where marginal revenue equals marginal cost, MR = MC.

Assume the natural gas company has determined that its total cost can be expressed as:

TC = 20,000 + 50Q + 3Q*
Marginal cost is ATC/AQ = MC = 50 + 6Q."°

Supply and demand can be combined to determine the profit-maximizing level of output.
Exhibit 4-18 combines the monopolist’s demand and cost functions.

EXHIBIT 4-18 Monopolist’s Demand, Marginal Revenue, and Cost Structures

Price and Cost

Qpr Quantity

MR = ATR/AQ = 800 — 4(Q; sce footnote 14.
1°The marginal cost equation can be found in this case by applying the technique used to find the
marginal revenue equation in Section 3.1, or by taking the derivative of the total cost function.
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In Exhibit 4-18, the demand and marginal revenue functions are clearly defined by the
aggregate market. However, the monopolist does not have a supply curve. The quantity that
maximizes profit is determined by the intersection of MC and MR, Qpg.

The price consumers are willing to pay for this level of output is Pg, as determined by the
demand curve, Py.

The profit-maximizing level of output is MR = MC: 800 — 4Qp = 50 + 6Qp;
therefore, Qp = 75 when profit is maximized.

Total profit equals total revenue minus total cost:

T = 800Q — 2Q3 — (20,000 + 50Qp + 3Q3) = —20,000 + 750Qp — 5Q3

Profit is represented by the difference between the area of the rectangle Qpr X Pg
representing total revenue, and the area of the rectangle Qpr X ACE representing
total cost.

Monopolists and Their Incentives

In theoretical models, which usually take product quality and technology as given,
monopolists can choose to vary either price or quantity. In real life, they also have the
ability to vary their product.

A monopolist can choose to limit quality if producing a higher-quality product is
costly and higher quality does not increase profits accordingly. For example, the
quality of domestically produced cars in most developed countries improved dra-
matically once foreign imports became more available. Before the opening of borders
to foreign imports, the single incumbent that dominated the market (for example,
Fiat in Ttaly) or the small group of incumbents acting as a collusive oligopoly (such as
the Detroit Big Three in the United States) were the effective monopolists of their
domestic automobile markets. Rust corrosion, limited reliability, and poor gas mileage
were common.”

Similarly, regulated utilities may have limited incentives to innovate. Several
studies, including Gomez-Ibanez (2003), have found that state-owned and other
monopoly telephone udilities tended to provide very poor service before competition
was introduced. Poor service may not be limited to poor connection quality but may
also include extensive delays in adding new users and limited introduction of new
services, such as caller ID or automatic answering services.

Intuitively, a monopolist will not spend resources on quality control, research and
development, or even customer relations unless there is a threat of entry of a new
competitor or there is a clear link between such expenses and a profit increase. In
contrast, in competitive markets (including oligopoly), innovation and quality are often
ways to differentiate the product and increase profits.

*For more on this topic, see Banker, Khosla, and Sinha (1998).
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6.3. Optimal Price and Output in Monopoly Markets

Continuing the natural gas example, the total profit function can be solved using the quadratic
formula."” Another method to solve the profit function is to evaluate AT/AQp and set it
equal to zero. This identifies the point at which profit is unaffected by changes in output.'® Of
course, this will give the same result as we found by equating marginal revenue with marginal
cost. The monopoly will maximize profits when Q* = 75 units of output and the price is set
from the demand curve at 650.

P+ =800 — 2(75) = 650 per unit
To find total maximum profits, substitute these values into the profit function:

T = —20,000 + 750Qp — 5Q3 = —20,000 4 750(75) — 5(75%) = 8,125

Note that the price and output combination that maximizes profit occurs in the elastic
portion of the demand curve in Exhibit 4-18. This must be so because marginal revenue and
marginal cost will always intersect where marginal revenue is positive. This fact implies that
quantity demanded responds more than proportionately to price changes (i.e., demand is
elastic) at the point at which MC = MR. As noted earlier, the relationship between marginal
revenue and price elasticity, Ep, is:

MR = P(1 — 1/Ep)
In monopoly, MR = MC; therefore,
P(1—-1/Ep) =MC

The firm can use this relationship to determine the profit-maximizing price if the firm
knows its cost structure and the price elasticity of demand, Ep. For example, assume the
firm knows that its marginal cost is constant at 75 and recent market analysis indicates that
price elasticity is estimated to be 1.5. The optimal price is solved as:

P(1—-1/15)=75 and P =225

Exhibit 4-18 indicates that the monopolist wants to produce at Qg and charge the
price of Pp. Suppose this is a natural monopoly that is operating as a government franchise
under regulation. Natural monopolies are usually found where production is based on
significant economies of scale and declining cost structure in the market. Examples include
electric power generation, natural gas distribution, and the water and sewer industries.
These are often called public utilities. Exhibit 4-19 illustrates such a market in long-run
equilibrium.

""The quadratic formula, where 2Q? + 6Q + ¢ = 0, is Q = {—b=\/(6? — 4ac)}/2a.

"¥Maximum profit occurs where AT/AQp = 0 = 750 — 10Qp. Therefore, profits are maximized at

Qp =75.
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EXHIBIT 4-19 Natural Monopoly in a Regulated Pricing Environment

Price and Cost

Quantity

In Exhibit 4-19, three possible pricing and output solutions are presented. The first is
what the monopolist would do without regulation: The monopolist would seek to maximize
profits by producing Qs units of the product, where long-run marginal cost equals marginal
revenue, LRMC = MR. To maximize profits, the monopolist would raise the price to the
level the demand curve will accept, Py,

In perfect competition, the price and output equilibrium occurs where price is equal
to the marginal cost of producing the incremental unit of the product. In a competitive
market, the quantity produced would be higher, Q, and the price lower, Pc. For this reg-
ulated monopoly, the competitive solution would be unfair because at output Q, the price Pc
would not cover the average cost of production. One possibility is to subsidize the difference
between the long-run average cost, LRAC, and the competitive price, Pc, for each unit sold.

Another solution is for the regulator to set the price at the point where long-run average
cost equals average revenue. Recall that the demand curve represents the average revenue
the firm receives at each output level. The government regulator will attempt to determine the
monopolistic firm’s long-run average cost and set the output and price so that the firm receives
a fair return on the owners’ invested capital. The regulatory solution is output level Qgz, with
the price set at P Therefore, the regulatory solution is found between the unregulated
monopoly equilibrium and the competitive equilibrium.

6.4. Price Discrimination and Consumer Surplus

Monopolists can be more or less effective in taking advantage of their market structure. At one
extreme, we have a monopolist that charges prices and supplies quantities that are the same as
they would be in perfect competition; this scenario may be a result of regulation or threat of
entry (if the monopolist charged more, another company could come in and price the former
monopolist out of the market). At the opposite extreme, hated by all consumers and econ-
omists, is the monopolist that extracts the entire consumer surplus. This scenario is called
first-degree price discrimination, where a monopolist is able to charge each customer the
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highest price the customer is willing to pay. This is called price discrimination because
the monopolist charges a different price to each client. How can this be? For example, if the
monopolist knows the exact demand schedule of the customer, then the monopolist is able to
capture the entire consumer surplus. In practice, the monopolist is able to measure how often
the product is used and charges the customer the highest price the consumer is willing to pay
for that unit of good. Another possibility is that public price disclosure is nonexistent, so that
no customer knows what the other customers are paying. Interestingly, not every consumer is
worse off in this case, because some consumers may be charged a price that is below that of
perfect competition, as long as the marginal revenue exceeds the marginal cost.

In second-degree price discrimination the monopolist offers a menu of quantity-based
pricing options designed to induce customers to self-select based on how highly they value
the product. Such mechanisms include volume discounts, volume surcharges, coupons,
product bundling, and restrictions on use. In practice, producers can use not just the quantity
but also the quality (e.g., professional grade) to charge more to customers who value the
product highly.

Third-degree price discrimination happens when customers are segregated by demo-
graphic or other traits. For example, some econometric software is licensed this way: A student
version can handle only small data sets and is sold for a low price; a professional version can
handle very large data sets and is sold at a much higher price because corporations need to
compute the estimates for their business and are therefore willing to pay more for a license.
Another example is that airlines know that passengers who want to fly somewhere and come
back the same day are most likely businesspeople; therefore, one-day round-trip tickets are
generally more expensive than tickets with a return flight at a later date or over a weekend.

Price discrimination has many practical applications when the seller has pricing power.
The best way to understand how this concept works is to think of consumer surplus: As seen
in this chapter, a consumer may be willing to pay more for the first unit of a good, but to buy
a second unit she will want to pay a lower price, thus getting a better deal on the first unit. In
practice, sellers can sometimes use income and substitution effects to their advantage. Think
of something you often buy, perhaps lunch at your favorite café. How much would you be
willing to pay for a lunch club membership card that would allow you to purchase lunches at,
say, half price? If the café could extract from you the maximum amount each month that you
would be willing to pay for the half-price option, then it would successfully have removed the
income effect from you in the form of a monthly fixed fee. Notice that a downward-sloping
demand curve implies that you would end up buying more lunches each month than before
you purchased the discount card, even though you would be no better or worse off than
before. This is a way that sellers are sometimes able to extract consumer surplus by means of
creative pricing schemes. It’'s a common practice among big-box retailers, sports clubs, and
other users of what is called two-part tariff pricing, as in Example 4-3.

EXAMPLE 4-3 Price Discrimination

Nicole’s monthly demand for visits to her health club is given by the following equation:
Qp = 20 — 4P, where Qp is visits per month and P is euros per visit. The health club’s
marginal cost is fixed at €2 per visit.
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1. Draw Nicole’s demand curve for health club visits per month.

2. If the club charged a price per visit equal to its marginal cost, how many visits would
Nicole make per month?

3. How much consumer surplus would Nicole enjoy at that price?

4. How much could the club charge Nicole each month for a membership fee?

Solution to 1: Qp = 20 — 4P, so when P =0, Qp = 20. Inverting, P =5 — 0.25
Qp, so when Q =0, P = 5.

Solution to 2: Qp = 20 — 4(2) = 12. Nicole would make 12 visits per month at a
price of €2 per visit.

Solution to 3: Nicole’s consumer surplus can be measured as the area under her
demand curve and above the price she pays for a total of 12 visits, or (0.5)(12)(3) = 18.
Nicole would enjoy a consumer surplus of €18 per month.

Solution to 4: The club could extract all of Nicole’s consumer surplus by charging her a
monthly membership fee of €18 plus a per-visit price of €2. This pricing method is
called a two-part tariff because it assesses one price per unit of the item purchased plus a
per-month fee (sometimes called an entry fee) equal to the buyer’s consumer surplus
evaluated at the per-unit price.

6.5. Factors Affecting Long-Run Equilibrium in Monopoly Markets

The unregulated monopoly market structure can produce economic profits in the long run. In
the long run all factors of production are variable, whereas in the short run some factors of
production are fixed. Generally, the short-run factor that is fixed is the capital investment,
such as the factory, machinery, production technology, available arable land, and so forth. The
long-run solution allows for all inputs, including technology, to change. In order to maintain a
monopoly market position in the long run, the firm must be protected by substantial and
ongoing barriers to entry. If the monopoly position is the result of a patent, then new patents
must be continuously added to prevent the entry of other firms into the market.

For regulated monopolies, such as natural monopolies, there are a variety of long-run
solutions. One solution is to set the price equal to marginal cost, P = MC. However, that
price will not likely be high enough to cover the average cost of production, as Exhibit 4-19
illustrated. The answer is to provide a subsidy sufficient to compensate the firm. The national
rail system in the United States, Amtrak, is an example of a regulated monopoly operating
with a government subsidy.

National ownership of the monopoly is another solution. Nationalization of the natural
monopoly has been a popular solution in Europe and other parts of the world. The United
States has generally avoided this potential solution. One problem with this arrangement is that
once a price is established, consumers are unwilling to accept price increases, even as factor
costs increase. Politically, raising prices on products from government-owned enterprises is
highly unpopular.

Establishing a governmental entity that regulates an authorized monopoly is another
popular solution. Exhibit 4-19 illustrated the appropriate decision rule. The regulator sets
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price equal to long-run average cost, Px = LRAC. This solution ensures that investors will
receive a normal return for the risk they are taking in the market. Given that no other
competitors are allowed, the risk is lower than in a highly competitive market environment.
The challenge facing the regulator is determining the authentic risk-related return and the
monopolist’s realistic long-run average cost.

The final solution is to franchise the monopolistic firm through a bidding war. Again, the
public goal is to select the winning firm based on price equaling long-run average cost. Retail
outlets at rail stations and airports and concession outlets at stadiums are examples of gov-
ernment franchises. The long-run success of the monopoly franchise depends on its ability to
meet the goal of pricing its products at the level of its long-run average cost.

EXAMPLE 4-10 Monopolies and Efficiency

Are monopolies always inefficient?

A. No, because if they charge more than average cost they can be nationalized.

B. Yes, because they charge all consumers more than perfectly competitive markets
would.

C. No, because economies of scale and regulation (or threat of entry) may give a better
outcome for buyers than perfect competition might provide.

Solution: C is correct. Economies of scale and regulation may make monopolies more
efficient than perfect competition.

7. IDENTIFICATION OF MARKET STRUCTURE

Monopoly markets and other situations where companies have pricing power can be ineffi-
cient because producers constrain output to cause an increase in prices. Therefore, there will
be less of the good being consumed and it will be sold at a higher price, which is generally
inefficient for the market as a whole. This is why competition law regulates the degree of
market competition in several industries of different countries.

Market power in the real world is not always as clear as it is in textbook examples.
Governments and regulators often have the difficult task of measuring market power and
establishing whether a firm has a dominant position that may resemble a monopoly. For
example, in the 1990s, U.S. regulators prosecuted agricultural corporation Archer Daniels
Midland (ADM) for conspiring with Japanese competitors to fix the price of lysine, an amino
acid used as an animal feed additive. The antitrust action resulted in a settlement that involved
over US$100 million in fines paid by the cartel members. Another example occurred in the
1970s, when U.S. antitrust authorities broke up the local telephone monopoly, leaving AT&T
the long-distance business (and opening that business to competitors), and required AT&T to
divest itself of the local telephone companies it owned. This antitrust decision brought
competition, innovation, and lower prices to the U.S. telephone market.

European regulators (specifically, the European Commission) have affected the mergers
and monopoly positions of European corporations (as in the case of the companies Roche,
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Rhone-Poulenc, and BASF, which were at the center of a vitamin price-fixing case) as well as
non-European companies (such as Intel) that do business in Europe. Moreover, the merger
between the U.S. company General Electric and the European company Honeywell was
denied by the European Commission on grounds of excessive market concentration.

Quantifying excessive market concentration is difficult. Sometimes, regulators need to
measure whether something that has not yet occurred might generate excessive market power.
For example, a merger between two companies might allow the combined company to be a
monopolist or quasi-monopolist in a certain market.

A financial analyst hearing news about a possible merger should always consider the
impact of competition law (sometimes called antitrust law)—that is, whether a proposed
merger may be blocked by regulators in the interest of preserving a competitive market.

7.1. Econometric Approaches

How should one measure market power? The theoretical answer is to estimate the elasticity of
demand and supply in a market. If demand is very elastic, the market must be very close to
perfect competition. If demand is rigid (inelastic), companies 7ay have market power. This is
the approach taken in the cellophane case mentioned in Section 3.1.2.

From the econometric point of view, this estimation requires some attention. The
problem is that observed price and quantity are the equilibrium values of price and quantity
and do not represent the value of either supply or demand. Technically, this is called the
problem of endogeneity, in the sense that the equilibrium price and quantity are jointly
determined by the interaction of demand and supply. Therefore, to have an appropriate
estimation of demand and supply, we will need to use a model with two equations, namely, an
equation of demanded quantity (as a function of price, income of the buyers, and other
variables) and an equation of supplied quantity (as a function of price, production costs, and
other variables). The estimated parameters will then allow us to compute elasticity.

Regression analysis is useful in computing elasticity but requires a large number of
observations. Therefore, one may use a time-series approach and, for example, look at 20 years
of quarterly sales data for a market. However, the market structure may have changed radically
over those 20 years, and the estimated elasticity may not apply to the current situation.
Moreover, the supply curve may change as a result of a merger among large competitors, and
the estimation based on past data may not be informative regarding the future state of the
market after the merger.

An alternative approach is a cross-sectional regression analysis. Instead of looking at total
sales and average prices in a market over time (the time-series approach mentioned earlier), we
can look at sales from different companies in the market during the same year, or even at
single transactions from many buyers and companies. Clearly, this approach requires sub-
stantial data-gathering effort, and therefore this estimation method can be complicated.
Moreover, different specifications of the explanatory variables—for example, using total gross
domestic product (GDP) rather than median household income or per-capita GDP to rep-
resent income—may sometimes lead to dramatically different estimates.

7.2. Simpler Measures

Trying to avoid the aforementioned drawbacks, analysts often use simpler measures to esti-
mate elasticity. The simplest measure is the concentration ratio, which is the percentage of
market share held by the /Vlargest firms in an industry. To compute this ratio, one would, for
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example, add the sales values of the 10 largest firms and divide this figure by total market sales.
This number is always between zero (perfect competition) and 100 percent (monopoly).

The main advantage of the concentration ratio is that it is simple to compute, as just
shown. The disadvantage is that it does not directly quantify market power. In other words, is
a high concentration ratio a clear signal of monopoly power? The analysis of entry in Section 2
explains clearly that this is not the case: A company may be the only incumbent in a market,
but if the barriers to entry are low, the simple presence of a potential entrant may be sufficient
to convince the incumbent to behave like a firm in perfect competition. For example, a sugar
wholesaler may be the only one in a country, but the knowledge that other large wholesalers in
the food industry might easily add imported sugar to their range of products should convince
the sugar wholesaler to price its product as if it were in perfect competition.

Another disadvantage of the concentration ratio is that it tends to be unaffected by
mergers among the top market incumbents. For example, if the largest and second-largest
incumbents merge, the pricing power of the combined entity is likely to be larger than that of
the two preexisting companies. But the concentration ratio may not change much.

Calculating the Concentration Ratio

Suppose there are eight producers of a certain good in a market. The largest producer
has 35 percent of the market, the second largest has 25 percent, the third has 20
percent, the fourth has 10 percent, and the remaining four have 2.5 percent each. If we
computed the concentration ratio of the top three producers, it would be 35 + 25 +
20 = 80 percent, while the concentration ratio of the top four producers would be
35 + 25 + 20 + 10 = 90 percent.

If the two largest companies merged, the new concentration ratio for the top three
producers would be 60 (the sum of the market shares of the merged companies) +
20 + 10 = 90 percent, and the concentration ratio for the four top producers would be
92.5 percent. Therefore, this merger affects the concentration ratio very mildly, even
though it creates a substantial entity that controls 60 percent of the market.

For example, the effect of consolidation in the U.S. retail gasoline market has
resulted in increasing degrees of concentration. In 1992, the top four companies in the
U.S. retail gasoline market shared 33 percent of the market. By 2001, the top four
companies controlled 78 percent of the market (Exxon Mobil 24 percent, Shell 20
percent, BP/Amoco/Arco 18 percent, and Chevron/Texaco 16 percent).

To avoid the known issues with concentration ratios, economists O. C. Herfindahl and
A. O. Hirschman suggested an index where the market shares of the top NV companies are first
squared and then added. If one firm controls the whole market (a monopoly), the Herfindahl-
Hirschman index (HHI) equals 1. If there are M firms in the industry with equal market
shares, then the HHI equals 1/M. This provides a useful gauge for interpreting an HHI. For
example, an HHI of 0.20 would be analogous to having the market shared equally by

five firms.
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The HHI for the top three companies in the calculation example in the box would
be 0.35% + 0.25% + 0.20° = 0.225 before the merger, whereas after the merger it would be
0.60° + 0.20% + 0.10> = 0.410, which is substantially higher than the initial 0.225. This is
why the HHI is widely used by competition regulators. However, just like the concentration
ratio, the HHI does not take the possibility of entry into account, nor does it consider the
elasticity of demand. As a consequence, the HHI has limited use for a financial analyst trying
to estimate the potential profitability of a company or group of companies.

EXAMPLE 4-12 The Herfindahl-Hirschman Index

Suppose a market has 10 suppliers, each of them with 10 percent of the market. What
are the concentration ratio and the HHI of the top four firms?

A. Concentration ratio 4 percent and HHI 40
B. Concentration ratio 40 percent and HHI 0.4
C. Concentration ratio 40 percent and HHI 0.04

Solution: C is correct. The concentration ratio for the top four firms is 10 + 10
+ 10 4 10 = 40 percent, and the HHI is 0.10> X 4 = 0.01 X 4 = 0.04.

8. SUMMARY

In this chapter, we have surveyed how economists classify market structures. We have analyzed
the distinctions among the different structures that are important for understanding demand
and supply relations, optimal price and output, and the factors affecting long-run profitability.
We also provided guidelines for identifying market structure in practice. Among our con-
clusions are the following:

¢ Economic market structures can be grouped into four categories: perfect competition,
monopolistic competition, oligopoly, and monopoly.

 The categories differ because of the following characteristics: The number of producers is
many in perfect and monopolistic competition, few in oligopoly, and one in monopoly.
The degree of product differentiation, the pricing power of the producer, the barriers to
entry of new producers, and the level of nonprice competition (e.g., advertising) are all low
in perfect competition, moderate in monopolistic competition, high in oligopoly, and
generally highest in monopoly.

A financial analyst must understand the characteristics of market structures in order to
better forecast a firm’s future profit stream.

 The optimal marginal revenue equals marginal cost. However, only in perfect competition
does the marginal revenue equal price. In the remaining structures, price generally exceeds
marginal revenue because a firm can sell more units only by reducing the per-unit price.

¢ The quantity sold is highest in perfect competition. The price in perfect competition is
usually lowest, but this depends on factors such as demand elasticity and increasing returns
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to scale (which may reduce the producer’s marginal cost). Monopolists, oligopolists, and
producers in monopolistic competition attempt to differentiate their products so they can
charge higher prices.

Typically, monopolists sell a smaller quantity at a higher price. Investors may benefit from
being shareholders of monopolistic firms that have large margins and substantial positive
cash flows.

Competitive firms do not earn economic profit. There will be a market compensation for
the rental of capital and of management services, but the lack of pricing power implies that
there will be no extra margins.

While in the short run firms in any market structure can have economic profits, the more
competitive a market is and the lower the barriers to entry, the faster the extra profits will fade. In
the long run, new entrants shrink margins and push the least efficient firms out of the market.
Oligopoly is characterized by the importance of strategic behavior. Firms can change the
price, quantity, quality, and advertisement of the product to gain an advantage over their
competitors. Several types of equilibrium (e.g., Nash, Cournot, kinked demand curve) may
occur that affect the likelihood of each of the incumbents (and potential entrants in the long
run) having economic profits. Price wars may be started to force weaker competitors to
abandon the market.

Measuring market power is complicated. Ideally, econometric estimates of the elasticity of
demand and supply should be computed. However, because of the lack of reliable data and
the fact that elasticity changes over time (so that past data may not apply to the current
situation), regulators and economists often use simpler measures. The concentration ratio is
simple, but the HHI, with little more computation required, often produces a better figure
for decision making,.

PRACTICE PROBLEMS"

1. A market structure characterized by many sellers with each having some pricing power
and product differentiation is best described as:
A. oligopoly.
B. perfect competition.
C. monopolistic competition.

2. A market structure with relatively few sellers of a homogeneous or standardized product is
best described as:
A. oligopoly.
B. monopoly.
C. perfect competition.

3. Market competitors are least likely to use advertising as a tool of differentiation in an
industry structure identified as:
A. monopoly.
B. perfect competition.
C. monopolistic competition.

These practice problems were written by Tim Mahoney, CFA (Greenville, Rhode Island, USA).



Chapter 4 The Firm and Market Structures 193

4. Upsilon Natural Gas, Inc. is a monopoly enjoying very high barriers to entry. Its marginal
cost is $40 and its average cost is $70. A recent market study has determined that the
price elasticity of demand is 1.5. The company will most likely set its price at:

A. $40.
B. $70.
C. $120.

5. The demand schedule in a perfectly competitive market is given by P =93 — 1.5Q
(for Q = 62) and the long-run cost structure of each company is:

Total cost: 256 + 2Q + 4Q°
Average cost: 256/Q + 2 + 4Q
Marginal cost: 2+ 8Q

New companies will enter the market at any price greater than:
A. 8.

B. 66.

C. 81.

6. Companies most likely have a well-defined supply function when the market structure is:
A. oligopoly.
B. perfect competition.
C. monopolistic competition.

7. Aquarius, Inc. is the dominant company and the price leader in its market. One of the
other companies in the market attempts to gain market share by undercutting the price
set by Aquarius. The market share of Aquarius will most likely:

A. increase.
B. decrease.
C. stay the same.

8. SigmaSoft and ThetaTech are the dominant makers of computer system software. The
market has two components: a large mass-market component in which demand is price
sensitive, and a smaller performance-oriented component in which demand is much less
price sensitive. SigmaSoft’s product is considered to be technically superior. Each com-
pany can choose one of two strategies:

1. Open architecture (Open): Mass-market focus allowing other software vendors to
develop products for its platform.

2. Proprietary (Prop): Allowing only its own software applications to run on its
platform.
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Depending on the strategy each company selects, their profits would be:

SigmaSoft—Open SigmaSoft—Prop
400 650
600 700
ThetaTech—Open ThetaTech—Open
SigmaSoft—Open SigmaSoft—Prop
800 600
300 400
ThetaTech—Prop ThetaTech—Prop

The Nash equilibrium for these companies is:

A. proprietary for SigmaSoft and proprietary for ThetaTech.

B. open architecture for SigmaSoft and proprietary for ThetaTech.
C. proprietary for SigmaSoft and open architecture for ThetaTech.

9. A company doing business in a monopolistically competitive market will mosr likely
maximize profits when its output quantity is set such that:
A. average cost is minimized.
B. marginal revenue equals average cost.
C. marginal revenue equals marginal cost.

10. Oligopolistic pricing strategy most likely results in a demand curve that is:
A. kinked.
B. vertical.

C. horizontal.

11. Collusion is less likely in a market when:
A. the product is homogeneous.
B. companies have similar market shares.
C. the cost structures of companies are similar.

12. If companies earn economic profits in a perfectly competitive market, over the long run
the supply curve will most likely:
A. shift to the left.
B. shift to the right.
C. remain unchanged.
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13. Over time, the market share of the dominant company in an oligopolistic market will
most likely:
A. increase.
B. decrease.
C. remain the same.

14. A government entity that regulates an authorized monopoly will most likely base regulated
prices on:
A. marginal cost.
B. long-run average cost.
C. first-degree price discrimination.

15. An analyst gathers the following market share data for an industry:

Company Sales (in millions of €)
ABC 300
Brown 250
Coral 200
Delta 150
Erie 100
All others 50

The industry’s four-company concentration ratio is closest to:
A. 71 percent.
B. 86 percent.
C. 95 percent.

16. An analyst gathers the following market share data for an industry comprised of five

companies:

Company Market Share (%)
Zeta 35

Yusef 25

Xenon 20
Waters 10

Vlastos 10
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17.

18.

19.

The industry’s three-firm Herfindahl-Hirschman index is closest to:
A. 0.185.
B. 0.225.
C. 0.235.

One disadvantage of the Herfindahl-Hirschman index is that the index:
A. is difficult to compute.

B. fails to reflect low barriers to entry.

C. fails to reflect the effect of mergers in the industry.

In an industry comprised of three companies that are small-scale manufacturers of an
easily replicable product unprotected by brand recognition or patents, the most repre-
sentative model of company behavior is:

A. oligopoly.

B. perfect competition.

C. monopolistic competition.

Deep River Manufacturing is one of many companies in an industry making a food
product. Deep River units are identical up to the point they are labeled. Deep River
produces its labeled brand, which sells for $2.20 per unit, and house brands for
seven different grocery chains that sell for $2.00 per unit. Fach grocery chain sells both
the Deep River brand and its house brand. The best characterization of Deep River’s
market is:

A. oligopoly.

B. perfect competition.

C. monopolistic competition.
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LEARNING OUTCOMES

After completing this chapter, you will be able to do the following:

Calculate and explain gross domestic product (GDP) using expenditure and income
approaches.

Compare the sum-of-value-added and value-of-final-output methods of calculating GDP.
Compare nominal and real GDP, and calculate and interpret the GDP deflator.
Compare GDP, national income, personal income, and personal disposable income.
Explain the fundamental relationship among saving, investment, the fiscal balance, and the
trade balance.

Explain the investment—saving (IS) and liquidity preference—money supply (LM) curves
and how they combine to generate the aggregate demand curve.

Explain the aggregate supply curve in the short run and the long run.

Explain the causes of movements along and shifts in the aggregate demand and supply
curves.

Describe how fluctuations in aggregate demand and aggregate supply cause short-run
changes in the economy and the business cycle.

Explain how a short-run macroeconomic equilibrium may occur at a level above or below
full employment.

Analyze the effect of combined changes in aggregate supply and demand on the economy.
Describe the sources, measurement, and sustainability of economic growth.

Describe the production function approach to analyzing the sources of economic growth.
Distinguish between input growth and growth of total factor productivity as components of
economic growth.
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1. INTRODUCTION

In the field of economics, microeconomics is the study of the economic activity and behavior of
individual economic units, such as a household, a company, or a market for a particular good
or service, and macroeconomics is the study of the aggregate activities of households, compa-
nies, and markets. Macroeconomics focuses on national aggregates, such as total investment,
the amount spent by all businesses on plant and equipment; total consumption, the amount
spent by all households on goods and services; the rate of change in the general level of prices;
and the overall level of interest rates.

Macroeconomic analysis examines a nation’s aggregate output and income, its compet-
itive and comparative advantages, the productivity of its labor force, its price level and inflation
rate, and the actions of its national government and central bank. The objective of macro-
economic analysis is to address such fundamental questions as:

e What is an economy’s aggregate output, and how is aggregate income measured?

e What factors determine the level of aggregate output/income for an economy?

* What are the levels of aggregate demand and aggregate supply of goods and services within
the country?

e Is the level of output increasing or decreasing, and at what rate?

e Is the general price level stable, rising, or falling?

e Is unemployment rising or falling?

e Are households spending or saving more?

e Are workers able to produce more output for a given level of inputs?

e Are businesses investing in and expanding their productive capacity?

e Are exports and imports rising or falling?

From an investment perspective, investors must be able to evaluate a country’s current
economic environment and to forecast its future economic environment in order to identify asset
classes and securities that will benefit from economic trends occurring within that country.
Macroeconomic variables—such as the level of inflation, unemployment, consumption, gov-
ernment spending, and investment—affect the overall level of activity within a country. They
also have different impacts on the growth and profitability of industries within a country, the
companies within those industries, and the returns of the securities issued by those companies.

This chapter is organized as follows: Section 2 describes gross domestic product and
related measures of domestic output and income. Section 3 discusses short-run and long-run
aggregate demand and supply curves; the causes of shifts and movements along those curves;
and factors that affect equilibrium levels of output, prices, and interest rates. Section 4 dis-
cusses sources, sustainability, and measures of economic growth. A summary and practice
problems complete the chapter.

2. AGGREGATE OUTPUT AND INCOME

The aggregate output of an economy is the value of all the goods and services produced in a
specified period of time. The aggregate income of an economy is the value of all the payments
earned by the suppliers of factors used in the production of goods and services. Because the
value of the output produced must accrue to the factors of production, aggregate output and
aggregate income within an economy must be equal.
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There are four broad forms of payments (i.e., income): compensation of employees, rent,
interest, and profit. Compensation of employees includes wages and benefits (primarily
employer contributions to private pension plans and health insurance) that individuals receive in
exchange for providing labor. Rent is payment for the use of property. Interest is payment for
lending funds. Profit is the return that owners of a company receive for the use of their capital
and the assumption of financial risk when making their investments. Although businesses are the
direct owners of much of the property and physical capital in the economy by virtue of owning
the businesses, households are the ultimate owners of these assets and hence the ultimate
recipients of the profits. In reality, of course, a portion of profits is usually retained within
businesses to help finance maintenance and expansion of capacity. Similarly, because the gov-
ernment is viewed as operating on a nonprofit basis, any revenue it receives from ownership of
companies or property may be viewed as being passed back to households in the form of lower
taxes. Therefore, for simplicity, it is standard in macroeconomics to attribute all income to the
household sector unless the analysis depends on a more precise accounting,

Aggregate expenditure, the total amount spent on the goods and services produced in the
(domestic) economy during the period, must also be equal to aggregate output and aggregate
income. However, some of this expenditure may come from foreigners in the form of net
exports.” Thus, aggregate output, aggregate income, and aggregate expenditure all refer to dif-
ferent ways of decomposing the same quantity.

Exhibit 5-1 illustrates the flow of inputs, outputs, income, and expenditures in a very
simple economy. Households supply the factors of production (labor and capital) to businesses
in exchange for wages and profit (aggregate income) totaling £100. These flows are shown by
the top two arrows. Companies use the inputs to produce goods and services (aggregate
output), which they sell to households (aggregate expenditure) for £100. The output and

EXHIBIT 5-1 Output, Income, and Expenditure in a Simple Economy: The Circular Flow

Income £100 (= Wages + Profits)

Labor and Capital

Households Buﬁlness
Firms

Goods and Services

Consumption Expenditure £100

"Note that aggregate expenditure as defined here does not equal the amount spent by domestic residents
on goods and services, because it includes exports (purchases of domestic products by foreigners) and
excludes imports (purchases of foreign products by domestic residents). Thus, spending by domestic
residents does not necessarily equal domestic income/output. Indeed, within any given period, it usually
does not. This will be explained in more detail in Section 2.2.3.
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expenditure flows are shown by the bottom two arrows. Aggregate output, income, and
expenditure are all equal to £100.

In this simplified example, households spend all of their income on domestically pro-
duced goods and services. They do not buy foreign goods, save for the future, or pay taxes.
Similarly, businesses do not sell to foreigners or to the government and do not invest to
increase their productive capacity. These important components of the economy will be added
in Section 2.2. But first we need to discuss how output and income are measured.

2.1. Gross Domestic Product

Gross domestic product (GDP) measures:

¢ The market value of all final goods and services produced within the economy in a given
period of time (output definition) or, equivalently,

¢ The aggregate income earned by all households, all companies, and the government within
the economy in a given period of time (income definition).

Intuitively, GDP measures the flow of output and income in the economy.> GDP
represents the broadest measure of the value of economic activity occurring within a country
during a given period of time.

Therefore, GDP can be determined in two different manners. In the income approach,
GDP is calculated as the total amount earned by households and companies in the economy.
In the expenditure approach, GDP is calculated as the total amount spent on the goods and
services produced within the economy during a given period. For the economy as a whole,
total income must equal total expenditures, so the two approaches yield the same result.

Many developed countries use a standardized methodology for measuring GDP. This
methodology is described in the official handbook of the Organization for Economic
Cooperation and Development (Paris: OECD Publishing). The OECD reports the national
accounts for many developed nations. In the United States, the National Income and Product
Accounts (NIPA; also called the national accounts, for short) is the official U.S. government
accounting of all the income and expenditure flows in the U.S. economy. The national
accounts are the responsibility of the U.S. Department of Commerce and are published in its
Survey of Current Business. In Canada, similar data are available from Statistics Canada,
whereas in China, the National Bureau of Statistics of China provides GDP data.

To ensure that GDP is measured consistently over time and across countries, the fol-
lowing three broad criteria are used:

1. All goods and services included in the calculation of GDP must be produced during the
measurement period. Therefore, items produced in previous periods—such as houses, cars,
machinery, or equipment—are excluded. In addition, transfer payments from the gov-
ernment sector to individuals, such as unemployment compensation or welfare benefits,

*Some textbooks and countries measure flows of income and output by using gross national product
(GNP) rather than GDP. The difference is subtle but can be important in some contexts. GDP includes
production within national borders regardless of whether the factors of production (labor, capital, and
property) are owned domestically or by foreigners. In contrast, GNP measures output produced by
domestically owned factors of production regardless of whether the production occurs domestically or
overseas.
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are excluded. Capital gains that accrue to individuals when their assets appreciate in value
are also excluded.

. The only goods and services included in the calculation of GDP are those whose value can
be determined by being sold in the marker. This enables the prices of goods or services to be
objectively determined. For example, a liter of extra virgin olive oil is more valuable than a
liter of spring water because the market price of extra virgin olive oil is higher than the
market price of spring water. The value of labor used in activities that are not sold on
the market, such as commuting or gardening, is also excluded from GDP. By-products of
production processes are also excluded if they have no explicit market value, such as air
pollution, water pollution, and acid rain.

. Only the market value of final goods and services is included in GDP. Final goods and
services are those that are not resold. Intermediate goods are goods that are resold or used
to produce another good.” The value of intermediate goods is excluded from GDP
because additional value is added during the production process, and all the value added
during the entire production process is reflected in the final sale price of the finished
good. An alternative approach to measuring GDP is summing all the value added during
the production and distribution processes. The most direct approach, however, is to sum
the market value of all the final goods and services produced within the economy in a
given time period.

Two distinct, but closely related, measurement methods can be used to calculate GDP

based on expenditures: value of final output and sum of value added. These two methods are
illustrated in Exhibit 5-2. In this example, a farmer sells wheat to a miller. The miller grinds

EXHIBIT 5-2 Value of Final Product Equals Income Created

Receipts at
Each Stage (€)

Value Added
(= Income Created)

at Each Stage (€)

Receipts of farmer from 0.15 0.15 Value added by farmer
miller
Receipts of miller from baker 0.46 0.31 Value added by miller
Receipts of baker from 0.78 0.32 Value added by baker
retailer
Receipts of retailer from final 1.00 0.22 Value added by retailer
customer

1.00 1.00

Value of final output

Total value added =

Total income created

3 Final goods should not be confused with so-called final sales, and intermediate goods should not be
confused with inventories. GDP includes both final sales to customers and increases in companies’

inventories. If sales exceed current production, then GDP is less than final sales by the amount of goods

sold out of inventory.
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the wheat into flour and sells it to a baker, who makes bread and sells it to a retailer. Finally,
the bread is sold to retail customers. The wheat and flour are both intermediate goods in this
example because they are used as inputs to produce another good. Thus, they are not counted
(directly) in GDP. For the purposes of GDP, the value of the final product is €1.00, which
includes the value added by the bread retailer as a distributor of the bread. If, in contrast, the
baker sold directly to the public, the value counted in GDP would be the price at which
the baker sold the bread, €0.78. The left column of the exhibit shows the total revenue
received at each stage of the process, whereas the right column shows the value added at each
stage. Note that the market value of the final product (€1.00) is equal to the sum of the value
added at each of the stages. Thus, the contribution to GDP can be measured as either the final
sale price or the sum of the value added at each stage.

EXAMPLE 5-1 Contribution of Automobile Production
to GDP

Exhibit 5-3 provides simplified information on the cost of producing an automobile in
the United States at various stages of the production process. The example assumes the
automobile is produced and sold domestically and assumes no imported material is
used. Calculate the contribution of automobile production to GDP using the value-
added method, and show that it is equivalent to the expenditure method. What impact
would the use of imported steel or plastics have on GDP?

EXHIBIT 5-3  Cost of Producing Automobiles

Stage of Production Sales Value ($)

1. Production of basic materials

Steel 1,000
Plastics 3,000
Semiconductors 1,000
2. Assembly of automobile (manufacturer price) 15,000
3. Wholesale price for automobile dealer 16,000
4. Retail price 18,000

Solution: GDP includes only the value of final goods and ignores intermediate goods in
order to avoid double counting. Thus, the final retail sale price of $18,000 and not the
total of $54,000 from summing sales at all the levels of production would be included
in GDP. Alternatively, we can avoid double counting by calculating and summing the
value added at each stage. At each stage of production, the difference between what a
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company pays for its inputs and what it then receives for the product is its contribution
to GDP. The value added for each stage of production is computed as follows:

Stage of Production Sales Value ($) Value Added ($)

1. Production of basic materials

Steel 1,000 1,000

Plastics 3,000 3,000

Semiconductors 1,000 1,000

Total inputs 5,000 (sum of three inputs)
2. Assembly of car (manufacturer price) 15,000 10,000 = (15,000 — 5,000)
3. Wholesale price for car dealer 16,000 1,000 = (16,000 — 15,000)
4. Retail price 18,000 2,000 = (18,000 — 16,000)
Total expenditure 18,000
Total value added 18,000

Thus, the sum of the value added by each stage of production is equal to $18,000,
which is equal to the final selling price of the automobile. If some of the inputs (steel,
plastics, or semiconductors) are imported, the value added would be reduced by the
amount paid for the imports.

2.1.1. Goods and Services Included at Imputed Values

As a general rule, only the value of goods and services whose value can be determined by being
sold in the market are included in the measurement of GDP. Owner-occupied housing and
government services, however, are two examples of services that are not sold in the market-
place but are still included in the measurement of GDP.

When a household or individual rents a place to live, the renter is buying housing ser-
vices. The household pays the owner of the property rent in exchange for shelter. The income
that a property owner receives is included in the calculation of GDP. However, when
a household purchases a home, it is implicitly paying itself in exchange for the shelter.
As a result, the government must estimate (impute) a value for this owner-occupied rent,
which is then added to GDP.

The value of government services provided by police officers, firefighters, judges, and
other government officials is a key factor that affects the level of economic activity. However,
valuing these services is difficult because they are not sold in a market like other services;
individual customers cannot decide how much to consume or how much they are willing to
pay. Therefore, these services are simply included in GDP at their cost (e.g., wages paid) with
no value added attributed to the production process.

For simplicity and global comparability, the number of goods and services with imputed
values that are included in the measurement of GDP is limited. In general, nonmarket activity
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is excluded from GDP. Thus, activities performed for one’s own benefit, such as cooking,
cleaning, and home repair, are excluded. Activities in the so-called underground economy are
also excluded. The underground economy reflects economic activity that people hide from the
government either because it is illegal or because they are attempting to evade taxation.
Undocumented laborers who are paid off the books are one example. The illegal drug trade is
another. Similarly, barter transactions, such as neighbors exchanging services with each other
(for example, helping your neighbor repair her fence in exchange for her plowing your gar-
den), are excluded from GDP.

Exhibit 5-4 shows the estimated size of the underground economy in various countries as
a percentage of nominal GDP. The estimates range from 8 percent in the United States to 60
percent in Peru.

It should be clear from these estimates of the underground economy that the reliability of
official GDP data varies considerably across countries. Failure to capture a significant portion
of activity is one problem. Poor data collection practices and unreliable statistical methods
within the official accounts are also potential problems.

EXHIBIT 5-4 Underground Economy as a Percentage of Nominal

GDP, 2006
Underground Economy as a

Country Percentage of Nominal GDP (%)
Peru 60.0

Mexico 32.1

South Korea 27.5

Costa Rica 26.8

Greece 26.0

India 24.4

Ttaly 23.1

Spain 20.2

Sweden 16.3

Germany 15.4

Canada 14.1

China 14.0

France 13.2

Japan 8.9

United States 8.0

Source: Friedrich Schneider and Andreas Buehn, “Shadow Economies and Corruption All
Over the World: Revised Estimates for 120 Countries,” University of Linz, Austria;
Technische Universitit Dresden, Germany, Vol. 1, 2007-9, July 24, 2007. www.economics-
¢journal.org/economics/journalarticles/2007-9. Version 2, October 27, 2009.
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2.1.2. Nominal and Real GDP
In order to evaluate an economy’s health, it is often useful to remove the effect on GDP of changes
in the general price level, because higher (or lower) income driven solely by changes in the price
level is not indicative of a higher (or lower) level of economic activity. To accomplish this, econ-
omists use real GDP, which indicates what would have been the total expenditures on the output
of goods and services if prices were unchanged. Per capita real GDP (real GDP divided by the size
of the population) has often been used as a measure of the average standard of living in a country.

Suppose we are interested in measuring the GDP of an economy. For the sake of sim-
plicity, suppose that the economy consists of a single automobile maker and that in 2011,
300,000 vehicles are produced with an average market price of €18,750. GDP in 2011 would
be €5,625,000,000. Economists define the value of goods and services measured at current
prices as nominal GDP. Suppose that in 2012, 300,000 vehicles are again produced but that
the average market price for a vehicle increases by 7 percent to €20,062.50. GDP in 2012
would be €6,018,750,000. Even though no more cars were produced in 2012 than in 2011, it
appears that the economy grew by 7 percent between 2011 and 2012 (€6,018,750,000/
€5,625,000,000) — 1 =7%), although it actually did not grow at all.

Nominal and real GDP can be expressed as:

Nominal GDP, = P, X Q;

where:
P, = Prices in year ¢

Q; = Quantity produced in year #
Real GDP; = Pz X Q,

where:

Pg = Prices in the base year
Taking the base year to be 2011 and putting in the 2011 and 2012 numbers gives:

Nominal GDPygy; =
Real GDPy11 =
Nominal GDPyy;; =
Real GDPyy12 =

€18,750 X 300,000) = €5,625,000,000
€18,750 X 300,000) = €5,625,000,000
€20,062.50 X 300,000) = €6,018,750,000
€18,750 X 300,000) = €5,625,000,000

~~ ~ —~

In this example, real GDP did not change between 2011 and 2012, because the total
output remained the same: 300,000 vehicles. The difference between nominal GDP in 2012
and real GDP in 2012 was the 7 percent inflation rate.

Now suppose that the auto manufacturer produced 3 percent more vehicles in 2012 than in
2011 (i.e., production in 2012 was 309,000 vehicles). Real GDP would increase by 3 percent
from 2011 to 2012. With a 7 percent increase in prices, nominal GDP for 2012 would now be:

Nominal GDP,1; = (1.03 X 300,000) X (1.07 X €18,750)
= 309,000 X €20,062.50
= €6,199,312,500
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The implicit price deflator for GDP, or simply the GDP deflator, is defined as:

Value of current-year output at current-year prices

GDP deflator = X 100

Value of current-year output at base-year prices

Thus, in the example the GDP deflator for 2012 is [(309,000 X €20,062.50)/
(309,000 X €18,750)](100) = (1.07)(100) = 107. The GDP deflator broadly measures the
aggregate changes in prices across the overall economy, and hence changes in the deflator

provide a useful gauge of inflation within the economy.
The real GDP is equal to the nominal GDP divided by the GDP deflator scaled by 100:

Real GDP = Nominal GDP/(GDP deflator/100)

This relationship gives the GDP deflator its name. That is, the measure of GDP in terms
of current prices, nominal GDP, is adjusted for inflation by dividing it by the deflator. The
expression also shows that the GDP deflator is the ratio of nominal GDP to the real GDP
scaled by 100:

GDP deflator = (Nominal GDP/Real GDP) X 100

Thus, real GDP for 2012 would be:

Real GDP;91; = Nominal GDP/(GDP deflator/100)
= €6,199,312,500/(107/100)
= €5,793,750,000

Note that €5,793,750,000 represents 3 percent real growth over 2011 GDP and 3
percent higher real GDP for 2012 than under the assumption of no growth in unit car sales
in 2012.

What would be the increase in nominal GDP for 2012 compared with 2011 with the 3
percent greater automobile production and 7 percent inflation?

(Nominal GDPZOlz/Nominal GDPZQH) —1
= (€6,199,312,500/€5,625,000,000) — 1
=0.102

So, nominal GDP would increase by 10.2 percent, which equals (1.07 X 1.03) — 1 or
approximately 7% + 3% = 10%. Which number is more informative about growth in eco-
nomic activity, 3 percent real growth or 10.2 percent nominal growth? The real growth rate is
more informative because it exactly captures increases in output. Nominal growth, by
blending price changes with output changes, is less directly informative about output changes.
In summary, real economic growth is measured by the percentage change in real GDP. When
measuring real economic activity or when comparing one nation’s economy to another’s, real
GDP and real GDP growth should be used because they more closely reflect the quantity of
output available for consumption and investment.
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EXAMPLE 5-2 Calculating the GDP Deflator

John Lambert is an equity analyst with Equitytrust, a Canadian investment manage-
ment firm that primarily invests in Canadian stocks and bonds. The investment policy
committee for the firm is concerned about the possibility of inflation. The implicit
GDP price deflator is an important measure of the overall price level in the economy,
and changes in the deflator provide an important gauge of inflation within the econ-
omy. GDP data have been released by Statistics Canada and are shown in Exhibit 5-5.
Lambert is asked by the committee to use the GDP data to calculate the implicit GDP
price deflator from 2005 to 2009 and the inflation rate for 2009.

EXHIBIT 5-5 Real and Nominal GDP for Canada

Seasonally adjusted at annual rates (SAAR)

2005 2006 2007 2008 2009

GDP at market prices (million C$) 1,373,845 1,450,405 1,529,589 1,599,608 1,527,258
Real GDP (million 2002 C$) 1,247,807 1,283,033 1,311,260 1,318,054 1,285,604

Solution: The implicit GDP price deflator measures inflation across all sectors of the
economy, including consumers, business, government, exports, and imports. It is cal-
culated as the ratio of nominal to real GDP and reported as an index number with the
base-year deflator equal to 100. The implicit GDP price deflator for the Canadian
economy for 2009 is calculated as (1,527,258/1,285,604) X 100 = 118.8. The results
for 2009 and the other years are:

2005 2006 2007 2008 2009

GDP at market prices
(million C$) 1,373,845 1,450,405 1,529,589 1,599,608 1,527,258

Real GDP (million 2002 C$) 1,247,807 1,283,033 1,311,260 1,318,054 1,285,604
Implicit GDP price deflator 110.1 113.0 116.6 121.4 118.8

The inflation rate is calculated as a percentage change in the index. For 2009, the
annual inflation rate is equal to (118.8/121.4) — 1= —2.1 percent. This shows that
Canada actually experienced deflation in 2009 even though prices are still above their
level in 2007.
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2.2. The Components of GDP

Having defined GDP and discussed how it is measured, we can now consider the major
components of GDP, the flows among the four major sectors of the economy—the household
sector, the business sector, the government sector, and the foreign or external sector (com-
prising transactions with the rest of the world)—and the markets through which they interact.
An expression for GDP, based on the expenditure approach, is:

GDP=C+1+G+ (X —M) (5-1)

where:
C= Consumer spending on final goods and services
I=Gross private domestic investment, which includes business investment in capital
goods (e.g., plant and equipment) and changes in inventory (inventory investment)
G = Government spending on final goods and services
X=Exports
M = TImports

Exhibit 5-6 shows the flow of expenditures, income, and financing among the four
sectors of the economy and the three principal markets. In the exhibit, solid arrows point in
the direction of expenditure on final goods and services. For simplicity, corresponding flows of
output are not shown separately. The flow of factors of production is also shown with a solid

EXHIBIT 5-6 Output, Income, and Expenditure Flows

Government Borrowing

Income
C T T T T T Factor Market Labor, Capital,
¥ Land
»
s . -
T Households Ool)d\ & Firms :
1 &, % 6’( |
| 1‘/60 \x ‘0\ |
: | (Q o « &a\ :
&

I ! A\ I
| | |
! Net Taxes (7) ! Goods Market |
! | & |
| | R I
| | & %\ |
| | &P 0&0 |
! «° |
I |
| |
! |
! Government Rest of the |
! World |
I |
I |
| |
! | Financial |
: __________ Markets |

|
I |
|

Household Savings (S) A o _________/




Chapter 5 Aggregate Output, Prices, and Economic Growth 209

arrow. Financial flows, including income and net taxes, are shown with dashed arrows
pointing to the recipient of funds.

2.2.1. The Household and Business Sectors

The very top portion of Exhibit 5-6 shows the services of labor, land, and capital flowing
through the factor market to business firms and the flow of income back from firms to
households. Households spend part of their income on consumption (C) and save (S) part of
their income for future consumption. Current consumption expenditure flows through the
goods market to the business sector. Household saving flows into the financial markets, where it
provides funding for businesses that need to borrow or raise equity capital. Firms borrow or
raise equity primarily to finance investment (/) in inventory, property, plant, and equipment.
Investment (/) is shown flowing from firms through the goods market and back to firms
because the business sector both demands and produces the goods needed to build productive
capacity (capital goods).

In most developed economies, like Italy and the United States, expenditures on capital
goods represent a significant portion of GDP. Investments (expenditures) on capital goods
accounted for approximately 21.1 percent of Italy’s GDP in 2007, while in the United States
investments accounted for approximately 18.4 percent of GDP. In some developing countries,
notably China (40.0 percent) and India (33.8 percent), investment spending accounts for a
substantially larger share of the economy.® As we will examine in greater detail later, invest-
ment spending is an important determinant of an economy’s long-term growth rate. At the
same time, investment spending is the most volatile component of the economy, and changes
in capital spending, especially spending on inventories, are one of the main factors causing
short-run economic fluctuations.

2.2.2. The Government Sector
The government sector collects taxes from households and businesses. For simplicity, only the
taxes collected from the household sector are shown in Exhibit 5-6. In turn, the government
sector purchases goods and services (G) from the business sector. For example, the government
sector hires construction companies to build roads, schools, and other infrastructure goods.
Government expenditure (G) also reflects spending on the military, police and fire protection,
the postal service, and other government services. Provision of these services makes the
government a major source of employment in most countries. To keep Exhibit 5-6 simple,
however, government employment and the corresponding income are not explicitly shown.

Governments also make transfer payments to households. In general, these are designed
to address social objectives such as maintaining minimum living standards, providing health
care, and assisting the unemployed with retraining and temporary support. In Exhibit 5-6,
transfer payments are subtracted from taxes and reflected in net taxes (7).

Transfer payments are not included in government expenditures on goods and services
(G) because they represent a monetary transfer by the government of tax revenue back to
individuals with no corresponding receipt of goods or services. The household spending
facilitated by the transfer payments is, of course, included in consumption (C) and, hence, in
GDP. It is worth noting that transfers do not always take the form of direct payments to

“See Exhibit 5-27 later in this chapter for investment details for other countries. OECD.StatExtracts:
Country Statistical Profiles 2009 (http://stats.oecd.org) and Ecomomic Report of the President
(Washington, DC: U.S. Government Printing Office, 2010): Table B-12, p. 345.
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beneficiaries. Instead, the government may pay for or even directly provide goods or services to
individuals. For example, universal health care programs often work in this way.

If, as is usually the case, government expenditure (G) exceeds net taxes (7), then the
government has a fiscal deficit and must borrow in the financial markets. Thus, the govern-
ment may compete with businesses in the financial markets for the funds generated by
household saving. The only other potential source of funds in an economy is capital flows
from the rest of the world. These will be discussed in the next section.

In 2007, the ratio of general government spending (which includes central government as
well as state, provincial, and local government) to GDP in Italy was 44.8 percent while in the
United States it was 31.2 percent. In countries where the government provides more services,
such as universal health care in Italy, the government’s contribution to GDP is greater.
France’s government sector represents 46.3 percent of GDP. In other countries, the public
sector makes up a smaller share. For example, in Costa Rica, which has no standing army or
navy, government spending is 16.1 percent of GDP. Exhibit 5-7 shows data on tax revenues,
general government spending, and transfer payments as a share of nominal GDP as of 2007.

2.2.3. The External Sector

Trade and capital flows involving the rest of the world are shown in the bottom right quadrant
of Exhibit 5-6. Net exports (X— M) reflects the difference between the value of goods and
services sold to foreigners—exports (X)—and the portion of domestic consumption (C),

EXHIBIT 5-7 General Government Spending and Taxes as a Percentage of GDP, 2007

General Government Spending as a Percentage of GDP
General Government Tax

Revenues as a Percentage Goods and Services

Country of GDP Total and Debt Service Transfer Payments
Canada 33.3% 31.9% 17.1% 14.8%
Mexico 20.5 22.6 NA NA
United States 28.3 31.2 19.5 11.7
Japan 28.1 30.5 14.9 15.6
South Korea 28.7 24.0 15.7 8.3
France 43.6 46.3 20.2 26.1
Germany 36.2 36.0 13.7 22.3
Greece 31.3 36.7 19.8 16.9
Italy 433 44.8 215 233
Spain 37.2 35.3 16.6 18.7
Sweden 48.2 44.5 17.7 26.8
Costa Rica 14.0 16.1 NA NA

Sources: OECD.StatExtracts: Country Statistical Profiles 2009 (http://stats.oecd.org) and Revenue Statistics 1965
2008: 2009 Edition (Paris: OECD Publishing, 2009).
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EXHIBIT 5-8 U.S. International Trade in Goods—Selected Countries,
2008 (millions of U.S. dollars)

Exports Imports Balance

Total, all countries 1,276,994 1,508,109 -231,115
Europe 321,151 440,802 -119,651
Euro area 198,538 277,728 -79,190
France 28,603 44,036 -15,973
Germany 54,209 97,597 -43,388
Ttaly 15,330 36,140 -20,810
Canada 261,872 342,920 —81,048
Mexico 151,147 219,808 —68,661
China 69,552 337,963 -268,411
India 17,623 25,739 -8,116
Japan 64,457 139,587 75,130

Source: Economic Report of the President (Washington, DC: U.S. Government Printing Office,
2010): Table B-105, p. 451.

investment (/), and government expenditure (G) that represents purchases of goods and
services from the rest of the world—imports ().

A balance of trade deficit means that the domestic economy is spending more on foreign
goods and services than foreign economies are spending on domestic goods and services. It also
means that the country is spending more than it produces because domestic saving is not
sufficient to finance domestic investment plus the government’s fiscal balance. A trade deficit
must be funded by borrowing from the rest of the world through the financial markets. The
rest of the world is able to provide this financing because, by definition, it must be running a
corresponding trade surplus and spending less than it produces.

It bears emphasizing that trade and capital flows between an economy and the rest of the
world must balance. One area’s deficit is another’s surplus, and vice versa. This is an accounting
identity that must hold. In effect, having allowed a country to run a trade deficit, foreigners must,
in aggregate, finance it. However, the financing terms may or may not be attractive.

Exhibit 5-8 reports trade balances for the United States with selected countries. Note that
Canada was the largest trading partner, in terms of both exports and imports, in 2008. China
was a close second in selling goods to U.S. markets, but China is not an important consumer
of U.S. goods. Hence, the U.S. trade deficit with China was the largest by far. Overall, in 2008
the U.S. balance of trade deficit was $231,115 million.

2.3. GDP, National Income, Personal Income, and Personal
Disposable Income

This section examines the calculation of GDP and other income measures in detail by means
of an analysis of data from Statistics Canada.

Exhibit 5-9 provides data on the level of Canadian GDP and its components measured at
market prices (nominal GDP), leaving certain quantities to be determined.
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EXHIBIT 59 GDP Release for the Canadian Economy (millions of C$ at market prices, seasonally

adjusted at annual rates)

2005 2006 2007 2008 2009
Expenditure Based:
Consumer spending 758,966 801,742 851,603 890,351 898,728
Government spending 259,857 277,608 293,608 314,329 333,942
Government gross fixed investment 37,067 41,151 45,321 50,955 59,078
Business gross fixed investment 255,596 283,382 301,885 313,574 269,394
Exports 519,435 524,075 534,718 563,948 438,553
Deduct: Imports 468,270 487,674 505,055 539,012 464,722
Change in inventories® 10,614 9,362 8,266 5,472 -8,180
Statistical discrepancy 580 759 757 -9 465
GDP at Market Prices 1,373,845 1,450,405 1,529,589 1,599,608 TBD
Income Based:
Wages, salaries, and supplementary
labor income 695,093 743,392 784,885 818,613 819,066
Corporate profits before tax” 185,855 194,024 203,392 210,756 149,438
Government business enterprise profits
before taxes 15,293 14,805 15,493 16,355 12,975
Interest income 61,421 66,404 71,589 83,998 63,947
Unincorporated business net income,
including rent 85,234 86,750 90,411 94,559 99,879
Taxes less subsidies on factors
of production 61,982 64,536 67,900 71,094 70,604
Taxes less subsidies on products 93,302 96,052 98,816 94,840 93,030
National Income 1,198,180 1,265,963 1,332,486 1,390,215 TBD
Statistical discrepancy —581 =759 757 10 —466
Capital consumption allowance 176,246 185,201 196,346 209,383 218,785
GDP at Market Prices 1,373,845 1,450,405 1,529,589 1,599,608 TBD
Undistributed corporate profits 91,926 96,793 90,829 110,431 56,969
Corporate income taxes 51,631 47,504 54,867 53,176 34,319
Transfer payments: government
to consumer 136,247 145,754 154,609 163,979 174,390
Personal Income 1,035,586 1,106,832 1,174,683 1,224,653 TBD
Personal disposable income 794,269 853,190 901,634 949,484 965,628
Interest paid to business 14,029 16,978 19,063 19,558 18,115
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EXHIBIT 5-9 Continued

2005 2006 2007 2008 2009
Consumer transfers to foreigners 4,395 4,483 5,533 5,117 4,737
Personal saving 16,878 29,987 25,435 34,458 TBD

“Includes change in government inventory.
®Includes inventory valuation adjustment.
Source: Statistics Canada.

The exhibit shows the two approaches to measuring GDP: (1) expenditures on final
output measured as the sum of sales to the final users and (2) the sum of the factor incomes
generated in the production of final output. In theory, the two approaches should provide the
same estimate of GDP. As shown in the exhibit, however, in practice they differ because of
the use of different data sources. The difference is accounted for by a statistical discrepancy.
Market analysts more closely follow the expenditure approach because the expenditure data
are more timely and reliable than data for the income components.

Using the expenditure approach, Statistics Canada measures Canadian GDP as follows:

GDP = Consumer spending on goods and services
+ Business gross fixed investment
+ Change in inventories
+ Government spending on goods and services
+ Government gross fixed investment
+ Exports — Imports

+ Statistical discrepancy

Note that the Canadian national income accounts classify a portion of government
expenditures as gross fixed investment. Not all countries make this distinction. The United
States, for example, does not. Also note that the change in business inventories must be included
in expenditures. Otherwise, goods produced but not yet sold would be left out of GDP.

The income-based approach calculates GDP as the sum of factor incomes and essentially
measures the cost of producing final output. However, two of the costs entering into the gross value
of output are not really earned by a factor of production. These items, depreciation and indirect
taxes, are discussed later in this chapter. GDP is estimated in the income approach as follows:®

GDP = National income + Capital consumption allowance

+ Statistical discrepancy

>As shown in Exhibit 5-9, Statistics Canada divides the total statistical discrepancy roughly equally (with
opposite signs) between the income-based and expenditure-based measures of GDP. In the U.S. national
accounts, the statistical discrepancy appears only in the income-based breakdown of GDP because the
expenditures data are believed to be more accurate than the income data.

Construction of the national income accounts varies across countries. In the United States, for example,
national income is defined to include income received by U.S.-owned factors of production even if the
income is generated outside the country. To compute U.S. GDP, the national income data must be
adjusted for net foreign factor income. No adjustment is required in the Canadian data since the data are
measured on a geographic basis equivalent to GDP.
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where national income is the income received by all factors of production used in the gen-
eration of final output:

National income = Compensation of employees
+ Corporate and government enterprise profits before taxes
+ Interest income
+ Unincorporated business net income (proprietor’s income)
=+ Rent

+ Indirect business taxes less subsidies

Compensation of employees includes wages and supplements to wages, which are pri-
marily payments for pensions and health insurance. Corporate profits before taxes include
three items: (1) dividends paid to households, (2) undistributed corporate profits (retained
earnings) that remain in the business sector, and (3) corporate taxes paid to government.
Interest income is the interest paid by businesses to households, government, and foreigners to
compensate them for the loan of a financial asset. Unincorporated net income, including rent,
is the earnings that flow to unincorporated proprietors and farm operators for running their
own businesses. “Indirect business taxes less subsidies” reflects taxes and subsidies included in
the final price of the good or service. It is the (net) portion of national income that is directly
paid to the government. In the Canadian accounts, these are measured in two ways:
(1) “taxes less subsidies on products,” which include sales taxes, fuel taxes, and import duties,
and (2) “taxes less subsidies on factors of production,” which are mainly property taxes and
payroll taxes.

The capital consumption allowance (CCA) is a measure of the wear and tear (depre-
ciation) of the capital stock that occurs in the production of goods and services. This measure
acknowledges the fact that some income/output must be allocated to replacement of the
existing capital stock as it wears out. Loosely speaking, one may think of profit plus CCA as
the total amount earned by capital, with the CCA being the amount that must be earned and
reinvested just to maintain the existing productivity of the capital.

Along with the GDP report, Statistics Canada and other government statistical agencies
provide information on personal income and saving. Personal income is a broad measure of
household income and measures the ability of consumers to make purchases. As such, it is one
of the key determinants of consumption spending. Personal income includes all income
received by households, whether earned or unearned. It differs from national income in that
some of the income earned by the factors of production (indirect business taxes, corporate
income taxes, retained earnings) is not received by households and instead goes to the gov-
ernment or business sectors. Similarly, households receive some income from governments
(transfer payments, such as social insurance payments, unemployment compensation, and
disability payments) that is not earned. Thus, the following adjustments are made to national
income in order to derive personal income:

Personal income = National income
— Indirect business taxes
— Corporate income taxes
— Undistributed corporate profits

+ Transfer payments
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Personal disposable income (PDI) is equal to personal income less personal taxes. It
measures the amount of after-tax income that households have to spend on goods and services
or to save. Thus, it is the most relevant, and most closely watched, measure of income for
household spending and saving decisions.

Finally, household saving is equal to PDI less three items: consumption expenditures,
interest paid by consumers to business, and personal transfer payments to foreigners. The
corresponding measure of saving for the business sector equals undistributed corporate profits
plus the capital consumption allowance.

EXAMPLE 5-3 Canadian GDP Release and Other Measures of
Production and Income

The investment policy committee at Equitytrust asks John Lambert to review the
Canadian GDP data shown in Exhibit 5-9 and data from the Department of Finance
Canada that show that the combined federal-provincial government deficit for 2009
was 84,249 (million C$), with the federal deficit at 55,590 (million C$).

1. Calculate 2009 GDP using the expenditure approach, and indicate how the
expenditures are represented in Exhibit 5-6.

2. Calculate 2009 GDP using the income approach.

3. Calculate personal income for 2009.

4. Using the Canadian data for 2009, calculate the level of household saving (S), the
saving rate, and net taxes (7) paid by the household sector. Given that the combined
government budget deficit was 84,249 (million C$) in 2009, calculate tax revenues
for the Canadian economy.

5. Calculate the impact of foreign trade on the Canadian economy in 2009 and
Canada’s net foreign borrowing/lending in 2009.

6. Calculate the net amount of borrowing/lending by the business sector in 2009.

Solutions (All numbers in millions):
Solution to 1: In the expenditure approach, nominal GDP is calculated as the sum of
spending by the major sectors in the economy:
GDP = Consumer spending on goods and services

+ Business gross fixed investment

+ Change in inventories

+ Government spending on goods and services

+ Government gross fixed investment

+ Exports — Imports

+ Stadistical discrepancy

Substituting the numbers from Exhibit 5-9,

GDP = 898,728 + 269,394 + 333,942 + 59,078 + 438,553
— 464,722 — 8,180 + 465
= C$1,527,258
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In Exhibit 5-6, these expenditures are represented by the arrows pointing to the
goods market and by the arrow pointing back to firms labeled as C+ 7+ G+ (X — M).

Solution to 2: On the income side, nominal GDP is equal to national income plus the
capital consumption allowance plus a statistical discrepancy. National income is defined
as the sum of income received by the factors of production and is given by:

National income = Compensation of employees
+ Corporate and government enterprise profits before taxes
+ Interest income
+ Unincorporated business net income (proprietor’s income)
+ Rent + Inventory valuation adjustment

+ Indirect business taxes less subsidies

Substituting in the numbers from Exhibit 5-9, we get C$1,308,939, where indi-
rect business taxes are equal to 70,604 + 93,030 = C$163,634. Using this result,

GDP = 1,308,939 + 218,785 — 466 = C$1,527,258

Solution to 3: Personal income is calculated as:

Personal income = National income
— Indirect business taxes
— Corporate income taxes
— Undistributed corporate profits

+ Transfer payments

Substituting in the numbers from Exhibit 5-9,

Personal income = 1,308,939 — (70,604 + 93,030) — 34,319 — 56,969 + 174,390
= C$1,228,407

Solution to 4: Household saving is equal to personal disposable income less three items:
consumption expenditures, interest paid by consumers to business, and personal transfer
payments to foreigners. Consumption (C) is given in Exhibit 5-9 as C$898,728.
Substituting the numbers, saving (S§)=965,628 — 898,728 — 18,115 — 4,737
= C$44,048. The Canadian saving rate for 2009 equals (44,048/965,628) = 4.6%.

Net taxes paid by the household sector consists of two components: (1) taxes paid
by households to the government minus (2) government transfer payments to house-
holds. From Exhibit 5-9, government transfer payments to households for 2009 were
C$174,390. The tax outlay for households in 2009 is the difference between personal
income and personal disposable income. Therefore, tax payments by households to
government equal 1,228,407 — 965,628 = C$262,779.
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Thus, net taxes going to government (7) from the household sector is C$88,389.
However, personal taxes do not cover all sources of receipts for government. Government
receipts also come from such sources as corporate income taxes, indirect taxes on busi-
nesses and consumers, and contributions for social insurance. The total tax receipts for all
levels of government can be estimated from the deficit information. From Exhibit 5-9,
government spending for 2009 totaled (333,942 + 59,078) = C$393,020. Therefore,
total tax revenue from all sources is equal to 393,020 minus 84,249 or C$308,771.

Solution to 5: The international sector had a large impact on the Canadian economy in
2009. Exports declined sharply—by 22.2 percent—going from C$563,948 in 2008 to
C$438,553 in 2009. Imports declined from C$539,012 in 2008 to C$464,722 in
2009, a 13.8 percent decrease. As a result, the Canadian economy moved from a trade
surplus of C$24,936 in 2008 to a deficit of C$26,169 in 2009. This huge swing in the
trade balance had a very significant negative impact on the Canadian economy and
subtracted from GDP growth.

Canada funded the large trade deficit in 2009 by borrowing C$26,169 from the
rest of the world through the financial markets. As discussed in Section 2.2.3, trade and
capital flows between an economy and the rest of the world must balance. A trade
deficit must be funded by a capital inflow.

Solution to 6: Borrowing by the business sector depends on the level of saving in the
sector (i.e., internally generated funds) and the level of business investment in both
fixed assets and inventories (i.e., the amount that must be financed). For 2009, gross
saving in the business sector is equal to undistributed corporate profits (56,969) plus
the capital consumption allowance (218,785). Thus, business saving is C$275,754.
Because this number exceeds business fixed and inventory investment of C$261,214
(269,394 — 8,180), the business sector was a net lender of funds totaling C$14,540.

3. AGGREGATE DEMAND, AGGREGATE SUPPLY,
AND EQUILIBRIUM

In this section, we build a model of aggregate demand and aggregate supply and use it to discuss
how aggregate output and the level of prices are determined in the economy. Aggregate
demand (AD) represents the quantity of goods and services that households, businesses, gov-
ernment, and foreign customers want to buy at any given level of prices. Aggregate supply (AS)
represents the quantity of goods and services that producers are willing to supply at any given
level of prices. It also reflects the amount of labor and capital that households are willing to offer
into the marketplace at given real wage rates and cost of capital.

3.1. Aggregate Demand

As we will see, the aggregate demand curve looks like the ordinary demand curves that we
encounter in microeconomics: quantity demanded increases as the price level declines. But our
intuitive understanding of that relationship—a lower price allows us to buy more of a good
with a given level of income—does not apply here, because income is not fixed. Instead,
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aggregate income or expenditure is to be determined within the model along with the price
level. Thus, we will need to explain the relationship between price and quantity demanded
somewhat differently.

The aggregate demand curve represents the combinations of aggregate income and the
price level at which two conditions are satisfied. First, aggregate expenditure equals aggregate
income. As indicated in our discussion of GDP accounting, this must always be true after the
fact. The new aspect here is the requirement that planned expenditure equals actual (or
realized) income. To understand the distinction, consider business inventories. If businesses
end up with more inventory than they planned, then the difference represents unplanned (or
unintended) business investment, and actual output in the economy exceeded planned
expenditure by that amount. Second, the available real money supply is willingly held by
households and businesses.

The first condition—equality of planned expenditures and actual income/output—gives
rise to what is called the investment—saving (IS) curve. The second condition—equilibrium in
the money market—is embodied in what is called the lguidity preference—money supply (LM)
curve. When we put them together, we get the aggregate demand curve.

3.1.1. Balancing Aggregate Income and Expenditure: The IS Curve

Total expenditure on domestically produced output comes from four sources: household
consumption (C), investments (), government spending (G), and net exports (X — M). This
can be expressed as:

Expenditure = C+7+ G+ (X — M)

Personal disposable income is equal to GDP (V) plus transfer payments (F) minus
retained earnings and depreciation (= business saving, Sp) minus direct and indirect taxes (R).
Households allocate disposable income between consumption of goods and services (C) and
household saving (Sg). Therefore,

