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Economics of Sustainable Tourism

Tourism is one of the world’s largest industries and one of its fastest-growing 
economic sectors, helping to generate income and employment for local people. 
At the same time, it has many negative outsourced effects on the environment 
and local culture. Achieving a more sustainable pattern of tourism development 
is high on the global agenda, aiming to meet human needs while preserving the 
environment now and for the future.
	 Economics of Sustainable Tourism aims to critically explore how tourism 
economic development can move closer to a sustainable ideal from a firm eco-
nomic analytical anchor. Grounded in economic theory and application, it analy-
ses tourists’ satisfaction and impacts of tourism on the host community, 
investigates the productivity of the industry and identifies factors that could 
increase economic and sustainable development, such as trade relationships. It 
offers further insight into how destinations’ sustainability can be measured and 
the economic benefits of more sustainable destinations, and sets the agenda for 
future research. The book includes a range of theoretical and empirical perspec-
tives and includes cutting-edge research from international scholars.
	 This significant volume provides a new perspective on the sustainable tourism 
debate and will be valuable reading for students, researchers and academics in 
the fields of tourism and economics.

Fabio Cerina is Lecturer in Economic Policy at the Department of Social and 
Economic Research, University of Cagliari, and Research Fellow at the Center 
for North South Economic Research (CRENoS).

Anil Markandya is Professor of Economics at the University of Bath, UK and 
Scientific Director of the Basque Centre for Climate Change in Bilbao, Spain.

Michael McAleer is Distinguished Professor, Department of Quantitative 
Economics, Complutense University of Madrid, Spain.
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The economics of sustainable tourism
An overview

Fabio Cerina, Anil Markandya and Michael McAleer

This volume is based on ten theoretical and empirical chapters that cover several 
topics on tourism economics, with special emphasis on sustainability, productiv-
ity, tourism demand and the impact of tourism on the host community. It brings 
together selected papers from the First Conference of the International Associ-
ation for Tourism Economics (IATE), held in Palma de Mallorca, Spain, from 
25 to 27 October 2007 and jointly organized by the University of the Balearic 
Islands, Spain; the Fondazione Eni Enrico Mattei (FEEM), Italy; the Centre for 
North South Economic Research (CRENoS), Italy; and the Tourism and Travel 
Research Institute, Nottingham University, United Kingdom.
	 The book is divided into three parts, entitled ‘Tourism demand and the host 
community’, ‘Tourism and productivity’ and ‘Sustainable tourism: environment 
and cultural heritage conservation’.
	 Part I presents four chapters that are concerned with the analysis of tourist 
satisfaction and the impacts of tourists on the host community. The first two 
chapters develop a rigorous analysis of the determinants of tourism demand, 
while the last two reverse this perspective and deal with the effects of tourism 
demand on residents’ attitudes and residential water demand, respectively. Each 
of these chapters comprises a case study whose relevance makes it particularly 
useful for general policy suggestions and guidelines.
	 The purpose of the first chapter, ‘Time series modelling of tourism demand 
from the United States, Japan and Malaysia to Thailand’, by Yaovarate Chaovan-
apoonphol, Christine Lim, Michael McAleer and Aree Wiboonpongse, is to 
investigate the major determinants of the demand for international tourism to 
Thailand. In particular, the chapter focuses on the impact of changes in the con-
sumer price index on tourism demand from the United States, which represents 
the long-haul inbound market; Japan as the most important medium-haul 
inbound market; and Malaysia as the most important short-haul inbound market. 
Accordingly, the authors analyse the monthly tourist arrivals and economic 
determinants from 1971 to 2005, using ARIMA with exogenous variables 
(ARMAX) models to analyse the relationships between tourist arrivals from 
these three countries to Thailand. The economic determinants and ARMA 
models are used to predict the effects of the economic, financial and political 
determinants on the numbers of international tourists to Thailand. A major 
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conclusion of this chapter is that the consumer price index has a significant 
impact on the number of tourist arrivals only for long-haul tourism from the 
United States, and not on medium- and short-haul international tourist arrivals.
	 The second chapter, ‘Determinants of tourist satisfaction at sun and sand mass 
destinations’ by Joaquín Alegre Martín and Jaume Garau Taberner, is also con-
cerned with tourist demand, but the focus is on the analysis of tourist prefer-
ences. Using data from a survey conducted in 2007 at one of the Mediterranean’s 
leading sun and sand destinations, namely the Balearic Islands, this chapter anal-
yses the factor structure of tourist satisfaction and shows that certain threshold 
levels of delivery of key services are essential for satisfaction. Among this group 
of key services we find accommodation, easy access to information (or being an 
easy holiday to arrange), cleanliness and hygiene, safety, tranquillity, scenery, 
and prices in line with budgets. Interestingly, climate and beaches do not appear 
in this group. This result should have important policy implications for local 
policy-makers.
	 As we have noted, Chapter 3 reverses the perspective and analyses the impact 
of tourism on the host community. In ‘Determinant attitudes to tourism in a mass 
tourist destination: a comparative-static analysis’, Eugeni Aguiló Pérez and 
Jaume Rosselló Nadal investigate how residents in the Balearic Islands, Spain, 
regard tourism as affecting their community. This case study is important in pro-
viding a framework for research into attitudes towards this industry in a mature 
Mediterranean tourist destination. By means of a two-period survey, and using 
ordered logit models, this chapter shows that the host population of a mature 
tourist destination, such as the Balearics, generally tends to acknowledge the 
economic benefits of tourism. The cultural and social benefits are also perceived 
to be an advantage by residents of the Balearics, but to a lesser degree. At the 
same time, it is recognized that tourism creates various different problems, 
including over-saturation of the community’s services, traffic congestion and 
high prices. However, local residents conclude that there is a positive balance 
between revenue from tourism and the necessary costs that are incurred.
	 In Chapter 4, ‘A panel data analysis of residential water demand in a Mediter-
ranean tourist region: the case of Sardinia’, Vania Statzu and Elisabetta Strazzera 
focus on the impact of tourism on the host community and, in particular, on resi-
dential water demand. The aim of the chapter is to estimate the effect of the pres-
ence of tourists on unofficial structures on the demand of water in the domestic 
sector, together with other factors influencing the residential demand for water. 
By analysing a data set concerning water consumption in Sardinia, the authors 
show that in regions where an important share of tourism is accommodated in 
holiday homes, the average level of residential water consumption is signifi-
cantly inflated by the presence of tourists. This is an element that should be taken 
into account when comparing regional or district consumption levels. Higher 
average consumption levels may be due to less responsible consumption behavi-
our, or lower efficiency in the maintenance of water infrastructures.
	 Part II of the book deals with the productivity of the tourism sector. This issue 
is investigated, from both empirical and theoretical perspectives, by three 
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chapters that analyse how different factors (environmental resources, trade rela-
tionships, rural areas and labour) may contribute to increasing the productivity 
of an economy that specializes in tourism.
	 The first chapter of this part, ‘Pollution-averse tourists and growth’ by Fabio 
Cerina and Sauveur Giannoni (Chapter 5), is a theoretical investigation of the 
long-run relationship between growth and environmental sustainability in a small 
economy that specializes in tourism based on natural resources. The authors 
present two versions of a growth model in which tourism development generates 
pollution, while tourists are pollution-averse. They establish that long-run posit-
ive economic growth exists only for a particular value of tourists’ aversion to 
pollution. Furthermore, they show that an intensive use of facilities is associated 
with a lower growth rate for destinations specializing in green tourism. They 
also show that if the destination can choose the degree of utilization of facilities, 
tourism will generate positive growth only if tourists are not too heavily 
pollution-averse. In this case, the growth rate of the economy will be a negative 
function of tourists’ aversion to pollution, so that the ‘greener’ the destination, 
the slower is growth. The results of the analysis might be of assistance to policy-
makers in many developing countries that are endowed with environmental and 
cultural amenities. The choice to be faced is between addressing economic effort 
towards the development of an attractive tourist sector, or investing resources in 
more traditional industrial sectors that are characterized by higher technological 
intensity. It is an open question as to which might be more suitable to contribute 
to the growth of the economy as a whole.
	 Chapter 6 is dedicated to an empirical investigation of the relationship 
between tourism and trade. In this chapter, entitled ‘On the relationship between 
tourism and trade’ by María Santana Gallego, Francisco Ledesma Rodríguez and 
Jorge Pérez Rodríguez, the authors use UK data to provide convincing empirical 
evidence of a bidirectional relationship between tourism and trade. More pre-
cisely, when the short-run nexus is analysed using Granger causality tests, such 
a relationship is found to be unidirectional, specifically from trade to tourism (i.e. 
an increase in trade leading to more tourism). However, when the long-run nexus 
is tested by means of co-integration analysis, the authors find that tourism also 
causes trade. They point out that, as growth theory suggests that trade (and 
tourism, as a source of trade in services) promotes growth via increased market 
size, this effect can be encouraged by a virtuous complementary relationship 
between international flows of tourists and international trade.
	 Chapter 7 analyses the role of rural areas in the productivity of the tourism 
sector. More precisely, ‘Evaluating labour productivity of diversifying rural 
tourism: evidence from Japan’ by Yasuo Ohe first compares rural tourism activ-
ity with past farm products resulting from rural resource use, and develops a 
basic framework to conduct an empirical evaluation of the state of market for-
mation of rural tourism activity in Japan. Second, the chapter examines the rela-
tionship between the utilization of rural resources and rural tourism. Third, it 
estimates the marginal labour productivity of rural tourism activities, and exam-
ines the formation of the market for rural tourism in connection with the 
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utilization of rural resources. Finally, the chapter also considers policy implica-
tions for the development of rural tourism. The main findings are that providing 
tourism services is a more viable form of employment than farming-related serv-
ices and that rural tourism remains an undersupplied service that needs more 
favourable institutional conditions if it is to flourish.
	 Part III focuses on the sustainability of tourism development. While sustain
able tourism is a key word in the other chapters of this book, it represents the core 
of the analysis in the three chapters that make up this part. This issue is investi-
gated from three different perspectives, namely: (1) methodological, through the 
construction of an index that is able to measure sustainability of tourist destina-
tions; (2) theoretical, through a growth model that analyses the dynamic proper-
ties of an economy specializing in tourism based on environmental resources; and 
(3) empirical, by means of an analysis of the economic benefits derived from a 
proposal designed to preserve and restore a cultural heritage site.
	 The first task is accomplished in Chapter 8, ‘Clustering tourism destinations 
by means of composite indices of sustainability’ by Juan Ignacio Pulido Fernán-
dez and Marcelino Sánchez Rivero. This chapter establishes the methodological 
base for the design of a global composite index for the measurement of sustain
able tourism development. Its calculation responds to the fourfold dimension of 
sustainability, namely economic, social, environmental and institutional, and 
facilitates the monitoring and control of results of development policies of sus-
tainable tourism. At the same time, it also serves as an element for the measure-
ment of convergence among different tourism destinations in order to obtain a 
deeper knowledge about the elements that condition market competitiveness. 
The use of different weights ensures that the composite sustainable-tourism 
index fulfils its main purpose of ranking tourism sustainability, so that the 
progress of tourism destinations towards sustainability can be determined and 
compared. Such a tourism-sustainability ranking will encourage destinations to 
make their own choices concerning sustainability, to set policies and to establish 
support programmes with well-defined targets and monitoring procedures. More-
over, the decision-makers involved will have more information with which to 
evaluate the performance of these programmes.
	 The second issue is faced by Giovanni Bella in Chapter 9, ‘Equilibrium 
dynamics and local indeterminacy in a model of sustainable tourism’. The 
chapter presents a theoretical model where the representative agent faces a 
tourism-oriented economic scenario. In this framework, tourism is based on the 
use of the existing environmental resources. This leads to an inevitable trade-off 
as both positive effects (in terms of new output) and negative impacts (in terms 
of environmental degradation) are generated. The problem, then, is to choose the 
optimal number of tourists to be hosted in this economy, as well as the long-run 
level of both consumption and natural resource extraction that maximizes 
aggregate social welfare. An important result of this chapter is that when exter-
nalities are taken into account, indeterminacy and multiple equilibria issues 
arise. It is then important for the policy-maker to find a way to ‘select’ the appro-
priate equilibrium, possibly based on cost–benefit analysis. This chapter is com-
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plementary to that of Cerina and Giannoni (Chapter 5), where indeterminacy is 
ruled out. However, as in Bella’s analysis, environmental and natural resources 
pose important constraints on the development of a tourism sector.
	 A relevant empirical issue that is related to the analysis of sustainability is 
raised by Tran Huu Tuan, Nguyen Van Phat and Ståle Navrud in Chapter 10, 
‘How tourism can help preserve cultural heritage sites: constructing optimal 
entrance fee schemes to collect visitors’ WTP for the World Heritage Site My 
Son in Vietnam’. The authors apply the contingent valuation (CV) method to 
estimate the economic benefits that would be created by a proposed plan to pre-
serve and restore the site. By estimating the magnitude of the benefits and 
showing the respondents’ willingness to pay (WTP) to preserve and restore the 
site, the chapter is also useful in informing decisions on designing pricing strat-
egies (specifically, entrance fees) for cultural tourist destinations that are similar 
to My Son. Determining the demand for cultural assets, and particularly the price 
elasticity of the WTP for this site with different visitor groups, can help policy-
makers to generate a pricing policy that will regulate visitor flows and maximize 
visitor revenues for this tourist destination. The empirical results suggest that the 
adoption of the optimal price regime would both increase revenues and reduce 
congestion at the site. However, this pricing regime would not reduce the con-
gestion problem due to Vietnamese visitors. The idea of imposing a pricing 
structure with seasonal differentiation to reduce the number of Vietnamese vis-
itors in the high season is one way of addressing this problem.
	 The book concludes with a final chapter that summarizes the issues raised, 
evaluates the main findings and messages of the ten main chapters, and discusses 
some future developments in this exciting area of research in tourism 
economics.
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1	 Time series modelling of tourism 
demand from the United States, 
Japan and Malaysia to Thailand

Yaovarate Chaovanapoonphol, Christine Lim, 
Michael McAleer and Aree Wiboonpongse

1.1  Introduction
Thailand is one of the most important tourism destinations in Asia. The numbers of 
tourist arrivals from different countries of origin has been increasing continuously 
over the past few decades. The United States, Japan and Malaysia are Thailand’s 
major tourist source markets, respectively representing long-haul, medium-haul and 
short-haul tourism markets for Thailand, with market shares of 7.21 per cent, 10.35 
per cent and 11.88 per cent of total international tourist arrivals to Thailand in 2005, 
respectively (Tourism Authority of Thailand, 2005). The average annual growth 
rates during the period 1971–2005 were 4.74 per cent, 10.42 per cent and 8.03 per 
cent, respectively, for the United States, Japan and Malaysia.
	 The United States is the most important long-haul inbound tourism market for 
Thailand and is considered to be one of the highest-potential growth markets for 
tourism in Thailand. This market has shown strong growth since 1996, driven by 
strong economic growth. However, the market slowed, and faced a serious decrease 
in 2003 because of the Iraq conflict as well as the SARS outbreak, but resumed its 
normal growth pattern in 2004. In 2005, there were 639,658 American visitors, or 
7.21 per cent of international visitor arrivals. Most Americans visited Thailand in 
non-group tours and consider Thailand a holiday destination. The average length of 
stay of American visitors to Thailand was 11.46 days, and the average amount spent 
was 3,804.64 baht per person per day, which earned Thai tourism income of 
25,257.39 million baht (Tourism Authority of Thailand, 2005).
	 Japan is the most crucial medium-haul inbound market to Thailand. This market 
had a strong growth rate during 1994–1996 because of the strong economy and the 
strength of the Japanese yen. The market continuously slowed after 2001 because 
of 9/11, the SARS outbreak and Japan’s economic crisis of 2003, but returned to its 
normal growth trend in 2004. In 2005, there were 1,196,654 Japanese visitors to 
Thailand, making up 10.35 per cent of total international visitor arrivals. Most Japa-
nese tourists travelled to Thailand in non-group tours, and consider Thailand a 
holiday destination. The average length of stay of Japanese visitors to Thailand was 
8.09 days, and the average amount spent was 4,205.25 baht per person per day, 
which earned Thai tourism an income of 40,209.18 million baht, the highest for all 
source countries (Tourism Authority of Thailand, 2005).
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	 Malaysia is the most crucial short-haul inbound market for Thailand. The 
Malaysian tourist market is a high-sharing market, and the growth rate is 
always encouraging as the Malaysian border is connected to southern Thai-
land, and transportation can be by air, land or sea. During 1996–1997, the 
market slowed, and then faced a serious decrease in 1998 because of the 
Malaysian economic crisis. In 1999, the Malaysian economy recovered, and 
the Malaysian tourist market subsequently prospered. In 2003, SARS caused a 
decrease in the number of Malaysian tourists, but the problem was soon 
resolved. In 2005, there were 1,373,946 Malaysian visitors to Thailand, 
making up 11.88 per cent of total international visitor arrivals. Most Malaysian 
tourists were on non-group tours, and considered Thailand a holiday destina-
tion. The average length of stay of Malaysian visitors in Thailand was 3.68 
days and the average amount they spent was 3,666.72 baht per person per day, 
which generated an income of 18,102.07 million baht for Thai tourism 
(Tourism Authority of Thailand, 2005).
	 The purpose of this chapter is to investigate the relationship between the 
demand for international tourism to Thailand and economic determinants, 
specifically the consumer price index. Autoregressive moving average with 
exogenous variables (ARMAX) models are used to analyse the relationships 
between tourist arrivals from the different countries to Thailand and the con-
sumer price index, and to examine the effects of economic variables on the 
numbers of tourists to Thailand. We examine monthly tourist arrivals from three 
major countries of origin, namely the United States, Japan and Malaysia, which 
represent Thailand’s largest long-haul, medium-haul and short-haul tourism 
markets, respectively.
	 The structure of the remainder of the chapter is as follows. Section 1.2 gives 
the methodologies used in the chapter. Section 1.3 provides the empirical results 
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Figure 1.1 � Numbers of tourist arrivals from the United States, Japan and Malaysia to 
Thailand, 1971–2005.



 

Time series modelling of tourism demand    11

from seasonal unit root tests and ARIMA/ARIMAX models. Some concluding 
remarks are presented in Section 1.4.

1.2  Methodology

1.2.1  Seasonal unit root test

As the monthly data series demonstrate varying seasonal patterns, before esti-
mating the tourism demand of Thailand model it is necessary to test for the pres-
ence of seasonal unit roots. In this section, the seasonal unit root test (see 
Franses, 1991, and Beaulieu and Miron, 1993) is applied for seasonal and non-
seasonal unit roots in the logarithm of tourist arrivals from three different desti-
nations. The differencing operator, ∆12, will have 12 roots on the unit circle, as 
follows (see, for example, Maddala and Kim, 1998):

1 – L12 = = −( ) +( ) −( ) +( )1 1 1 1L L iL iL

	 × 1 3 2 1 3 2+ +( )



 + −( )



i L i L/ /

	 × 1 3 2 1 3 2− +( )



 − −( )



i L i L/ / 	 (1.1)

	 × 1 3 2 1 3 2+ +( )



 − −( )



i L i L/ /

	 × 1 3 2 1 3 2− +( )



 + −( )



i L i L/ /

where all terms other than (1 − L) denote seasonal unit roots.
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Figure 1.2 � Annual growth rate of tourist arrivals from the United States, Japan and 
Malaysia to Thailand, 1971–2005.
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	 Testing for unit roots in monthly time series is equivalent to testing for the 
significance of the parameters in the auxiliary regression model estimated by 
ordinary least squares (OLS):

ϕ*
,L y t( ) 8  = = + + + +π π π π π1 1 1 2 2 1 3 3 2 4 3 1 5 4 2y y y y yt t t t t, , , , ,- - - - -

	 + + + + + +π π π π π6 4 1 7 5 2 8 5 1 9 6 2 10 6 1y y y y yt t t t t, , , , ,- - - - - 	 (1.2)
	 + + + + +π π µ ε11 7 2 12 7 1y yt t t t, ,- -

where µt, the determinantal part, consists of a constant, a time trend and 11 sea-
sonal dummy variables. Applying OLS to Equation 1.2 gives estimates of the πi 
parameters. The null hypothesis of unit roots is tested by a t-test of the separate 
π’s in π3 . . . π12. If the null hypothesis is rejected, one can treat the variable of 
interest as seasonally stationary. The tests involve the use of the t-test for the 
first twelve hypotheses and an F-test for the last six hypotheses, as follows:

1	 H0: π1 = 0, H1: π1 < 0 (if this hypothesis is not rejected, there is a unit root at 
the zero frequency);

2	 H0: π1 = 0, H1: π1 < 0, i = 2, 3, . . ., 12 (if these hypotheses are not rejected, 
there are no seasonal unit roots);

3	 H0: πi = πi+1 = 0, H1: πi ≠ 0 and/or πi+1 ≠ 0, i = 3, 5, 7, 9, 11 (if pairs of π’s are 
equal to zero, it allows for all pairs of conjugate complex roots (see Aguirre, 
2000), and H0: π3 . . . π12 = 0, H1: π3 . . . π12 ≠ 0 (if the joint hypothesis is not 
rejected, unit roots are present at all the seasonal frequencies).

If all the estimated coefficients in the auxiliary test regression are statistically 
different from zero, the series presents a stationary seasonal pattern and the 
appropriate procedure to model the series would use seasonal dummies. If there 
are no seasonal unit roots, first differences are applied to the data. On the other 
hand, when seasonal unit roots are found to be present, the ∆12 filter is applied to 
the data (see Maddala and Kim, 1998).

1.2.2  ARMAX model

The ARMAX model is an extension of the autoregressive moving average 
(ARMA) model with explanatory variables (X). It has been applied to analyse 
the dynamic correlation between variables in economics, marketing and other 
areas in the physical and social sciences (see, for example, Lim et al., 2008). 
This approach is based on Box–Jenkins (1970) models, which comprise two 
models for representing the behaviour of observed time series processes, namely 
the autoregressive (AR) and moving average (MA) models. Lim et al. (2008) 
showed that the AR and MA processes can be applied to capture the current 
pattern of tourist arrivals from particular tourism markets based on its own past 
arrivals and the random error from previous periods – that is, AR and MA 
processes of orders p and q, respectively, which are given by:
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A At i t t
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= +
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q

.	 (1.4)

The general formulation of an ARIMA (p,d,q) model can be written as:

1 1 11− − −( ) = + − − −( ) =ϕ ϕ θ θ ε1 q... ...L L A C L L t np
p

t
q

t , ,..., 	 (1.5)

and

C = C = − −( )1- ...1 pϕ ϕ µ

where At = number of tourist arrivals from one of the three countries to Thailand 
at time t; µ = constant mean; ϕi = autoregressive parameter (i = 1, . . ., p); 
θj = moving average parameter (  j = 1, . . ., q); L = backward shift operator; and εt 
is a normally and independently distributed random error term.
	 The ARMA model is based on stationary time series processes. A tourist 
arrivals series is stationary if the mean, variance and covariance of the series 
remain constant over time. The unit root test is a formal method of testing for the 
stationarity of a series. If a time series, At, is not stationary, it can be transformed 
into a stationary series by taking first differences to obtain autoregressive integ-
rated moving average models (ARIMA). The formulation of ARIMA ( p, d, q) 
models can be written as:

1 1 11- ... ...1 qϕ ϕ θ θ εL L A C L L t np
p q

t
q

t− −( ) = + − − −( ) =+ , ,..., 	 (1.6)

or

A C A At t t t t t t t= + + + + − − −− − − − − −ϕ ϕ ε θ ε θ ε θ ε1 1 2-1 p p d 1 2 q q... . 	 (1.7)

where

1 1 11− − − = − − −( ) −( )+ϕ ϕ ϕ ϕL L Lp d... ... Lp d 1 p

and d is the number of times the data are differenced to obtain stationarity, p is 
the lag length of the autoregressive error term, and q is the lag length of the 
moving-average error term. The ARMAX model is an extension of ARIMA 
modelling, which contains lagged dependent and explanatory variables, and a 
moving average disturbance.
	 An extension of Equation 1.7 to include a single explanatory, such as consumer 
price index (CPI) variable, results in the following single-equation ARMAX model:

A C A A x xt t t t t t t t t= + + + + + + − − −− − − − −ϕ ϕ β β ε θ ε θ ε θ1 0 1 1 2-1 p p d 1 1 -2 q... εεt -q , = A C A A x xt t t t t t t t t= + + + + + + − − −− − − − −ϕ ϕ β β ε θ ε θ ε θ1 0 1 1 2-1 p p d 1 1 -2 q... εεt -q ,	 (1.8)
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where xt and xt–1 are the current and one-period-lagged CPI in the original country, 
respectively. This model also assumes that the errors are independently and identi-
cally distributed, with zero mean, constant variance and zero covariance.
	 The most commonly used explanatory variables included in a model of inter-
national tourism demand are income, population, relative prices, exchange rates 
and transportation costs (see, for example, Muñoz, 2007; Chang and McAleer, 
2009; Chang et al., 2009). In this chapter, the consumer price index is considered 
to be the appropriate explanatory variable as it reflects the purchasing power of a 
particular country. Higher consumer price indexes tend to lower the purchasing 
power of people, which leads to a decrease in tourism demand. The other reason 
is that other variables, such as gross domestic product and income, are unavail
able as monthly data series.
	 In the analysis of international tourism demand from the United States, Japan 
and Malaysia to Thailand, the logarithm of tourist arrivals and CPI are selected 
as proxies for international travel demand and purchasing power, respectively. 
The sample period for each country is different, owing to the limited availability 
of monthly CPI data. The data used here comprise monthly international tourist 
arrivals and the CPI for different time periods because of the limited availability 
of monthly data series, namely 1971–2005 for the United States, 1978–2005 for 
Japan and 1972–2005 for Malaysia. Tourism demand data for Thailand are 
obtained from the Tourism Authority of Thailand (TOT), and CPI data are 
obtained from the Reuters 2007 database. The data series are tested for the exist-
ence of seasonal unit roots and are expressed and analysed in terms of the loga-
rithmic first differences (log differences) and logarithmic annual differences.

1.3  Empirical results

1.3.1  Seasonal unit root test

Before the ARMAX model is used to estimate the relationship between tourist 
arrivals from the United States, Japan and Malaysia and CPI, tourist arrivals and 
the CPI are tested for stationarity. Tests of the null hypothesis that monthly inter-
national tourist arrivals and the CPI have seasonal unit roots are given in Tables 
1.1 and 1.2. Testing for seasonal unit roots involves an intercept, seasonal 
dummies, trend and the lag length of the series. The empirical results are com-
pared with the 5 per cent critical values given by Franses (1991). The Wald test 
is applied for the first 12 hypotheses to obtain the calculated t statistics, and the 
last 6 hypotheses are used to obtain the calculated F statistic. It appears there is 
evidence for the presence of seasonal unit roots in tourist arrivals from some 
countries, and in the CPI of some countries.
	 The empirical results of the unit root tests of tourist arrivals, as given in Table 
1.1, reveal that the joint null hypothesis, H0: π3 . . . π12 = 0, indicating that the 
presence of a unit root at all the seasonal frequencies of tourist arrivals from 
Japan, cannot be rejected at the 5 per cent significance level. The seasonal unit 
root null hypotheses of tourist arrivals from the United States and Malaysia are 
both rejected, implying that a non-seasonal unit root is present in the series.
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Figure 1.3 � Consumer price index of the United States, Japan and Malaysia, 1971–2005.

Table 1.1 � Estimates of seasonal unit roots testing of tourist arrivals from three major 
source countries to Thailand

Null hypotheses USA (2) Japan (12) Malaysia (2)

π = 0 −2.58 −1.86 −2.27
π2 = 0 −4.77** 0.08 −6.20**
π3 = 0 −5.19** 0.14 −4.70**
π4 = 0 −0.35 −1.02 −0.91
π5 = 0 0.33** 0.51** −7.02**
π6 = 0 0.21** −0.13 −6.15**
π7 = 0 0.38 −1.48** −3.33**
π8 = 0 −0.36 1.74** 1.13**
π9 = 0 −0.15 −0.57 −5.46**
π10 = 0 −0.27 −0.48 −2.98
π11 = 0 0.58 −0.76 −5.71**
π12 = 0 −0.34 1.01** 1.04**
π3 = π4 = 0 13.53** 0.21 11.54**
π5 = π6 = 0 0.06 0.81 24.68**
π7 = π8 = 0 0.10 1.42 12.18**
π9 = π10 = 0 0.04 0.21 16.14**
π11 = π12 = 0 0.17 0.57 18.44**
π3 = . . . = π12 = 0 5.01** 0.71 18.62**

Notes
1	 ** denotes that the seasonal unit root null hypothesis is rejected at the 5% significance level.
2	 Numbers in parentheses denote the number of lagged values of the dependent variable.
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	 Taking first differences of the logarithm of CPI, and applying the seasonal 
unit root tests, is also considered. In Table 2.2, the estimates reveal that the joint 
null hypothesis, H0: π3 . . . π12 = 0, indicating the presence of a unit root at all the 
seasonal frequencies for the CPI of Japan, cannot be rejected at the 5 per cent 
significance level. The seasonal unit root null hypotheses of CPI in the United 
States and Malaysia are both rejected at the 5 per cent significance level, imply-
ing that a non-seasonal unit root appears in the series for both countries. These 
results suggest that the seasonal filter, (1 − L12), and differencing operation, ∆12, 
should be applied for the Japanese tourist arrivals series, while the non-seasonal 
filter, (1 − L), is used for American and Malaysian tourist arrivals data.

1.3.2  ARIMA models for tourist arrivals

Monthly tourist arrivals data (in logarithms) from the three major countries, 
namely the United States, Japan and Malaysia, are used to capture the patterns in 
the data series. Various autoregressive (AR), moving average (MA) and autore-
gressive integrated moving average (ARIMA) models have been estimated using 
OLS to determine whether the tourist arrivals series can be described by AR, MA 
or ARIMA processes. The appropriate models are selected for tourist arrivals 
based on significant t-statistics at the 5 per cent significance level for the AR and 
MR coefficients, with no serial correlation at the 5 per cent level, using the 
Lagrange Multiplier (LM) test for serial correlation. In particular, the estimated 

Table 1.2 � Estimates of seasonal unit root tests of the consumer price index

Null hypotheses USA (2) Japan (2) Malaysia(1)

π = 0 −3.42** −2.49 −2.28
π2 = 0 −4.86** −3.07** −4.51**
π3 = 0 −3.75** −2.43** −4.54**
π4 = 0 −5.78** −3.82** −4.92**
π5 = 0 −1.25 −1.38 2.37**
π6 = 0 0.43** −0.56 0.09**
π7 = 0 −0.21** −0.80** −0.29**
π8 = 0 −0.77 −0.28 −1.43
π9 = 0 1.34** 1.15** 0.33
π10 = 0 1.90** 1.58** −1.11
π11 = 0 0.14 −2.25** −1.01
π12 = 0 0.53** 0.65** −1.86
π3 = π4 = 0 25.13** 10.53** 22.48**
π5 = π6 = 0 1.10 0.97 2.95
π7 = π8 = 0 0.45 0.53 1.09
π9 = π10 = 0 2.40 1.67 0.77
π11 = π12 = 0 0.25 2.68 2.65
π3 = . . . = π12 = 0 6.28** 3.01 7.90**

Notes
1	 ** denotes that the seasonal unit root null hypothesis is rejected at the 5% significance level.
2	 Numbers in parentheses denote the number of lagged values of the dependent variable.
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models are tested for serial correlation as serial correlation leads to bias in the 
estimates, and invalid inferences. Diagnostic checking of the residuals, based on 
the correlograms of the estimated residuals of the ARIMA models, provides 
further support for the results of LM tests for serial correlation, which means 
there is no serial correlation in the residuals. In addition, the models are selected 
using model selection criteria, including the Akaike information criterion (AIC) 
and the Schwarz Bayesian criterion (SBC), whereby smaller values are preferred.
	 In the ARIMA process, the tourist arrivals variables for the United States and 
Malaysia use the non-seasonal filter, (1 − L), while the seasonal filter, (1 − L12), 
is applied to tourist arrivals from Japan. Table 1.3 presents the results of the 
various fitted ARIMA models for the logarithm of tourist arrivals from the three 
major source countries to Thailand using the EViews 4.1 econometric software 
package. The fitted models in this chapter show the ARIMA models and sea-
sonal patterns for seasonal ARIMA (SARIMA) models. Additionally, the best-
fitting ARIMA model for each country is chosen to have the lowest values of 
AIC and SBC. After empirical examination, the most appropriate ARIMA 
models are determined to be the ARIMA(1,1,1) (12,1,12)12, ARIMA(1,1,12) 
and  ARIMA(12,1,12) models for the United States, Japan and Malaysia, 
respectively.
	 The empirical specification for tourist arrivals from the United States for the 
period 1971–2005 is given as follows:

∆y ut t= +0 01.

1 0 27 1 0 96 1 0 85 1 0 7412 1 12−( ) −( ) = −( ) −( ). . . .L L u L Lt tε

(4.31) (59.64) (–25.67) (–18.26)

The best-fitting ARIMA model for the relationship between the logarithm of 
tourist arrivals from the United States is determined as having significant esti-
mates but with no serial correlation at the 5 per cent significance level (with 
Durbin–Watson value of 2.02).
	 For the Japanese tourist arrivals series during 1978–2005, the appropriate 
ARIMA model, in which the estimated parameters are significant and with no 
serial correlation at the 5 per cent significance level, is the ARIMA(1,1,12) 
model. The best-fitting model for tourist arrivals from Japan can be expressed as 
follows:

∆12 0 07y ut t= +.

1 0 85 1 0 601 12−( ) = −( ). .L u Lt tε

(28.33) (–13.12)

The selected model indicates that the autocorrelations are within the 95 per cent 
confidence interval (with Durbin–Watson value of 2.06), which implies that 
there are no significant residual autocorrelations.
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	 For the Malaysian tourist arrivals series during 1972–2005, the ARIMA 
models are presented in Table 1.6, in which the estimated parameters are signi-
ficant and with no serial correlation at the 5 per cent significance level, which is 
ARIMA(12,1,12). The empirical results show that ARIMA(12,1,12) is the most 
appropriate model to describe tourist arrival patterns from Malaysia as it has the 
smallest AIC and SBC values. The best-fitting model for tourist arrivals from 
Malaysia can be expressed as follows:

∆y ut t= +0 01.

1 0 10 1 0 11 1 0 57 1 0 65 1 0 216 7 12 1 12+( ) +( ) −( ) = −( ) −( ). . . . .L L L u L Lt tε

(–2.62) (–2.66) (11.53) (–17.32) (–4.78)

The selected model indicates that the autocorrelations are within the 95 per cent 
confidence interval (with Durbin–Watson value of 2.00), which implies that 
there are no significant residual autocorrelations in the appropriate model.

1.3.3  ARIMAX models

According to the results from the seasonal unit roots tests for each variable in the 
ARMAX process, the tourist arrivals variables for the United States and 

Table 1.3 � Estimates of the best-fitting ARIMA models for inbound tourists from the 
United States, Japan and Malaysia to Thailand

Variable Coefficient t-Statistics AIC/SBC LM(SC)

United States of America
C 0.01 0.94 AIC = −1.08

SC = −1.03
F = 148.60
P = 0.00AR(1) 0.27 4.31

SAR(12) 0.96 59.64
MA(1) −0.85 −25.67
SMA(12) −0.74 −18.26

Japan
C 0.07 4.72 AIC = −1.79

SC = −1.76
F = 344.44
P = 0.00AR(1) 0.85 28.33

MA(12) −0.60 −13.12

Malaysia
C 0.01 2.39 AIC = −0.39

SC = −0.33
F = 70.88
P = 0.00AR(6) −0.10 −2.62

AR(7) −0.11 −2.66
AR(12) 0.57 11.53
MA(1) −0.65 −17.32
MA(12) −0.21 −4.78

Notes
1	 AIC and SBC are the Akaike information criterion and Schwarz Bayesian criterion, respectively.
2	 LM(SC) refers to the Lagrange multiplier test for serial correlation.
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Malaysia are used in the non-seasonal filter, (1 − L), while the seasonal filter, (1 
− L12), is applied for tourist arrivals from Japan. For the consumer price index 
(CPI), the non-seasonal filter, (1 − L), is applied for tourist arrivals from the 
United States and Malaysia, and the seasonal filter, (1 − L12), is used for tourist 
arrivals from Japan.
	 The initial regressions of the ARMAX models for the United States, Japan 
and Malaysia are given in Tables 1.4–1.6. The empirical results reveal that the 
explanatory variable considered, namely the logarithm of CPI, does not have a 
significant impact on international tourist arrivals from Japan and Malaysia at 
the 5 per cent significance level. Moreover, the constant term was not different 
from zero for the initial ARMAX models for tourist arrivals from the United 
States and Malaysia. The CPI indicates the negative and significant impact on 
tourist arrivals from the United States to Thailand, with a coefficient of −1.99, 
while the constant term has a significant impact only on tourist arrivals from 
Japan to Thailand, with a coefficient of 0.079. Additionally, the Lagrange multi-
plier test, LM(SC), indicates that the errors are not serially correlated at the 5 per 
cent significance level for all the ARMAX models. After we had estimated the 
initial models, the ARMAX models for the three countries were re-estimated, 
and the results of the final models are presented in Tables 1.7–1.9.
	 The empirical results obtained for the final ARMAX models for the United 
States, Japan and Malaysia, as presented in Tables 1.7–1.9, indicate that the 
insignificant variables at the 5 per cent level of the initial models (as shown in 
Tables 1.4–1.6) are excluded from the final models. In other words, it is pos-
sible to obtain more parsimonious models by excluding the exogenous vari
ables which are not significant. The empirical estimates show that the 
ARMAX model for the United States confirms that changes in the consumer 
price index (CPI) have a negative and significant impact on tourist arrivals 

Table 1.4 � ARMAX model of log difference of tourist arrivals from the United States, 
1971–2005

Sample (adjusted): 1972(3)–2005(12) and 406 after adjusting endpoints

Variable Coefficient Std error t-Statistic Prob.

C 0.011489 0.007242 1.586357 0.1134
DLOG(CPIUSA) −1.992614 0.641219 −3.107542 0.0020
AR(1) 0.292335 0.059673 4.898931 0.0000
SAR(12) 0.956943 0.015971 59.91766 0.0000
MA(1) −0.889082 0.028954 −30.70683 0.0000
SMA(12) −0.742024 0.040583 −18.28418 0.0000
R-squared 0.605011 Mean dependent var. 0.004713
Adjusted R-squared 0.600074 SD dependent var. 0.219612
SE of regression 0.138882 Akaike info criterion −1.095713
Sum squared resid. 7.715310 Schwarz criterion −1.036506
Log likelihood 228.4297 F-statistic 122.5375
Durbin–Watson stat. 2.027509 Prob(F-statistic) 0.000000
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from the United States to Thailand, with a coefficient of −1.99. This implies 
that increases in the CPI in the United States lead to decreases in the numbers 
of tourist arrivals from that country to Thailand. The reason for this outcome 
is that the United States is a long-haul travel market for Thailand, so the pur-
chasing power of Americans is likely to affect their travel demand to Thai-
land. However, Japan and Malaysia are medium-haul and short-haul tourism 
markets for Thailand, respectively, so the CPI in these countries has little or 
no effect on the numbers of tourist arrivals from these countries to Thailand. 
In short, the empirical results are consistent with the fact that travelling from 
Japan and Malaysia to Thailand is not expensive as regards the cost of travel 
and living allowances.

Table 1.5 � ARMAX model of log seasonal difference of tourist arrivals from Japan, 
1978–2005

Sample (adjusted): 1979(2)–2005(12) and 323 after adjusting endpoints

Variable Coefficient Std error t-Statistic Prob.

C 0.078776 0.019088 4.127020 0.0000
DLOG(CPIJP,0,12) −0.535034 0.968870 −0.552225 0.5812
AR(1) 0.849038 0.030262 28.05649 0.0000
MA(12) −0.598050 0.046419 −12.88368 0.0000
R-squared 0.683118 Mean dependent var. 0.068149
Adjusted R-squared 0.680138 SD dependent var. 0.173833
SE of regression 0.098314 Akaike info criterion −1.788999
Sum squared resid. 3.083325 Schwarz criterion −1.742217
Log likelihood 292.9233 F-statistic 229.2280
Durbin–Watson stat. 2.062109 Prob(F-statistic) 0.000000

Table 1.6 � ARMAX model of log difference of tourist arrivals from Malaysia, 1972–2005

Sample (adjusted): 1973(2)–2005(12) and 395 after adjusting endpoints

Variable Coefficient Std error t-Statistic Prob.

C 6.63E-05 0.003515 0.018869 0.9850
DLOG(CPIMY) 1.950104 1.078522 1.808126 0.0714
AR(6) −0.108329 0.040140 −2.698789 0.0073
AR(7) −0.109425 0.039692 −2.756850 0.0061
AR(12) 0.563050 0.048748 11.55033 0.0000
MA(1) −0.672224 0.036407 −18.46415 0.0000
MA(12) −0.213958 0.042986 −4.977372 0.0000
R-squared 0.480666 Mean dependent var. 0.005792
Adjusted R-squared 0.472635 SD dependent var. 0.271161
SE of regression 0.196917 Akaike info criterion −0.394504
Sum squared resid. 15.04524 Schwarz criterion −0.323992
Log likelihood 84.91448 F-statistic 59.85167
Durbin–Watson stat. 1.978456 Prob(F-statistic) 0.000000
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	 According to these results, the CPI is important in explaining the US demand 
for tourism to Thailand. The estimated eaffect of this variable is negative and 
greater than 1, implying that changes in the cost of living in the United States 
affect demand for tourism to Thailand. The major implication of this finding for 
the tourism industry is that provision of high-quality services is important for 
earning a strong reputation and for attracting new and repeat tourists, as tourists 
from the United States tend to be high-income and repeat tourists. For Japanese 
and Malaysian tourists, the cost of living in each country does not have a statisti-
cally significant impact on the demand for tourism to Thailand as these two 
countries are not sufficiently far from Thailand. However, developed infrastruc-
ture, such as roads, quality of hotels and quality of cuisine, should be considered, 
as tourists from these countries, and particularly from Japan, are high-income 
tourists.

1.4  Concluding remarks
This chapter has analysed the impact of changes in the consumer price index on 
tourism demand from the United States, Japan and Malaysia to Thailand using 
an ARMAX model. Tourist arrivals and the consumer price index of these three 
countries, which represent long-haul, medium-haul and short-haul inbound 
tourism markets for Thailand, respectively, were tested and transformed to 
obtain a stationary process. The sample periods under consideration for each 
country were 1971–2005 for the United States, 1978–2005 for Japan and 
1972–2005 for Malaysia. The differences are due to the limited data availability 
in the monthly consumer price index from the Reuters database. After we had 
tested for seasonal unit roots, the ARIMA model was estimated to capture the 
time series behaviour of tourist arrivals based on historical data. The empirical 
results indicated that the best-fitting models to explain tourist arrivals of the 
three major countries were ARIMA and seasonal ARIMA models.

Table 1.7 � ARMAX model of log difference of tourist arrivals from the United States, 
1971–2005

Sample (adjusted): 1972(3)–2005(12) and 406 after adjusting endpoints

Variable Coefficient Std error t-Statistic Prob.

DLOG(CPIUSA) −1.987887 0.685126 −2.901493 0.0039
AR(1) 0.282228 0.061150 4.615319 0.0000
SAR(12) 0.966194 0.013457 71.79885 0.0000
MA(1) −0.877621 0.030976 −28.33214 0.0000
SMA(12) −0.749281 0.038262 −19.58289 0.0000
R-squared 0.603219 Mean dependent var. 0.004713
Adjusted R-squared 0.599261 SD dependent var. 0.219612
SE of regression 0.139023 Akaike info criterion −1.096111
Sum squared resid. 7.750322 Schwarz criterion −1.046772
Log likelihood 227.5106 Durbin–Watson stat. 2.024894
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	 The initial ARMAX models were estimated for the three countries to test for 
the existence of appropriate variables and models. The consumer price index was 
found to have a significant impact on the number of tourist arrivals only for 
long-haul tourism from the United States. Alternative ARMAX models were 
estimated in order to obtain the best-fitting models to explain the factors affect-
ing tourism demand from the three different countries of origin.
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Table 1.8 � ARMAX model of log seasonal difference of tourist arrivals from Japan, 
1978–2005

Sample (adjusted): 1979(2)–2005(12) and 323 after adjusting endpoints

Variable Coefficient Std error t-Statistic Prob.

C 0.072730 0.015405 4.721119 0.0000
AR(1) 0.848784 0.029963 28.32766 0.0000
MA(12) –0.601763 0.045850 –13.12473 0.0000
R-squared 0.682814 Mean dependent var. 0.068149
Adjusted R-squared 0.680832 SD dependent var. 0.173833
SE of regression 0.098207 Akaike info criterion –1.794233
Sum squared resid. 3.086279 Schwarz criterion –1.759147
Log likelihood 292.7687 F-statistic 344.4366
Durbin–Watson stat. 2.062039 Prob(F-statistic) 0.000000

Table 1.9 � ARMAX model of log difference of tourist arrivals from Malaysia, 1972–2005

Method: least squares
Sample (adjusted): 1973(02)–2005(12) and 395 after adjusting endpoints

Variable Coefficient Std error t-Statistic Prob.

AR(6) −0.092477 0.039787 −2.324305 0.0206
AR(7) −0.091011 0.039367 −2.311872 0.0213
AR(12) 0.582046 0.050658 11.48969 0.0000
MA(1) −0.621270 0.038623 −16.08541 0.0000
MA(12) −0.202207 0.047616 −4.246609 0.0000
R-squared 0.471270 Mean dependent var. 0.005792
Adjusted R-squared 0.465847 SD dependent var. 0.271161
SE of regression 0.198180 Akaike info criterion −0.386700
Sum squared resid. 15.31744 Schwarz criterion −0.336334
Log likelihood 81.37327 Durbin–Watson stat. 2.030710
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2	 Determinants of tourist 
satisfaction at sun and sand mass 
destinations

Joaquín Alegre Martín and Jaume Garau Taberner

2.1  Introduction
Tourist satisfaction is acknowledged to be an indicator of a destination’s capa­
city to succeed (Go and Grovers, 2000; Kozak, 2002, 2004; Yüksel and Rim­
mington, 1998). Fuchs and Weiermair (2004) argue that tourist satisfaction is 
one of the main competitive edges for a destination. Further, tourist satisfaction 
is an antecedent of loyalty and positive word of mouth. Thus, understanding 
tourist satisfaction is essential to define a positioning strategy for a tourist des­
tination. Tourist satisfaction with a destination is dependent on a wide set of 
different factors. The complexity of the tourist experience is attributable to the 
different products and services that combine to form a holiday (Murphy et al., 
2000; Buhalis, 2000). Correspondingly, it is necessary not only that the specific 
attributes that satisfy the tourist should be identified, but also that how their 
performance impacts on tourist satisfaction should be detected (Pizam and 
Taylor, 1999).
	 European second-generation mass tourist resorts (i.e. those that emerged in 
the Mediterranean in the 1960s) are currently undergoing a period of stagnation 
(Farsari et al., 2007; Manera and Garau, 2010). European consumers’ new habits 
and new demands might have a critical effect on these classic sun and sand des­
tinations, with a decrease in classic desire for sun and sand, and a reduction of 
the importance of the destination’s climate or beaches as a key to competitive 
advantage (Knowles and Curtis, 1999; Moutinho, 2000; Poon, 1993). Accord­
ingly, mature destinations should seek to fulfil the current requirements of the 
demand. This means they need to study the existing factor structure of tourist 
satisfaction at these destinations.
	 In the literature, it has been established that the factors that define tourist 
services can be classified into three types, depending on the impact they make on 
tourist satisfaction (Deng, 2007; Erto and Vanacore, 2002; Fuchs and Weier­
mair, 2003, 2004; Füller and Matzler, 2007; Füller et al., 2006; Matzler et al., 
2006; Pawitra and Tan, 2003; Tan and Pawitra, 2001). A distinction is made 
between those factors that increase tourist satisfaction, those that only prevent 
the tourist from feeling dissatisfied and those factors that can work both ways. In 
a scenario in which there is strong competition among rival destinations, it is 
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essential to know which attributes generate the greatest satisfaction with a desti­
nation. To do this, basically two methods have been used. The first, proposed by 
Vavra (1997), is based on the importance grid. This author distinguishes between 
the explicit importance that a consumer attaches to an attribute (the self-stated 
importance) and the implicit importance (the effect the attribute has on an objec­
tive variable such as overall satisfaction). The basic idea of this approach is to 
display the mean importance scores for service attributes (explicitly rated by 
consumers), and the implicit importance scores. The implicit importance scores 
may be derived by regressing performance scores for the attributes on scores for 
overall satisfaction (the stronger the relationship, the more important the 
attribute). By analysing explicit and implicit levels of importance, three types of 
factors can be identified: basic or must-be factors (very high-rated in terms of 
explicit importance by consumers, even though they have no, or very little, influ­
ence on total customer satisfaction; with a low implicit importance and a high 
explicit one), excitement factors (with very low importance scores yet a very 
high implicit influence on overall satisfaction) and performance or one-
dimensional factors (with either a low explicit and implicit importance or high 
explicit and implicit importance). The second method is the penalty–reward con­
trast analysis proposed by Brandt (1987). Using a regression model, an analysis 
was made of the impact that satisfaction with a certain factor has on overall sat­
isfaction with the service. The main hypothesis behind Brandt’s model is that, 
for some factors, this effect acts asymmetrically. Satisfaction with a factor can 
have a much greater positive effect on overall satisfaction than the negative 
effect of dissatisfaction. Basic factors are defined as those for which dissatisfac­
tion with an attribute has a greater penalty effect on overall satisfaction than the 
possible reward effect. In the case of excitement factors, the reward exceeds the 
penalty. When the reward and penalty effects are equal, the factors are con­
sidered to be performance factors. In analyses of tourism services, these two 
methods have been used and compared by Fuchs and Weiermair (2004), Matzler 
et al. (2006) and Füller and Matzler (2007). However, there does not seem to be 
a consensus on the best method to use to identify the three types of factors (Bar­
tikowski and Llosa, 2004; Fuchs and Weiermair, 2004; Matzler and Sauerwein, 
2002; Oh, 2001).
	 This chapter is aimed at analysing the factor structure that determines the sat­
isfaction of European tourists at a series of rival sun and sand destinations. As 
Enright and Newton (2004, 2005) point out, tourist destinations are not com­
petitive or uncompetitive in abstract terms but competitive or uncompetitive in 
relation to other destinations. In this chapter, an analysis is made of a series of 
destinations that compete for the same segment of the market. More specifically, 
the data is taken from a survey conducted in the Balearic Islands in the high 
season of 2006. The tourists who were interviewed belong to the three main 
nationalities who visit the destination: Germans, Britons and Spaniards. In 2006, 
these nationalities accounted for about 81 per cent of all tourism to the Balearics 
(Govern de les Illes Balears, 2007). The tourists who were interviewed were 
asked for information about the sun and sand destinations where they had spent 
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their summer holidays over the previous three years. As a result, the analysis 
presented here is focused not solely on the Balearic Islands but on a group of sun 
and sand destinations that compete with the Balearics for the same segment of 
European tourism. The attributes or factors that characterize sun and sand desti­
nations were selected by reviewing some proposed models of destination com­
petitiveness (Crouch and Ritchie, 1999; Dwyer and Kim, 2003), and empirical 
analyses of tourist satisfaction (Alegre and Cladera, 2006; Baker and Crompton, 
2000; Crompton and Love, 1995; Kozak, 2002; Kozak and Rimmington, 1999; 
Yoon and Uysal, 2005).
	 In the first section of the chapter, the literature on the subject of tourist satis­
faction is reviewed and an outline of factor classification methods proposed by 
Vavra (1997) and Brandt (1987) is given. These methods are applied and their 
results are examined from an empirical point of view. It is show that the pen­
alty–reward analysis prevails over the importance grid analysis, from both a 
methodological and an empirical perspective. The results obtained allow for the 
identification of the factor structure of satisfaction at sun and sand tourist desti­
nations. The chapter ends with a brief discussion of the managerial implications 
of the research. Placing attributes of the sun and sand product in terms of the 
proposed three groups should allow destinations to identify key drivers of satis­
faction, and to formulate improvement priorities (Füller and Matzler, 2007; 
Sauerwein et al., 1996; Matzler et al., 2004a).

2.2  Literature review

2.2.1  Satisfaction and multiple attributes

Consumer satisfaction is associated with different aspects of a product or service 
(Swan and Combs, 1976; Johnston, 1995; Sampson and Showalter, 1999; Bar­
tikowski and Llosa, 2004). Mittal et al. (1998: 33–34) summarize some of the 
reasons why it is advisable to take a multi-attribute approach when dealing with 
consumer satisfaction. First, consumers judge their consumer experiences not 
only globally but also by rating different attributes. Second, consumers can have 
mixed impressions of a product or service, so that different aspects of a product 
can be judged in different ways. Third, an attribute-based analysis gives a better 
diagnosis of how a product or service works. Fourth, suppliers need to know 
how overall satisfaction is generated and how different attributes influence it. 
Lastly, overall satisfaction and satisfaction with attributes are two qualitatively 
different concepts.
	 In the case of a tourist destination, consumer satisfaction is clearly a multidi­
mensional concept. Tourist satisfaction is based on tourists’ perceptions of dif­
ferent aspects of the destination. Each plays a different role in the determination 
of overall satisfaction (Danaher and Arweiler, 1996; Kozak and Rimmington, 
2000; Murphy et al., 2000).
	 Enright and Newton (2004, 2005) uphold the idea that a destination is com­
petitive if it can attract and satisfy potential tourists and that this ability to 
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compete is determined not only by specific tourist-related factors but also by a 
broader range of factors. In the literature on sun and sand tourism products, the 
climate, beaches, scenery, quality of hotels and safety are included as 
destination-specific attributes. In this study, most of the factors that have been 
used previously to describe this type of destination were included (Kozak, 2001; 
Mangion et al., 2005; Aguiló et al., 2005; Yoon and Uysal, 2005; Alegre and 
Cladera, 2006). According to the classification system used by Enright and 
Newton (2005), most of them are specifically tourist related, not including busi­
ness factors. Some attributes related to pull factors (e.g. familiarity with the des­
tination and the presence of friends or relatives) were also included.

2.2.2  The factor structure of tourist satisfaction

In their review of the literature, Matzler and Sauerwein (2002: 318–319) define 
the following factor structure for satisfaction:

1	 Basic factors. Consumers regard these factors as being guaranteed by the 
service provider, with no need to request them specifically. They are factors 
that determine certain minimum requirements. If they are not fulfilled, they 
generate a high level of customer dissatisfaction, although they do not 
increase satisfaction if they are fulfilled. These factors determine a minimum 
threshold for penetrating a market.

2	 Performance factors. These are factors that increase satisfaction levels if 
they are fulfilled and reduce them if not. Their effect on overall satisfaction 
is therefore symmetrical. They are designed to meet consumers’ needs and 
desires, and the service provider must offer them in a competitive way.

3	 Excitement factors. These are factors that increase consumer satisfaction if 
they are fulfilled but do not cause dissatisfaction if they are not. A service 
supplier must try to rise above its rivals in these respects.

	 The two methods that are used in this chapter to identify the factor structure 
of tourist satisfaction – the importance grid and the penalty–reward analysis – 
will now be outlined.

1	 Importance grid (Vavra, 1997). The explicit importance of an attribute or 
factor can be defined as the stated importance it is given by a consumer 
when he or she is asked for a direct assessment. This information can be 
obtained about a series of attributes or factors by conducting a consumer 
survey. The interviewee must judge how important each attribute is using a 
scale based on ordinal numbers. The implicit importance of an attribute can 
be calculated by correlating satisfaction with that attribute with another 
external criterion like overall satisfaction. Implicit importance measures the 
impact that satisfaction with a particular factor has on overall satisfaction. 
Underlying both concepts is the hypothesis that the two variables offer dif­
ferent information. While a consumer might rate certain factors as being 
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very important, if they are basic factors their impact on overall satisfaction 
can be low. Vavra’s (1997: 383) proposal is aimed at identifying factors by 
combining their explicit and implicit importance values:

•	 Factors with a high explicit importance and low implicit one are basic 
factors. Although consumers might regard them as being very import­
ant, their influence on overall satisfaction is very low.

•	 Factors with a low explicit importance and high implicit one are excite-
ment factors. Consumers regard them as not being very important. 
However, when they achieve positive satisfaction levels, they have a 
big influence on overall satisfaction.

•	 Factors with a high (low) explicit importance and high (low) implicit 
one are performance factors. If the factor is given a high importance in 
both cases, it is something to be taken into account in improving per­
formance. If, in contrast, it is given a low importance in both cases, the 
service provider can pay it less attention.

2	 Penalty–reward analysis (Brandt, 1987). Brandt (1987, 1988), Mittal et al. 
(1998) and Anderson and Mittal (2000) have studied the relationship between 
overall satisfaction and the performance of different attributes under the 
assumption that the effects of their performance on overall satisfaction are 
asymmetrical. A high level of satisfaction with an attribute might not have 
any effect on overall satisfaction, while a low level of satisfaction might be 
detrimental to it. This asymmetric response can be analysed using a regres­
sion model whose endogenous variable is overall satisfaction and whose 
exogenous variables are dummy ones which indicate whether an attribute is 
judged as performing positively or negatively. More specifically, for each 
attribute two dummy variables are defined. One of them indicates whether 
the consumer’s assessment was positive (or very positive) and the other indi­
cates whether it was negative (or very negative). A midway assessment is 
therefore used as the reference category. The estimated parameters of each of 
these dummy variables should have a positive sign (reward) and a negative 
one (penalty), respectively. The constant of this regression can be interpreted 
as the mean level of overall satisfaction for all consumers expressing indif­
ference towards all the attributes. From the results of the regression, the set 
of attributes can be classified according to the following criteria:

•	 If, for an attribute, the penalty is greater than the reward, it is a basic 
factor.

•	 If the reward is higher than the penalty, it is an excitement factor.
•	 If both coefficients are the same, it is a performance factor.

Although both methods (i.e. the importance grid and the penalty–reward 
analysis) use a similar classification system with three types of factors, their 
empirical application does not yield equivalent results (Matzler and Sauerwein, 
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2002; Bartikowski and Llosa, 2004; Fuchs and Weiermair, 2004; Busacca and 
Padula, 2005). The main reason for this discrepancy is the hypothesis of linearity 
on which the importance grid is based. According to the linear hypothesis, the 
relationship between satisfaction with an attribute and overall satisfaction is 
symmetrical (Matzler et al., 2004b; Busacca and Padula, 2005). Under this 
assumption, the value of the estimated partial correlation coefficient (or beta 
coefficient) between satisfaction with an attribute and overall satisfaction is the 
same whatever the level of satisfaction with the attribute. For example, with the 
importance grid, an attribute with a low partial correlation coefficient (when it 
performs well, it scarcely influences overall satisfaction) and a high stated 
importance is defined as a basic factor. However, if the same attribute performs 
badly (i.e. if satisfaction with the attribute is low), it is very likely that, given its 
importance, the level of overall satisfaction will be reduced (Matzler and Sauer­
wein, 2002; Matzler et al., 2004b). This asymmetry can be interpreted as being 
attributable to the fact that satisfaction with an attribute and its stated importance 
are not independent variables (Matzler et al., 2004b). That is, a change in satis­
faction with an attribute can lead to a change in its importance.
	 Following Busacca and Padiula (2005: 557), these relationships can be illus­
trated graphically. In Figure 2.1, the hypothetical relationship between the per­
formance of an attribute and a consumer’s overall satisfaction is shown if this 
attribute can be considered to be a basic factor. When the factor performs well, 
possible improvements will tend to have a low influence on overall satisfaction. 
However, if the performance of the factor tends to worsen, because it is a basic 
factor its impact on overall satisfaction will be high. In Figure 2.2, the same 
hypothetical relationship is shown in the case of an excitement factor. In this 
case, if the factor performs well it has a big impact on overall satisfaction, 
whereas poor performance has a low impact. That is, as the performance of an 
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Figure 2.1 � Relationship between the performance of a basic factor and overall satisfaction.
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attribute worsens, its impact on overall satisfaction lessens. As Matzler and Sau­
erwein (2002) indicate, the presence of this type of non-linear relationship makes 
it necessary to estimate the impact of each attribute, whether it has a high per­
formance or not.

2.3  Empirical analysis
Information about the destinations was obtained from a survey in which tourists 
from the three main nationalities visiting the Balearics (Germans, Britons and 
Spaniards) were interviewed at the end of their holiday. As was noted earlier, these 
three nationalities account for 81 per cent of tourism to the Balearics (Govern de 
les Illes Balears, 2007). The survey was conducted at Palma Airport between 15 
July and 25 August 2006. To perform the following analyses, the database was 
previously filtered, first to eliminate those tourists who own a villa or apartment in 
the Balearics, since their answers might be heavily conditioned. Likewise, to avoid 
other atypical types of tourism, tourists with a very low declared per capita daily 
expenditure (< 0.5th percentile) or very high one (> 99.5th percentile) were 
excluded. The final sample comprised a total of 1,786 tourists.
	 In the survey, information was requested about the tourists’ motivations in 
choosing the sun and sand destinations they had visited during the previous three 
years. The interviewee was asked to indicate how important a total of 24 (tangi­
ble and intangible) attributes that are characteristics of sun and sand destinations 
were in motivating them to choose a destination. Their importance was rated 
using a five-point Likert scale ranging from 1 (‘not at all important’) to 5 (‘very 
important’). In the second part of the survey, the interviewee was asked to rate 
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Figure 2.2 � Relationship between the performance of an excitement factor and overall 
satisfaction.



 

Determinants of tourist satisfaction    31

the same 24 attributes for their latest holiday in the Balearics and for each of the 
sun and sand destinations they had visited during the previous two summers. The 
24 factors were rated on a scale ranging from 1 (‘not at all satisfied’) to 5 (‘very 
satisfied’). Using the same scale, the interviewee was also asked to rate their 
overall satisfaction with the destinations they had visited.
	 The attributes that were used in the survey were chosen following a review of 
leading analyses of the attributes of sun and sand destinations (Kozak and Rim­
mington, 1999; Kozak, 2002; Alegre and Cladera, 2006; Aguiló et al., 2005; 
Yoon and Uysal, 2005). Additionally, two pilot surveys were conducted during 
the months of March and June 2006 to test the suitability of the attributes that 
had been chosen. The results of the tests were presented at three international 
conferences on tourism: the 15th International Leisure and Tourism Symposium 
ESADE (Barcelona, 2006), the Second International Conference on Tourism 
Economics (Palma, 2006) and the International Conference of Trends, Impacts 
and Policies on Tourism Development (Crete, 2006). The list of attributes that 
was finally included is as follows: the quality of accommodation, cultural activ­
ities (museums, festivals, exhibitions, etc.), nightlife, tourist attractions (leisure 
parks, etc.), the climate, local cuisine, a cheap destination, contact with nature 
(hiking, etc.), the local lifestyle, easy access from the country of origin, facilities 
for the elderly and/or children, easy access to information and/or ease of arrang­
ing the holiday, cleanliness and hygiene, scenery, beaches, sports activities, the 
presence of friends and/or relatives, familiarity with the destination, interesting 
towns or cities, getting to know other tourists, safety, tranquillity, prices in line 
with budgets and, finally, historic sites.
	 As for the destinations that were finally included, a decision was made to 
analyse information when a destination was rated by at least 3 per cent of the 
interviewees. Table 2.1 shows the main coastal destinations that were visited by 
tourists from the sample (in addition to the Balearic Islands).

Table 2.1 � Destinations visited in the summer holidays of 
2004–2006 (excluding the Balearic Islands)

%

Mainland Spain Mediterranean coastal areas 22.90
Canary Islands 20.73
Italian coast 11.52
Greek coast 10.70
Mediterranean coast of France 10.03
Caribbean 7.28
Turkish coast 6.12
Tunisian coast 2.94
Egyptian coast 2.51
Bulgarian coast 2.56
Croatian coast 2.22
Moroccan coast 0.48
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2.4  Results

2.4.1  The importance grid

To create an importance grid, first the mean value of the stated importance values 
from the tourist survey for each of the attributes was estimated. The values that 
were obtained determine the coordinates of each attribute on the horizontal axis. 
Second, to obtain the implicit importance values the partial correlation coefficients 
between overall satisfaction and stated satisfaction were estimated for all the 
attributes. These coefficients were obtained using the results of a regression model 
where overall satisfaction is the endogenous variable. From an empirical point of 
view, the main drawback in the estimation of this model is when negative coeffi­
cients are obtained. This kind of result is not easy to interpret because it indicates 
that an increase in satisfaction with this attribute is associated with a reduction in 
overall satisfaction. In our analysis, this result was obtained for the following 
attributes: a cheap destination, contact with nature, easy access to information and/
or ease of the holiday to arrange, and the presence of friends or relatives at the des­
tination. In previous empirical literature, negative coefficients are attributed to the 
presence of multicollinearity, justifying the use of a factor or principal components 
analysis to group the attributes. Nonetheless, this procedure does not necessarily 
avoid the appearance of negative coefficients (see, for instance, Chu, 2002). One 
alternative is to eliminate attributes whose coefficient has initially taken a negative 
value when the model is estimated. With the data from the sample, both altern­
atives were put into practice. A similar factor structure was identified in both cases. 
As a result, a presentation will be made of the results of the model only when 
attributes with a negative coefficient were eliminated.
	 Figure 2.3 shows the importance grid. For each attribute, the horizontal axis 
shows the mean values of the stated importance (explicit importance) of the 
attributes. The vertical axis shows the partial correlation coefficients between 
overall satisfaction and stated satisfaction with each attribute (the implicit impor­
tance). The lines that divide the figure into four sections represent the mean values 
of both variables. With Vavra’s classification system (1997), almost all the factors 
are located in the first and third quadrants. They are therefore performance factors. 
The most important factors include the quality of the accommodation, scenery, 
beaches, prices in line with budgets, cleanliness, safety and the climate. Those that 
are least important include the local cuisine, nightlife, interesting towns and cities, 
getting to know other tourists, familiarity with the destination, cultural activities, the 
local lifestyle and historic sites. The method did not detect any excitement factors 
and situated tranquillity and ease of access on the threshold of basic factors.

2.4.2  The penalty–reward analysis

The dummy variables that were needed for the penalty–reward analysis were 
defined using the satisfaction ratings for each attribute. To capture the negative 
effect of an attribute’s bad performance on overall satisfaction, a dummy 
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variable was codified that takes a value of 1 when the level of satisfaction corres­
ponds to categories 1 (‘not at all satisfied’) or 2 (‘not very satisfied’) and 0 
otherwise. To capture the positive effect of an attribute that performs well, a 
second dummy variable was defined with a value of 1 if the tourist’s declared 
rating was ‘very satisfied’ and a value of 0 if not. The results of the estimated 
regression between overall satisfaction and the 48 dummy variables (2 for each 
of the 24 attributes) led to some statistically non-significant coefficients. In a 
second estimation, only those coefficients that were statistically significant were 
included (see Table 2.2). The regression model has a coefficient of determination 
equal to 0.458. For six factors, none of the dummy variables was significant. 
They were the tourist attractions, cheapness of the destination, contact with 
nature, ease of access, facilities for the elderly or children, and the presence of 
friends or relatives.
	 To classify the factors in accordance with the criteria used by Brandt (1987), 
the hypothesis of symmetric effects was tested for those factors with significant 
positive and negative effects. For each factor, a Wald test was performed to test 
for the hypothetical equality (in absolute values) of coefficients (βj+ and βj–) 
which corresponded to the two dummy variables. The test was performed for 11 
factors, with the hypothesis of symmetric effects being rejected in 5 cases. 
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Consequently, for all 18 attributes that were finally included in the regression, 
the hypothesis was only not rejected in 6 cases. The results of the estimations 
and the significance of the tests (null hypothesis: βj+ = 0, βj– = 0, βj+ + βj– = 0) are 
shown in Table 2.2. Figure 2.4 shows the estimated coefficients. The main con­
clusion we can draw from the aforementioned results is that the attributes cannot 
generally be assumed to have symmetric effects. That is, the impact of each 
factor on overall satisfaction is not symmetric: it takes different values depend­
ing on whether the factor has been rated positively or negatively.
	 To identify the basic factors, the coefficient of the dummy variable for low 
satisfaction had to be higher than the coefficient of the dummy for a high level 
of satisfaction. This occurred with seven factors: accommodation, ease of access 
to information/ease of arranging the holiday, cleanliness, the scenery, safety, 
tranquillity and prices in line with budgets. The excitement factors had to have a 
‘reward’ coefficient that was higher than the ‘penalty’ one. Five factors were 
detected: doing sports, interesting towns or cities, familiarity of the destination, 
historic sites and getting to know other tourists. The remaining six factors are 
performance factors: cultural activities, nightlife, the climate, local cuisine, local 
lifestyle and beaches. Notice that the way in which the factors are classified 
differs from the classification that was achieved with the importance grid. The 
main difference is that in this case, in addition to performance factors, basic 
factors and excitement factors were identified (Table 2.3).
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Figure 2.4 � Penalty–reward analysis.
Note: Coefficients of the dummy variables for the factors included in the regression model.
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2.5  Conclusions
Tourist satisfaction is acknowledged to be an indicator of a destination’s capa­
city to succeed. Several other authors (Yüksel and Rimmington, 1998; Thomason 
et al., 1999; Go and Grovers, 2000; Kozak, 2002, 2004; Fuchs and Weiermair, 
2004) argue that tourist satisfaction is one of the main competitive edges for a 
destination. Literature on tourism has proposed two methods of analysing the 
factor structure of tourist satisfaction at a destination: the importance grid and the 
penalty–reward analysis. However, previous work on empirical evidence does not 
reach a clear consensus on the best method to use. In this chapter, we have used 
both methods in analysing satisfaction with Mediterranean sun and sand mass 
tourism destinations.
	 The two methods that were used to identify the factor structure of satisfaction 
with sun and sand destinations give different results. Two hypotheses underlie the 
use of the importance grid for explicit and derived importance. First, the method 
assumes that the information that is obtained from the explicit importance and 
derived importance values does not coincide. Second, the derived importance 
values are obtained on the assumption that there is a linear relationship between 
how the attributes perform and overall satisfaction. With our data, neither of the 
two hypotheses seems valid. The results of the importance grid show that the 
explicit importance that tourists lend the different factors is strongly correlated 
with the derived importance that is obtained by calculating its influence on overall 
satisfaction. As a result, the factors tend to be identified as performance factors. 
Additionally, with the penalty–reward method it was detected that tourists use a 
different value to reward or penalize the factors’ good or bad performance. The 
main explanation for this is the existence of an asymmetrical relationship between 

Table 2.3 � The determinants of competitiveness at sun and sand destinations

DESTINATION COMPETITIVENESS

↑  ↑  ↑

TOURIST SATISFACTION

↑  ↑  ↑

PERFORMANCE FACTORS
Beaches  Climate  Nightlife  Cultural activities

Local life style  Local cuisine
EXCITEMENT FACTORS

Interesting towns/cities  Doing sports  Historic sites
Familiarity of destination  Getting to know other tourists

BASIC FACTORS
Accommodation  Ease of access to info/ease of arranging the holiday

Cleanliness and hygiene  Scenery
Safety  Tranquillity  Prices in line with budgets
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satisfaction with the attributes and overall satisfaction. This asymmetric relation­
ship in some factors makes it possible to identify basic and excitement factors, as 
well as performance ones. In consequence, from a methodological point of view 
the penalty–reward analysis seems more appropriate since it enables the factor 
structure of satisfaction with sun and sand tourism to be identified.
	 As for the results that were obtained, the way in which the penalty–reward anal­
ysis classifies the factors into three types shows decision-makers at tourist destina­
tions what aspects of the destination should be given more attention in order to 
improve its competitive edge. The factors that the analysis detected as being basic 
define an essential part of the sun and sand product (accommodation, ease of 
access to information/ease of arranging the holiday, cleanliness and hygiene, 
safety, tranquillity, scenery, prices in line with budgets). With these factors, 
decision-makers should make sure that certain minimum performance levels are 
guaranteed, since satisfaction ratings that are below a certain threshold will seri­
ously penalize the destination. Interestingly, neither the climate nor beaches figure 
among this set of factors. According to the results of the analysis, both factors 
should be considered to be performance factors. Among the latter, the most 
important factor is the beaches since their effect on overall satisfaction is the 
highest, in both a positive and a negative sense. This is therefore one of the main 
factors to be taken into account by decision-makers. The remaining performance 
factors are associated with cultural activities, the nightlife, lifestyle and local 
cuisine. As for excitement factors, some of the factors identified were not formerly 
considered to be essential attributes at sun and sand destinations. From the results 
that were obtained, it should be understood that managing these attributes properly 
will provide a competitive edge over other rival destinations. Giving tourists easy 
access to information about the destination and increasing their knowledge about 
places or towns of historic interest can have a substantial impact on overall satis­
faction. Similarly, being able to complement a sun and sand holiday with sporting 
or social activities may have a positive effect on assessments.
	 In addition to the aforementioned classification, we must not overlook the direct 
information provided by the estimated coefficients of the penalty–reward model. 
The values of the coefficients indicate which factors have the greatest impact on 
overall satisfaction. In the analysis we performed, the three top factors with a 
positive effect are the accommodation, beaches and scenery. These last two factors 
also carry the highest penalty coefficients. These results highlight the importance 
of some of the factors that are considered to be basic. Although it is important to 
understand that certain minimum standards are required for these factors if a desti­
nation is to compete, it is equally important to take into account that if these factors 
are well managed, they can also have a crucial effect on overall satisfaction.
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3	 Determinant attitudes to tourism 
in a mass tourist destination
A comparative-static analysis

Eugeni Aguiló-Pérez and Jaume Rosselló-Nadal

3.1  Introduction
Tourism activities influence host communities and give rise to highly controversial 
beliefs. They have certainly exerted a considerable economic, productive and cul-
tural influence, but it is also evident that they have been a source of social conflict 
for different groups and movements (Aguiló and Rosselló, 2005; Ap and Cromp-
ton, 1993; Davis et al., 1988; Floyd and Johnson, 2002; Fredline and Faulkner, 
2000; Williams and Lawson, 2001). Turner and Ash (1975) support the view that 
tourism contributes towards Third World development, although it tends to incor-
porate the negative cultural aspects of the industrialized countries that act as the 
destinations’ source markets, thus hindering their progress and development. On 
the other hand, Britton and Clarke (1987) point out that mass tourism may have 
collaborated in hindering the permanency of local cultures and in spreading proc-
esses such as prostitution or delinquency. In spite of this, the majority of local resi-
dents see tourism as a tool for economic development (Gursoy et al., 2002), and 
consequently it is not surprising that the findings of most studies on resident atti-
tudes to tourism suggest that, overall, residents have positive attitudes to it 
(Andereck and Vogt, 2000; Korça, 1998), while only a few studies reported negat-
ive ones (Cheng, 1980, Johnson et al., 1994; Pizam, 1978).
	 According to the social exchange theory, local residents are likely to particip-
ate in an exchange with tourists if they believe that they are likely to gain bene-
fits without incurring unacceptable costs. If residents perceive that the positive 
impacts of tourism are greater than the negative ones, they are inclined to favour 
an exchange and, therefore, to endorse future tourism development in their com-
munity (Allen et al., 1993; Getz, 1994; Gursoy et al., 2002; Jurowski et al., 
1997; Perdue et al., 1990; Pizam, 1978).
	 The relationship between resident attitudes to the effects of tourism and their 
support for, or opposition to, it is further corroborated by the theory of reasoned 
action (Ajzen and Fishbein, 1980; Fishbein and Ajzen, 1975, Dyer et al., 2007; 
Stodolska, 2005). The theory of reasoned action indicates that individuals are 
rational, they make use of all available information and they evaluate the pos-
sible implications of their action before they decide to engage or not engage in a 
particular decision. The critical issue in forecasting behaviour is an individual’s 
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intentions, while these, in turn, are an antecedent to actual behaviour. Behav-
ioural intentions have been defined as the subjective probability that an indi-
vidual will engage in a specific behaviour (Fishbein and Ajzen, 1975). Intentions 
are made up of all the motivation-related factors that affect a certain type of 
behaviour, and they indicate the extent to which an individual will engage in a 
given behaviour. According to this theory, if an individual assesses a certain 
behaviour favourably, then they are more likely to intend to engage in that beha-
viour, as suggested by the social exchange theory.
	 When these theories were applied, the results brought to light differences in 
attitudes depending on a region’s level of tourism development (Long et al., 
1990), the tourist industry’s relationship with economics (Smith and Krannich, 
1998; Williams and Lawson, 2001), high concentrations of tourism in specific 
places (Madrigal, 1995), the concentration of hotels (Bujosa and Rosselló, 2007), 
longer lengths of time living in the local community and native-born status 
(Sheldon and Var, 1984), a relation with jobs that are directly linked to tourism 
(Korça, 1998), the degree of familiarity with tourism and the local industry 
(Lankford, 1994), the degree of contact with tourists (Akis et al., 1996), the per-
ceived impact of leisure time (Lankford, 1994), a destination’s level of develop-
ment (Sheldon and Abenoja, 2001), a country’s level of development (Teye et 
al., 2002) and the type of tourism (Carlsen, 1999).
	 Consequently, research over the past two decades has demonstrated that atti-
tudes to tourism can be related to a wide set of variables that characterize indi-
viduals and their perceptions. However, none of these studies has evaluated 
which of these variables predominate over the rest and how attitudes change 
with the passing of time. The purpose of this study, therefore, is to pinpoint the 
most decisive socio-economic characteristics that can be tied in with local resi-
dent attitudes to tourism in a mature destination like the Balearic Islands (Spain), 
using an ordered logit specification to filter the variables that are most influential 
in determining the answers to a large set of tourism-related questions. In addi-
tion, the influence of time is analysed by including a dummy variable that con-
trols the period when the questionnaire was answered, thus determining how 
attitudes might have changed. Consequently, our aim is to contribute to debate 
by offering for the first time a dynamic view of resident attitudes.

3.2  Methodology
Over the years, one of the most frequently used tools in capturing individual 
opinions and perceptions has been the Likert scale. The Likert scale asks indi-
viduals to rate their support for/opposition to (agreement/disagreement with) dif-
ferent aspects related to a certain research area using whole numbers. For 
instance, using a five-point Likert scale, 1 can represent strong opposition, 2 
opposition, 3 neither opposition nor support, 4 support and 5 strong support. In 
this context, it can be argued that an individual’s choice is determined by a set of 
variables such as personal income, nationality or origin, age, or residence. 
Analytically,
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L f xk i= ( ) 	 (3.1)

where Lk represents the possible answer that an individual might give, depending 
on their level of agreement with a proposed statement, using a k-point Likert 
scale, and xi represents the individual’s set of influential variables.
	 Because opinions are expressed in the form of a discrete ordered variable, it 
is not advisable to use a simple regression model with an ordinary least squares 
procedure to determine and quantify the type of relationship with the independ-
ent variables (Borooah, 2002; Greene, 2003; O’Connell, 2006), since the differ-
ence between the first two alternatives (1 and 2, for example) would be deemed 
the same as the difference between subsequent alternatives (3 and 4, for 
example) when in fact the value that each alternative takes simply indicates its 
sequential order. Nevertheless, using ordered logit (or probit) models it is pos-
sible to construct models that link the observed outcome to the values of deter-
mining variables (Borooah, 2002). The initial hypothesis that is implicit in an 
ordered model is the existence of a latent variable of opinion that is a linear func-
tion of the set of explanatory variables. Thus, analytically,

OP xi= +β ε 	 (3.2)

where OP is the latent variable of opinion, xi are i influential variables related to 
the individual, β is an i-dimensional vector to be determined and ε is the random 
error. Thus, the link between Lk and OP can be established through the following 
rule:
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where γ is a set of k − 1 parameters to be estimated whose function it is to estab-
lish the correspondence between the probability function of the latent variable of 
opinion P(OP) and Lk. Consequently, ordered models can easily be estimated 
and the relationship between responses and personal characteristics determined.
	 However, when a large set of personal determining variables are used in a 
regression analysis, the problem of multicollinearity can arise. Although attempts 
can be made to reduce this problem using principal component analysis tech-
niques in order to obtain artificial variables (factors) that are not intercorrelated, 
later incorporating these factors into the regression analysis, the results of this 
procedure are more difficult to interpret and it has been proved that it is more 
inefficient than including the variables separately (Lubotsky and Wittenberg, 
2001). As a result, the concept of general-to-specific modelling, highlighted by 
Krolzig and Hendry (2001: 832), was adopted, where
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starting from a general dynamic statistical model that captures the essential 
characteristics of the underlying data set, standard testing procedures are 
used to reduce its complexity by eliminating statistically insignificant vari
ables, checking the validity of the reductions at every stage to ensure the 
congruence of the selected model.

Hence, only statistically significant variables remain in the final specification, 
while the significance of the whole model is retained.

3.3  Study area and data

3.3.1  The Balearic Islands

To illustrate how the above procedure can be applied, a survey on the host popula-
tion of the Balearic Islands was used. The Balearic Islands are one of Spain’s most 
internationally important tourist destinations. Located in the Western Mediterranean 
(Figure 3.1), with a surface area of 4,968.36 square kilometres and 955,045 inhabit-
ants in 2004, they are considered to be an exceptional tourism centre and one of the 
world’s top-ranking regions in terms of affluence, with a volume of 9.3 million 
international tourists in 2005 – a 1.2 per cent share of the total world market. At the 
same time, the importance of tourism for the region’s economy can be ascertained 
by observing the Balearic Islands’ own statistics, with estimated revenue of €46,060 
million in 2005. Given these data, it is not surprising that tourism holds pride of 
place, accounting for a figure of between 30 per cent and 60 per cent of the total 
regional GDP, depending on how tourism is defined (Aguiló and Bardolet, 2002).

Figure 3.1 � The Balearic Islands (Spain).
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	 Foreign visitors to the Balearics first started to arrive in the early twentieth 
century, but it was in the 1960s that mass tourism took off. The number of arriv-
als rose from 0.4 million in 1960 to 3.5 million in 1973. After the first oil crisis, 
between 1981 and 1989, the number of tourists once again grew spectacularly, 
rising from 3.8 million to 7.1 million. Later, following the economic crisis of the 
early 1990s, arrival figures grew more moderately, a trend that has continued to 
the present day. However, this high level of tourism has also involved substan-
tial immigration, with an estimated 18 per cent of the region’s current residents 
not having been born in Spain (Mateu and Riera, 2006). On the other hand, it is 
often argued that the islands’ expansion has gone hand in hand with the con-
sumption of the archipelago’s environmental resources (Buswell, 1996), and this 
could be a big obstacle to any future growth in tourism, or even to the mainte-
nance of current levels of tourism revenue. As a result, over the past few years 
heavy restrictions on further tourism have been introduced through local laws, 
together with policies of different kinds, opening up debate on the controversial 
issue of continued growth versus environmental protection. Thus, an additional 
aim of this study is to quantify local resident perceptions in a mature destination 
where the dilemma of further tourism growth and environmental protection has 
not yet been solved.

3.3.2  Instrument

The survey developed for this study was based on previous work by Guyson et 
al. (2002) and Williams and Lawson (2001), who kindly provided the question-
naires used in their respective studies. However, a number of modifications had 
to be included, given the special characteristics of the study area. For instance, 
items on special environmental consequences, the expansion of local tourism 
enterprises to the Caribbean, or the tourist tax applied from the spring of 2002 to 
the autumn of 2003 were included.
	 Thus, a 12-page questionnaire was designed, comprising five main parts, to 
obtain the relevant sample data. The first and second parts included 22 state-
ments on the positive and negative repercussions that tourism has for the islands, 
together with general hypothetical tourism policies where the respondents were 
asked to indicate their level of agreement, using a five-point scale. The third part 
explored the respondents’ perceptions of general problems, such as crime, the 
environment or unemployment, and their sense of belonging to the Balearics. 
The fourth part contained 28 statements on tourism and its consequences for 
local welfare. In this part, the interviewees were asked to assess the tourist tax 
that was introduced, the need to reduce arrival numbers, their opinion of tourism 
entrepreneurs and the role of immigration. The final part comprised different 
questions on the respondents’ demographic background and their links with 
revenue from tourism. Thus, the 50 survey statements from parts 1, 2 and 4 were 
the central core that was used to define local residents’ personal attitudes to 
tourism, shown in Table 3.1.
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	 The data were collected via ordinary mail in a prepaid envelope, with the 
questionnaire having been randomly mailed to selected addresses taken from the 
telephone directory in two rounds. In the first round, 4,500 letters were sent out 
during the winter of 2002/2003, generating 791 usable replies. The second round 
took place during the winter of 2006/2007, when 3,000 residents were sent the 
questionnaire, resulting in 536 usable answers. Consequently, there was a 
response rate of 17.7 per cent, a percentage that can be regarded as low. 
However, for about one-third of the letters that went unanswered, the lack of 
response can be attributed to incorrect addresses given in the telephone directory 
and so the ‘real’ response rate can be said to be 28 per cent, a percentage closer 
to that found in other comparable studies.
	 Although the initial intention was to carry out a one-round survey, the incen-
tive for carrying out a second round during the winter of 2006/2007 was the pos-
sibility that circumstances might have changed significantly, leading to slight 
changes in the opinions of the islands’ inhabitants. Three main reasons have 
been suggested: first, the changing dynamics of the population, with quite large 
numbers of immigrants from abroad having settled in recent years; second, the 
changing situation vis-à-vis tourism and the economy, with a negative situation 
during the first round and an optimistic one during the second, probably because 
of the dynamics of European economies; and finally, a new regional government 
following elections in mid-2003, which led to a significant change in tourism, 
environmental and infrastructure-related policies.

3.3.3  Resident attitudes

Before we examine the main determinants of resident attitudes and opinions to 
tourism, it is important to highlight some general results for the total sample, 
given the special characteristics of a mature destination like the Balearics, while 
also pointing out the differences between the two rounds.
	 Results relating to the economic impact of tourism reflect a clearly positive 
opinion of the benefits that the industry represents for the economy of the Bal-
earics. For instance, in both rounds more than 85 per cent of the sample agreed 
or strongly agreed that tourism generated employment, that it attracted invest-
ment and that it generated business opportunities for local residents. In contrast 
with this opinion, there was a general perception that the pressure of tourism was 
responsible for high price levels. Another significant result was the fact that 
about 60 per cent of the sample believed their income would fall if the local 
tourist industry were to face a hypothetical setback.
	 An analysis of current policies and potential proposals shows that there is 
only slight opposition to the introduction of new theme parks or general attrac-
tions that might lead to higher numbers of tourists. As expected, strong opposi-
tion was shown to the further creation of hotels with over 50 beds. However, this 
opposition was less intense in the second round. On the other hand, when an 
analysis was made of the respondents’ attitudes to the creation of new rural 
hotels, there was a significant change of opinion, with widespread support for 
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the idea that intensified during the second round. As for the promotion of 
tourism, a clear majority (65 per cent in both rounds) stated that more promotion 
is needed. Finally, what can also be inferred is their recognition of the problem 
that seasonality represents.
	 At the same time, the majority of the respondents believe that tourism leads 
to the over-saturation of the community’s services and to traffic congestion. 
However, residents recognize that, thanks to tourism, considerable leisure oppor-
tunities are available. In summary, there is a general perception that local resi-
dents’ welfare is better now than it was twenty or fifty years ago. As for cultural 
policies, most local residents support proposals for new cultural attractions, such 
as museums or auditoriums, and they are also in favour of the organization of 
yearly cultural events. There was changing opinion over a possible improvement 
to local residents’ welfare if the number of arrivals were reduced. While in the 
first round 35 per cent believed that there should be a reduction in tourist 
numbers, with another 35 per cent disagreeing, in the second the corresponding 
percentages were 24 per cent and 57 per cent.
	 As for environmental problems, local residents seem to be conscious of the 
fact that tourism leads to the deterioration of natural resources. However, there is 
some ambiguity concerning the possibility that tourism might have contributed 
towards the conservation of some natural resources. When asked to identify 
where the responsibility lies for the destruction of the Balearic Islands’ local 
environment, the respondents once again point to tourism as a key factor. Fur-
thermore, most think that it has led to congestion in some natural parks.
	 As to the balance between the revenue obtained from tourism and the incurred 
costs, when local opinions are summarized, most of the respondents consider 
that the balance is positive, with this belief intensifying in the second round. 
Nevertheless, they do not constitute an overwhelming majority, since 15 per cent 
think that the balance is negative.

3.4  Results
In order to provide evidence of the relationship between attitudes to tourism and 
the socio-economic characteristics of the residents, the 50 survey statements 
from parts 1, 2 and 4 with information on local resident opinions (Table 3.1) 
were modelled according to the methodology described earlier. Information 
regarding the interviewees’ socio-economic characteristics was also collected 
during the survey in part 5 of the questionnaire, and the corresponding abbrevi-
ations for these are shown in Table 3.2.
	 The final results of the estimation process can be seen in Table 3.3, where the 
50 ordered logit models are presented. It is important to note that although, ini-
tially, ordered logit and ordered probit models were both used, given the lack of 
significant differences between the two models only the ordered logit models are 
shown. At the same time, it is important to highlight that the reference group for 
the estimated results is a woman with no children interviewed during the winter 
of 2002/2003, who was born in the Balearics and lives in the islands’ capital, 
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Palma. Thus, all the coefficients must be interpreted in relation to these indi-
vidual characteristics. The results can be regarded as satisfactory in terms of the 
LR chi-square tests, in the sense that all the estimated models include a set of 
variables that were jointly significant. Nevertheless, in all cases, a low value for 
the pseudo R2 was obtained, showing the models’ low explanatory power. 
Although this circumstance can be a problem in forecasting individual attitudes, 
it does not constitute a problem when trying to find significant relationships 
between objective variables.
	 In the case of the independent variables, the most relevant one was to have 
been interviewed during the winter of 2006/2007 (A2007), and it was finally 
included in 37 of the 50 models. Indeed, it seems clear that the survey stage (the 
round when the survey was conducted) is statistically significant and, con-
sequently, despite the destination’s maturity, a four-year gap was sufficient to 
bring about a notable change in residents’ perceptions and attitudes to tourism. 
As expected, the extent to which a family’s income is dependent on tourism 
(INCR) is also one of the most important factors in determining resident atti-
tudes, featuring in 70 per cent of the estimated models. The level of personal 
income (INC) – whatever the origin and whether related to tourism or not – is 
present in half the models that were analysed, emphasizing the influence of this 
socio-economic characteristic. Meanwhile, other socio-economic characteristics 
such as age (AGE), gender (GEND), the number of household members 
(NHOU), being born outside the Balearic Islands (BSPA, BNOR and BSOU) 
and living in the smaller islands of Minorca (LMEN) or Ibiza and Formentera 
(LEIV) play a lesser yet significant role in determining host attitudes, with a 
presence in the estimated models of 30 per cent or more for each of the 
variables.
	 As for measures of individuals’ sense of belonging, it is important to high-
light that only seven models did not include any of the four variables that were 
used to measure this characteristic. Individuals’ sense of belonging to the town 
or city where they live, measured indirectly through a question about the impor-
tance of the local news, was the most relevant variable, appearing in 22 of the 50 
models. In contrast, when it was measured directly, it was the least present vari-
able. At the bottom of the list of significant variables, living in the biggest island 
but not in the main city (LMAL) was significant in 22 per cent of the estimated 
models, while the number of children in the household (CHOU) was only signi-
ficant in 12 per cent of them.
	 But just as it is important to know what the main factors are, it is equally 
essential to know whether these determinants influence tourist perceptions and 
attitudes positively or negatively. In this context, when a comparison is made of 
the two rounds of interviews separated by a four-year period, resident percep-
tions of job and business opportunities clearly seem to become less categorical 
in the second round, although they have a stronger perception of the negative 
impact of congestion, public services, traffic congestion and the high level of 
prices. However, residents who were interviewed during the second round give 
more recognition to some of the constructive effects of tourism, such as its 
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positive impact on the cultural identity of the community and the incentives it 
provides to conserve natural resources. In general, over the four years there was 
some increase in support for further tourism development based on more accom-
modation, restaurants and shops and, by extension, more tourists. Support for 
hoteliers and immigration also increased between the two rounds.
	 As expected, the extent to which a family’s income is dependent on tourism 
plays a significant role because the higher the dependence, the more the positive 
effects of tourism are valued and the less the negative ones are taken into 
account. At the same time, the higher the level of dependency, the greater the 
support there is for further tourism development. On the other hand, very similar 
results are achieved within certain income brackets (irrespective of the source), 
with the exception of new attractions aimed at large numbers of tourists, new big 
accommodation centres, assessments of the economic situation in the Balearics, 
and the prospect of increasing yearly visitor numbers through more arrivals 
during the winter months. For all these four issues, people with a high level of 
income are more conservative and less concerned about the economic situation 
than residents with a high level of income that is dependent on tourism.
	 As for other socio-economic characteristics and their relationship with resi-
dent attitudes, it should be emphasized that, in general, men are less categorical 
in expressing their attitudes to both the opportunities brought by and the costs of 
tourism than women, although globally speaking they do not differ from the 
opposite sex. On the other hand, the older the interviewee, the more they believe 
that tourism acts as an incentive in helping to conserve natural resources and his-
toric centres. It is also shown that older people tend to be very categorical in 
asserting that residents’ welfare now is better than twenty or fifty years ago. 
When the number of household members is high, the interviewee tends to be 
more tolerant toward the negative consequences of tourism (the change in the 
local culture, congestion and high prices). This circumstance is also detected 
when people have been born in a foreign country.
	 When variables associated with individuals’ sense of belonging are analysed, 
it is shown that the more integrated they are, the more emphatic their attitudes 
are to both the opportunities brought by and the costs of tourism, although indi-
viduals who are most integrated generally have a more positive approach to 
tourism. Generally speaking, however, people who are well integrated are 
strongly opposed to further tourism development, although they agree with an 
increase in the total number of visitors to the archipelago. They are also more 
emphatic in believing that tourists should pay an ecotax and that residents should 
not have to pay for the costs of tourism.

3.5  Conclusions
A growing number of research studies have recently appeared that analyse local 
resident perceptions and attitudes to tourism with the excuse of helping planners 
to manage development strategies while minimizing the potential negative 
effects and maximizing the overall population’s support for such alternatives. As 
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previous literature has shown, a large set of variables can be used to try to 
account for residents’ perceptions and attitudes. The results of this study have 
shown which of these variables are the most decisive, highlighting the relevance 
of the time factor.
	 Because the survey for this study was carried out in two rounds, it showed 
that, although a period of four years can be perceived as too short to provide 
significant differences in the responses of residents living in a mature tourist des-
tination like the Balearics, attitudes to tourism changed significantly over this 
period of time. In general, residents who were interviewed during the second 
round were observed to have a stronger recognition of some of the positive 
effects (e.g. the cultural repercussions and incentives for the conservation of the 
environment) and some of the negative effects (e.g. congestion and the overex-
ploitation of natural resources), with some increase in support for further tourism 
development. It seems clear that because the Balearics are a small group of 
islands (with a fragile environment) that have seen a high level of economic 
development, this has generated a substantial number of people who reject the 
tourist industry and tourism entrepreneurs, although this opposition lessened in 
the second round of the survey. Given the variables that were used in the model 
to explain attitudes, changes in attitudes to tourism between rounds 1 and 2 of 
the survey cannot be attributed to changes in the socio-demographic profile of 
the host population (since this was captured by the model), but rather should be 
attributed to variations in the economic and tourism scenario and changes 
derived from the application of new policies.
	 Thus, through the application of the methodology described in this chapter, 
the key socio-economic determinants of residents’ attitudes were identified, 
bringing to light the importance of certain variables such as a sense of belong-
ing, the extent to which family incomes depend on tourism, and the level of 
family income. It also showed that other socio-economic characteristics influ-
ence opinions, but to a lesser extent. These results could be useful in program-
ming new research into the field of residents’ attitudes to tourism.
	 To sum up, the results of this study show that the host population of a mature 
tourist destination such as the Balearics generally tends to acknowledge the eco-
nomic benefits of tourism. The cultural and social benefits are also perceived to 
be an advantage by residents of the Balearics, but to a low degree. At the same 
time, it is recognized that tourism creates various different problems, including 
the oversaturation of the community’s services, traffic congestion and high price 
levels, although local residents conclude that there is a positive balance between 
revenue from tourism and the costs that are incurred.
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4	 A panel data analysis of 
residential water demand in a 
Mediterranean tourist region
The case of Sardinia

Vania Statzu and Elisabetta Strazzera

4.1  Introduction
The Mediterranean basin is one of the main tourist destinations in the world, and 
tourism has been a fundamental factor of economic growth for coastal regions. 
But just like any other economic activity, the tourism industry generates a 
variety of external effects on the economy and the natural environment, effects 
that should be properly taken into account in order to attain socially efficient 
allocations. Unfortunately, regulatory instruments have often been weak in con-
trolling the environmental and sustainability problems related to the tourist 
presence.
	 A clear signal of this under-regulation is the uncontrolled and irrational 
urbanization of coastal areas (WWF, 2004; PNUE/PAM, 2005). Many regions in 
Southern Europe are characterized by a tourist demand which only in part is 
addressed to official tourist structures, while the remaining part is satisfied by 
holiday homes. This form of tourism has a strong environmental impact in 
coastal areas and in small islands, since local infrastructure is usually built for a 
number of residents much smaller than the peak tourist season population. The 
consequence is congestion of roads and beaches, and an excess of pressure on 
scarce natural resources such as land and water.
	 It is well known that Mediterranean regions suffer from endemic water scar-
city conditions, which are expected to worsen in the future owing to supply 
reductions related to climate change and desertification processes, and demand 
increases related to agricultural, industrial and residential uses. In periods of 
drought, the competition between alternative uses can be tight, and the water 
agencies may be compelled to restrict use in one sector to allow a sufficient level 
of consumption in another. Generally, some priority is given to the residential 
sector, since basic human needs are at stake. However, if the residential sector 
needs are inflated by the presence of tourists in the holiday homes, it is possible 
for undesired distributive effects to occur.
	 In order to design policies aimed at correcting environmental and allocative 
distortions, it would be useful to measure the impact on domestic water demand 
produced by the presence of tourists in holiday homes. Unfortunately, although 
the relationship between secondary homes tourism and excess demand of water 
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in the residential sector is recognized (Kent et al., 2002; Garcia and Servera, 
2003; Essex et al., 2004), lack of data on unofficial tourist accommodation 
hinders a measurement of the impact (WWF, 2004; see also Margat, 2002, for a 
general discussion of measurement problems in domestic consumption). The 
objective of the present work is to take a step in this direction, estimating the 
effect of the presence of tourists in unofficial structures on the demand for water 
in the domestic sector, along with other factors influencing the residential 
demand for water.
	 We analyse a data set on water consumption in a Mediterranean region, Sar-
dinia, for a period of six years (2000–2005), using aggregated data on munici-
palities. We estimate the value of the price and income elasticity, and analyse 
the influence of socio-economic, demographic and geographical characteristics, 
as well as climate conditions, on consumption levels and trends. In order to 
estimate the effect of holiday-home tourism on the residential demand for water, 
we use an index of residential tourist pressure obtained by Sistu (2008). The 
results of our analysis will help to uncover the driving factors of different trends 
in water consumption, and will be useful to evaluate past and current policies 
and management practices and to suggest indications for future plans and 
programmes.
	 The chapter is structured as follows: the next section reviews previous rele-
vant literature on the domestic and tourist demand of water; section 4.3 presents 
the case study, while section 4.4 illustrates the econometric methods; estimation 
results are discussed in section 4.5; finally, section 4.6 concludes the chapter.

4.2  Background
The impact of tourism on environment and natural resources has been analysed in 
many environmental studies: effects on water supply and demand, the production 
of waste and sewage, beach erosion and congestion, and increasing indiscriminate 
development along coasts to increase the supply of holiday homes and other 
tourist structures. In tourist locations such as the Balearic Islands or Sardinia, the 
population in the peak months (July and August) outnumbers the resident popula-
tion (Garcia and Servera, 2003; RAS, 2007). Congestion and excessive pressure 
on the resources can be a serious problem in economic terms, too, especially if 
the tourist location is perceived as a ‘luxury’ good: tourists may be willing to pay 
high prices for high environmental quality, and the effect on the total revenues 
produced by an increase in the number of visitors may be negative.
	 One effect of the tourist pressure on natural resources is an increase in the 
demand for water. According to some estimates, tourists consume nearly twice 
as much water as residents do (EEA, 1999); hence, it can be expected that the 
impact on the overall demand is more than proportional to the increase in popu-
lation determined by the tourist presence. In order to alleviate this pressure, 
innovative management policies may be required in economies where tourism is 
growing. Tirado et al. (2006) have applied a general equilibrium model to the 
water market in the Balearic Islands, and find that a specific combination of 
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water efficiency measures and price instruments may reduce the amount of water 
allocated to the tourism sector without having a negative impact on the economy. 
Kent et al. (2002), Garcia and Servera (2003) and Fortuny et al. (2008) share the 
opinion that a change in management policies regarding water resources is 
required. Until recently, supply-side strategies have mainly been used: either 
increasing groundwater extraction, with problems of depletion of reserves and 
salt intrusion; or the desalination of sea water, which is an energy-intensive and 
costly method. Recently, the introduction of tools for promoting sustainable pro-
duction processes in the tourist sector, such as EMAS, ISO 14001 or the Euro-
pean Eco-label and others, has called for more attention on the side of the tourist 
demand of water: tourist structures are encouraged to install flow-reducers on 
taps and double-discharge devices on lavatories, to use water-efficient appliances 
and to install systems for the reuse of grey water (Fortuny et al., 2008). 
However, these tools apply only to official structures such as hotels, resorts, 
campsites, and so on, and do not have any effect on the pressure of tourists who 
stay in second homes; specific programmes should be designed to control the 
water consumption of tourists who lodge in holiday houses.
	 In order to help policy design, it is necessary to have a better understanding 
of the effect that holiday-home tourism has on the demand for water. As far as 
we know, only one previous study, by Martínez-Espiñeira (2002), has attempted 
to estimate the impact on the demand for water produced by this kind of tourism. 
The author analysed a balanced panel of aggregated data on water consumption 
in 122 towns of north-west Spain during a 23-month period. They estimated a 
model of demand, which includes a dummy variable for municipalities with a 
large number of tourists with second homes in order to estimate its effect on the 
overall demand of water for residential uses. The estimated effects turned out 
not to be significant. The author argued that more information on the presence of 
tourists with second homes would be required to capture the effect properly.
	 In order to obtain a correct specification for the model, all relevant factors 
should be taken into account when analysing the demand of water for domestic 
uses: price of water, household size, income, housing characteristics, climatic vari-
ables. Previous empirical studies (see Arbués et al., 2003, for an extensive survey) 
show that water is an ordinary good (its demand is expected to decrease when 
price increases), but its own price elasticity can be very low. The problem of how 
to correctly estimate the price elasticity in the presence of complex tariff structures 
– as usually is the case for water utilities – is still open in the literature: when fea-
sible, a discrete–continuous maximum likelihood approach is to be recommended 
(see Hewitt and Hanemann, 1995; Olmstead et al., 2007; Strazzera, 2006). The 
effect of price could be influenced by the frequency of billing, since it can be 
expected that a high (and, especially, regular) frequency of bills induces people to 
be more aware of the relationship between the use of water and the amount paid 
(Nieswiadomy and Molina, 1991; Martínez-Espiñeira, 2002; Gaudin, 2006).
	 Water consumption is also expected to increase when income increases (it is 
a normal good). The effect of the household size is expected to be positive, since 
large households consume more than smaller ones; in general, the presence of 
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scale economies in some uses of water (for cooking, cleaning the house, washing 
clothes and dishes) should lead to a increase less than proportional to the 
increase in the number of household components (but Cavanagh et al., 2002, 
finds an increase that is more than proportional).
	 The influence of climate in indoor and outdoor consumption should also be 
accounted for. Previous work has used precipitation levels and temperature (e.g. 
Nauges and Thomas, 2000; Moncur, 1987; Corral et al., 1998), or the evapotran-
spiration rate (Billings and Agthe, 1980; Billings, 1982; Agthe et al., 1986; 
Nieswiadomy and Molina, 1988; Hewitt and Hanemann, 1995).
	 Some work has considered the effect of age of the population on the aggreg-
ate consumption of water, finding that older populations consume less than 
young ones (Nauges and Thomas, 2000). Also, the age of the house may have an 
impact on water consumption: new houses have new plumbing systems and are 
expected to help water saving (Nauges and Thomas, 2000); but Olmstead et al. 
(2007) find a non-monotonic pattern, with houses of intermediate age consuming 
more than either old or recent constructions.
	 Moncur (1987) was the first author to explicitly analyse differences in con-
sumer behaviour during drought and non-drought periods: a water rationing 
dummy variable was inserted in the model to take into account restrictions in the 
supply. A similar approach was taken by Renwick and Green (2000), while Mar-
tínez-Espiñeira and Nauges (2004) use a more informative variable, namely the 
number of daily hours of supply restrictions.
	 The results and insights obtained from the existing literature will be used to 
construct our model for the demand of water for residential uses in Sardinia.

4.3  Area of study
Sardinia is an important tourist site for summer vacations in Europe, being espe-
cially renowned for transparency of the sea water surrounding it and the beauty 
of its beaches and coves. Official data (ISTAT, 2007a) indicate that in 2004, 
10,203,401 tourists stayed in Sardinia in registered structures, prevalently in 
coastal locations. This is an extremely high number if compared to the official 
population of Sardinia, which is approximately 1,600,000. Moreover, this 
number does not show the real size of the tourist phenomenon. According to the 
survey ‘Viaggi e Vacanze degli Italiani’ conducted in 2004 (ISTAT, 2007b), 
34,514,000 tourists spent at least a night in Sardinia; comparing this figure to the 
number of tourists lodging in official structures, CRENoS (2007) finds that 79 
per cent of these tourists stayed in secondary houses.
	 Sistu (2008) uses a different methodology to estimate the number of home-
holiday tourists, based on the differential in the amount of solid waste produced in 
peak summer months with respect to other periods of the year. Seaside tourist towns 
show a large increase in the summer period, which is due to the presence of tourists 
staying in holiday homes. Estimates of the increase in the population due to the 
presence of tourists in Sardinia’s provinces are shown in Table 4.1. All provinces 
show high impacts: Medio Campidano appears to be the least attractive province, 
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and Olbia-Tempio and Ogliastra the most. To Olbia-Tempio belongs one of the 
most attractive – and luxurious – Mediterranean tourist locations, the Costa Smer-
alda (Emerald Coast), characterized by a highly developed tourist system; while in 
Ogliastra, which is much less developed, the ratio of tourists to residents is driven 
up by the small number of residents in that area. As yet, tourism in the Medio Cam-
pidano province is still in its embryonic stage, so that the tourist population in the 
summer peak period is much lower than that in other provinces of Sardinia.
	 Figure 4.1 in the appendix to this chapter shows the impact of tourism in Sar-
dinian towns, classified in terms of the ratio between estimated tourist presences 
and resident population. Since the infrastructure, such as water pipes, sewage 
and filtering systems, not to mention roads and railways, is in most locations 
built with the needs of the resident population in mind, it is obvious that such a 
mass of visitors concentrated in a limited period of the year will generate strong 
congestion problems in the use of infrastructure and public utilities. It can be 
expected that similar congestion problems will arise in the future in less 
developed areas such as Medio Campidano after planned investment in tourist 
development in that province has taken take place.
	 Like other Mediterranean regions, Sardinia is characterized by water scarcity, 
the supply often being unable to meet the demand for industrial, residential and 
agricultural uses. This is partly due to climatic reasons, but also the resource is 
managed inefficiently: water has been, and in the agricultural sector still is, pro-
vided at political prices by a number of public agencies and utilities with often 
overlapping tasks, and scant commitment to efficiency.
	 The consequence has been that there has not been enough money to invest in 
new infrastructure (or just replace old pipes), and the percentage of water losses 
in the residential sector was as high as 60 per cent in 2001 (RAS, 2006). 
However, in 2004 the regional government accomplished the reform process in 
the residential water sector promoted by the National Law 36/1994. One of the 
fundamental acts in the reform process was the institution of a unique water 
agency for the whole regional area, and the application of a unique tariff system 
designed to cover variable costs and to penalize excessive use of the resource. 
The tariff is now structured with smaller blocks and higher marginal prices than 
they used to be, especially for high levels of consumptions; furthermore, it intro-
duces a different (higher) tariff for non-residents (see Tables 4.2 and 4.3).

4.4  Methodology
Assuming a linear functional form for the demand function, the equation to be 
estimated is:

DEPVAR X Zit it i i it= + + +β γ α ε 	 (4.1)

where i indexes individuals and t indexes time periods, WATCONit is the 
dependent variable, Xit is a 1xK vector of time-varying regressors (cross-
sectional time series variables) and Zi is a 1xG vector of time-invariant 
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regressors (cross-sectional variables). αi is an individual specific and time-
invariant error component, assumed iid N (0, σ 2α ), and εit is a classical mean 
zero disturbance, iid N (0, σ 2ε ). β and γ are vectors of parameters associated 
with regressors, αi is the component of variation not explained by the equation, 
i.e. any factor that is specific to each town and that has not been included 
among the independent variables will be included in ei and may be correlated 
with parts of X and Z. eit is assumed to be uncorrelated with both the explana-
tory variables and the effect αi.
	 Different estimators can be used depending on specific assumptions regarding 
individual heterogeneity.
	 The simplest model that could be applied to the data is the pooled OLS 
model. It consists of an ordinary least squares (OLS) estimation of model (1). If 
we assume that αi is identical for every town (so that individual heterogeneity is 
completely explained by regressors and the usual error term), the OLS estimates 
are unbiased and consistent. If heteroscedasticity is present, it is still possible to 
obtain a correct variance–covariance matrix using the White–Huber ‘sandwich’ 
correction in order to obtain a robust estimation.
	 If individual heterogeneity is present, we can insert a dummy variable for 
each individual observation (least-squares dummy variables), but such a model 
can be difficult to manage if N is quite large. In that case, it is possible to use a 

Table 4.2  Tariff system and price level, 2000–2005

Marginal prices (euros)

ESAF Block size (m3) 2000 2001 2002a 2003 2004
0–84 0.25 0.25 0.28 0.295 0.295
85–124 0.45 0.45 0.49 0.517 0.517
125–164 0.64 0.64 0.695 0.738 0.738
>165 0.76 0.76 0.825 0.886 0.886

CGB Block size (m3) 2000 2001 Block size (m3) 2002b 2003c 2004d

0–90 0.21 0.21 0–60 0.22 0.26 0.28
91–180 0.47 0.47 61–120 0.51 0.57 0.62
181–300 0.53 0.53 121–200 0.54 0.63 0.69
>300 0.71 0.71 >200 0.67 0.85 0.96

SIINOS Block size (m3) 2000 2001 2002 2003 2004
0–120 0.276 0.290 0.290 0.290 0.290
121–180 0.516 0.542 0.542 0.542 0.542
181–240 0.705 0.740 0.740 0.740 0.740
>240 0.930 0.976 0.976 0.976 0.976

SIM Block size (m3) 2000 2001 2002 2003 2004
0–100 0.25 0.25 0.25 0.25 0.25
101–150 0.42 0.42 0.42 0.42 0.42
151–200 0.51 0.51 0.50 0.50 0.50
>200 0.63 0.63 0.63 0.63 0.63

Notes
(a), (b), (c), (d) values reported are means of different prices applied in a same year.
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panel specific estimator in order to take into account the individual heterogene-
ity. If we assume that individual effects are fixed for each town, we can apply 
the ‘within’ transformation. It consists of an estimation of the model taking all 
variables as deviations from individual (town) means. The fixed effect (FE) 
model can be written as

∆ ∆ ∆ ∆DEPVAR X Zit i it i it= + + +α β γ ε

where εit = iid N (0, σ 2ε ) and ∆DEPVARit = (DEPVARit – ​
________

 DEPVARi​), ∆Xit = (Xit – ​
__

 X​i), 
∆Zit = (Zi – ​

__
 Z​i). e ∆εit = (εit – εi).

	 The individual effects are modelled by the intercept, which varies across all 
observations. This estimation is consistent and unbiased even if the independent 
variables are correlated with the individual error.
	 The problem with the within transformation is that it drops out all time-
invariant regressors from the model. But time-invariant variables can be import-
ant to explain an economic behaviour. Socio-economic variables are generally 
time invariant or are not available as time series, and the fixed effect specifica-
tion reduces the explanatory power of the model. In order to maintain time-
invariant variables in the model, we can adopt a random-effects GLS 
(generalized least squares) procedure (RE). The model can be written as 
follows:

DEPVAR X Zit it i i it= + + + +( )α β γ α ε

In this specification, individual effects are random variables and individual het-
erogeneity is explained by a second error term, αi iid N (0, σ 2α ), and eit is the 

Table 4.3 � Tariff system and prices applied in 
2005 by ABBANOA

Residential uses – local resident tariff system

Block size (cubic metres) Prices (euros)

0–70 0.25
71–140 0.55
141–200 0.90
201–250 1.30
Oltre 250 1.80
Fixed charge 15

Residential uses – no resident tariff system
0–140 0.55
141–200 0.90
201–250 1.30
Oltre 250 1.80
Fixed charge 50
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idiosyncratic error iid N (0, σ 2e ). The random-effects model is consistent and 
more efficient than the fixed-effect one if there is no correlation between αi and 
regressors.
	 A Breusch–Pagan test allows us to compare the validity of the pooled OLS 
versus the random effect estimator. The null hypothesis is that the variance of ei 

is zero. If the null is not rejected, then we can presume that the pooled OLS is 
unbiased and consistent; if the null is rejected, the random-effects estimator 
should be preferred to the pooled OLS.
	 A Hausman test (1978) can be used to compare fixed and random effects. The 
Hausman test verifies exogeneity of individual effects: rejection of the null 
hypothesis of no systematic differences between FE and RE coefficients implies 
that there is correlation between regressors and unobserved individual heteroge-
neity. If this is the case, RE, as well as OLS, are not consistent and should be 
rejected, and the fixed-effects model, or alternative models such as the instru-
mental variables models, should be used instead. Unfortunately, in some cases 
the application of the Hausman test is not conclusive: when the matrix of the 
squares of the differences of the variances of the coefficients is not positive 
definite, the test is not reliable. Alternatively, Wooldridge (2002: 290–291) pro-
poses a test to compare fixed- and random-effects models. This test consists in 
estimating a random-effects model where the time-demeaning variables of time-
variant variables are inserted. Then a Wald test is used to see whether the time-
demeaning variables are jointly not significantly different from zero; if this is the 
case, the random-effects model can be accepted.

4.5  Econometric analysis
Our study of the demand of water in Sardinia uses data on 240 towns over a 
period of six years (2000–2005). Data concerning domestic water consumption, 
prices, and number of users were directly collected from the four main water utili-
ties involved in our research: ESAF, which managed 220 of the towns in the data 
set; CBG, which managed 18 towns; SIM, which managed the City of Cagliari 
Water Services; and SIINOS, which managed the City of Sassari Water Services. 
All these utilities have since been merged into a single water utility, Abbanoa.
	 Sardinia experienced a drought from 1998 to 2003. In order to keep the level 
of supplies under control, some restrictions on the water service were imposed, 
with the supply being cut off for several hours each day. The actual level of 
restrictions varied in different towns, depending on the specific hydrological 
subsystem they belong to.
	 The dependent variable used in the econometric analysis is the annual average 
consumption (WATCON) per user per town. The data were collected for the 
period 2000–2005 and expressed in cubic metres. The model presented in this 
work includes the following covariates:

•	 annual average price variable [the ratio of the total amount billed over the 
total consumption in a town (AP)];
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•	 annual income variable per tax payer (INCOME);
•	 demographic variables [household size (HHSIZE), proportion of people not 

part of the workforce (NWF )];
•	 housing characteristics [share of property homes (OWNERS), share of 

houses not renovated in the period 1991–2001 (NORENOV)];
•	 geographical variables [altitude of municipalities (ALT), population of 

towns (POP5000, POPOV15000) and the tourist impact dummy variables 
(TOUR1, TOUR2, TOUR3)];

•	 climate variable [summer evapotranspiration rate (SUMEVATRA)];
•	 water utilities dummies [(SIINOS, SIM, GOVOSSAI)];
•	 a variable that takes into account the number of hours of regular water dis-

tribution (HOURS);
•	 year dummies (YEAR 2001, YEAR 2002, YEAR 2003, YEAR 2004, YEAR 

2005).

The tourist impact variable and the summer evapotranspiration rate require some 
explanation. The tourist dummy variables indicate different levels of impact 
produced by tourists lodged in holiday homes: TOUR1 indicates towns with low 
impact (ratio tourists/residents less than 40 per cent), TOUR2 an intermediate 
impact (ratio tourists/residents between 40 per cent and 90 per cent) and TOUR3 
high impact (ratio tourists/residents over 90 per cent). The summer evapotran-
spiration rate indicates the environmental demand for water due to the inter-
action between climate and vegetation. This variable considers the influence on 
indoor and outdoor consumption, since it represents the interaction between tem-
perature and other climatic variables and allows one to account for the perceived 
climate in a region: areas with higher evapotranspiration in the summer months 
are characterized by higher perceived temperatures.
	 Average price, income, the summer evapotranspiration rate, the tourist impact 
and the water utilities variables are cross-sectional time series variables; the year 
dummies are time series variables; all other variables are cross-sectional time-
invariant variables. Descriptive statistics can be found in Table 4.4.
	 We estimate the water demand model as an equation, linear in logarithms:

Log WATCONit APit INCOMEit HHSIZEi( ) log( ) log( ) log(= + + +β β β β0 1 2 3 ))

log( ) log( ) log( ) log( )

+

+ + + +β β β β4 5 6 7NLFi OWNERSi NORENOVi ALTi
ββ β β β

β
8 5000 9 150001 10 2 11 3

12

( ) ( ) ( ) ( )

(

POP i POPOV TOUR i TOUR i+ + + +

TTOUR SUMEVATRAit HOURSit
SIMit

4 13 14

15 16

) log( ) log( )

( )

+ +

+ +

β β

β β (( ) ( ) ( )

(

SIINOSit GOVOSSAIit YEAR it
YEAR it

+ + +β β

β
17 18 2001

19 2002 )) ( ) ( ) ( )+ + + +β β β20 2003 21 2004 22 2005YEAR it YEAR it YEAR it uit

when uit = αi + εit.
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	 The estimation results are reported in Table 4.5.
	 We start the analysis with the simplest model, the pooled OLS: its covariate 
specification was selected using standard Wald and F tests. Next, we test the 
OLS pooled model against the random effect estimator. Finally, we test the 
random-effects against the fixed-effects estimator.
	 The Breusch–Pagan test (test value: 327.96; p-value: 0.000) for the presence 
of random effects rejects the null hypothesis, which implies that the pooled OLS 
is inefficient and the random-effects estimator should be preferred.
	 In order to compare the random-effects and the fixed-effects estimators, we 
first used a Hausman test: however, in our application this test is not reliable 
since the matrix of the squares of the differences of the variances of the coeffi-
cients is not positive definite. As was explained in section 4.4, we can apply an 
alternative test: the Wooldridge test does not reject the random-effects model, 
so we select this model as our preferred specification.
	 Further tests for heteroscedasticity and serial correlation in data (the 
Breusch–Pagan test for heteroscedasticity: test value: 0.00; p-value: 0.979; the 

Table 4.4  Statistical description of variables

Media Std. dev. Data Measure Source

WATCON 130 49 CS–TS mc Water utilities
AP 1.06 0.96 CS–TS Euros Water utilities
INCOME 9541 2560 CS–TS Euros Ministry of Treasury
HHSIZE 2.74 0.23 CS Number ISTATa

NLF 0.57 0.05 CS Share ISTAT
OWNERS 0.85 0.07 CS Share ISTAT
NORENOV 0.75 0.06 CS Share ISTAT
ALT 264 222 CS Metres ISTAT
POP5000 0.87 0.34 CS Dummy ISTAT
POPOV15000 0.008 0.090 CS Dummy ISTAT
TOUR2 0.03 0.17 CS Dummy ISTAT
TOUR3 0.09 0.29 CS Dummy ISTAT
TOUR4 0.04 0.19 CS Dummy ISTAT
SUMEVATRA 151.13 16.17 CS–TS Mm RAS
HOURS 5880 2472 CS–TS Number Water utilities and 

RAS
SIM 0.003 0.059 CS–TS Dummy
SIINOS 0.003 0.059 CS–TS Dummy
GOVOSSAI 0.06 0.24 CS–TS Dummy
YEAR2001 0.17 0.37 TS Dummy
YEAR2002 0.17 0.37 TS Dummy
YEAR2003 0.17 0.37 TS Dummy
YEAR2004 0.17 0.37 TS Dummy
YEAR2005 0.17 0.37 TS Dummy

Note
a	 ISTAT (Italian Institute of Statistics), National Census, 2001.



 

Table 4.5  Estimation results

OLS FIXED EFFECT RANDOM EFFECT – GLS

INTERCEPT 0.207 2.50*** 0.609
(0.35) (3.35) (1.00)

AP −0.136*** −0.139*** −0.146***
(−6.36) (−6.49) (−7.50)

INCOME 0.194*** 0.066 0.163***
(5.61) (1.61) (3.61)

HHSIZE 1.138*** 1.141***
(13.33) (8.34)

NLF −0.254*** −0.281**
(−3.15) (−2.16)

OWNERS −0.434*** −0.453***
(−4.35) (−2.81)

NORENOV 0.189** 0.154
(2.25) (1.14)

ALT −0.020*** −0.022**
(−3.53) (−2.44)

POP5000 0.075*** 0.639*
(3.28) (1.75)

POPOV15000 0.458*** 0.449***
(6.34) (3.87)

TOUR2 0.093*** 0.095**
(3.85) (2.42)

TOUR3 0.193*** 0.172***
(4.59) (2.57)

TOUR4 0.253*** 0.250***
(6.55) (4.01)

SUMEVATRA 0.157*** 0.083 0.108**
(2.75) (1.41) (1.97)

HOURS 0.032 0.052 0.045
(0.65) (1.24) (1.08)

SIM 0.705*** 0.086 0.505***
(6.35) (0.40) (3.47)

SIINOS −0.211* 0.154 −0.079
(−1.84) (0.73) (−0.54)

GOVOSSAI 0.093** −0.046 0.038
(2.24) (−0.80) (0.88)

YEAR 2001 0.668*** 0.677*** 0.669***
(28.47) (33.50) (33.87)

YEAR 2002 0.516*** 0.551*** 0.532***
(13.90) (16.23) (16.58)

YEAR 2003 0.551*** 0.574*** 0.558***
(19.88) (20.72) (22.58)

YEAR 2004 0.509*** 0.531*** 0.515***
(12.90) (13.81) (14.73)

YEAR 2005 0.465*** 0.480*** 0.470***
(10.98) (11.18) (12.36)

N 1440 1440 1440
R-squared 0.63 0.43 0.63

Notes
In parentheses: t statistics: * 10% significance level; ** 5% significance level; *** 1% significance level.
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Wooldridge test for serial correlation of order 1: test value: 9.284; p-value: 
0.026; DW = 1.62) show the absence of heteroscedasticity and a slight presence 
of serial correlation. Wooldridge (2002: 274) notes that serial correlation could 
be a problem when strong correlation is present and T is quite large. If serial 
correlation is low and T is short, as in our application, it may be preferable not 
to correct for this problem, as this would imply a cost in terms of loss of 
observations.
	 The random-effects estimates show a significant effect of price, with an elas-
ticity value of −0.146. This value is somewhat lower than the value (about 
−0.20) found in other studies that use average price and aggregated data 
(Höglund, 1999; Nauges and Thomas, 2000). Also, the income variable is signi-
ficant and shows the correct positive sign. The elasticity value is +0.105, close to 
the values found in previous literature, apart from Mazzanti and Montini (2006), 
who find higher values (a range varying from +0.40 to +0.71).
	 The household size variable is significant, and its coefficient indicates that 
consumption increases a little more than proportionally following an increase in 
the household size.
	 The proportion of people not in the workforce is significant and with a negat-
ive sign. In the literature, similar variables (housewives, retired and unem-
ployed people) are inserted to see whether people who spend more time at home 
have different levels of water consumption as compared with the rest of the 
population. Our result could be explained by a reduction in social life conse-
quent on the reduction in working activity, as argued by Liao and Chang (2002) 
in a survey study of the consumption of hot water and electricity by older 
people in the United States. Another explanation could be that people who 
spend more time at home may control leaks or other water waste more 
efficiently.
	 Homeowners consume less than renters. This result is found quite often in 
the literature and is probably due to the fact that often the rent includes the 
water bill, so that renters do not receive the correct price signals in relation to 

Table 4.6  Test results

Test Test value p-value

Breusch–Pagan test for no heteroscedasticity in pooled 
OLS

  0.00 0.979

Wooldridge test for no autocorrelation in panel data   9.284 0.0026

Durbin–Watson test for serial correlation   1.62 Lower DW bound: 
about 1.89

Hausman test for no endogeneity between FE and RE 23.38 0.025*

Wooldridge test for no differences between FE and RE   7.57 0.1085

Note
* Matrix of coefficients is not positive definite.
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their consumption behaviour. The efficiency of the indoor and outdoor water 
system (pipes, taps and toilets) should influence the total consumption amount, 
but the variable indicating renovation is not significant in the random-effects 
model.
	 The altitude variable has a significant negative effect on water consumption. 
This may be due to the characteristics of houses in different territories in Sar-
dinia: houses in hilly towns generally do not have gardens, unlike valley and 
coastal towns. Unfortunately, lack of data on the presence and size of gardens in 
the municipalities prevents us from explicitly evaluating the influence of the 
presence of gardens on water demand. The dummy variables for population indi-
cate that water consumption is not monotonic with town size, since medium-
sized municipalities consume less than do either small or large towns. The 
climate variable is significant and with the expected sign. Where the summer 
evapotranspiration rate is higher, water consumption increases. High values of 
this variable imply that the climate is more arid (the level of precipitation is low) 
and the temperature is higher: this situation leads to high water consumption, 
probably for outdoor uses. As we said earlier, lack of data prevents us from 
directly measuring the influence of the presence of gardens on water 
consumption.
	 Considering the water management variables, we notice that the coefficient 
of the variable hours (i.e. hours in a day with regular service) is not signific-
ant: this implies that water-rationing measures did not have a significant influ-
ence on consumer behaviour. In fact, after a first year (2000) when the 
restrictions were effective in reducing consumption, users adopted defensive 
measures (water tanks) that offset the regulations imposed. Year dummies 
show that even though water-rationing measures were implemented, 2001 and 
2003 are characterized by the highest average yearly consumption. Lower 
coefficient values are associated with 2004 and 2005, when there was a regular 
distribution of water; the lowest coefficient is that for 2005; we may recall that 
this is the year when the reform of the water supply system came into effect. 
The water utilities dummies indicate that SIM customers consume more than 
the ESAF customers, while the opposite is the case for the SIINOS customers. 
These differences can be explained by differences in the tariff systems (the 
number and size of blocks applied by SIINOS penalize higher consumption 
more than do SIM tariffs) and in the management of the billing procedures 
(SIM had not sent bills to customers for a long period, while SIINOS sent out 
its bills every six months).
	 Finally, the estimated coefficients give a measure of how tourism in holiday 
homes affects the level of water consumption for residential uses. The effect is 
quite relevant: towns characterized by a high tourism impact are expected to 
consume about 32 cubic metres per year per user more than non-tourist towns 
(see Table 4.7).
	 For a relatively small number of visitors (a ratio of tourists to residents of less 
than 40), tourism is estimated to induce a 10 per cent increase in the levels of 
consumption of water; when the ratio of tourists to residents is between 40 and 
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90, we expect a rise of about 19 per cent; while higher ratios of tourists to resi-
dents will increase the residential yearly water consumption by about 28 per cent 
per user.

4.6  Conclusions and policy indications
Tourist development produces several externalities that should be properly taken 
into account for a correct allocation of resources: real estate development and 
loss of natural ecosystems; excessive pressure on natural resources; congestion 
in the use of public utilities. In this chapter, we have analysed the effect that 
tourism has on water resources and their provision. In particular, we deal with a 
particular form of tourism, namely tourists staying in holiday homes, which can 
be thought of as affecting the water service for residential uses quite signifi-
cantly, in terms both of an increase in the demand for water and in discharges 
into the sewage system. Previous work has recognized the need to estimate the 
effect of this form of tourism on the residential demand for water, but the analy-
sis has been hindered by lack of data. In this work, we make use of results 
obtained by Sistu (2008) and RAS (2007) to build an index of tourism impact, 
which is employed as a regressor in the estimation of the water demand equa-
tion, along with other determinants of the demand function: price, income, 
household size, climatic variables, characteristics of the house, and other socio-
economic variables. The estimation results allow us to quantify the impact of 
unofficial tourism on the water system.
	 These results can be useful for estimating future pressure on the water service 
in territories that are not yet developed but where tourist investments are planned. 
Moreover, they show that in regions where an important share of tourism is 
accommodated in holiday homes, the average level of residential water consump-
tion is significantly inflated by the tourist presences. This is an element that 
should be taken into account when comparing regional or district consumption 
levels: higher average consumption levels may be due to less responsible con-
sumption behaviour, or lower efficiency in the maintenance of water infrastruc-
ture, but also a stronger impact of unofficial tourism may play an important role.

Table 4.7  Water consumption estimates

Average consumption (in cubic metres) of:

no tourist 
impact

low tourist 
impact

intermediate tourist 
impact

high tourist 
impact

2000 108.83 119.68 129.25 139.74
2001 111.21 122.30 132.09 142.80
2002 110.63 121.66 131.39 142.05
2003 115.32 126.82 136.97 148.08
2004 117.24 128.92 139.24 150.54
2005 113.33 124.63 134.60 145.52
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Appendix

No tourist impact
Low tourist impact
Intermediate tourist impact
High tourist impact

Tourist impact

Figure 4.1 � Tourist impact map of municipalities of Sardinia (IT) 
(source: our elaboration on RAS (2007) data).
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5	 Pollution-averse tourists and 
growth

Fabio Cerina and Sauveur Giannoni

5.1  Introduction
The literature on tourism development highlights the role of environmental 
attractions to explain the success of a destination (Davies and Cahill, 2000; 
Tisdell, 2001). But developing tourism implies building tourist facilities and 
receiving a large number of visitors. Tourism development contributes to 
increasing pollution and might ultimately bring about the destruction of the 
attraction factor. From this point of view, a positive growth performance by 
economies that specialize in tourism (Brau et al., 2007) might be interpreted as a 
phase of transition towards a long-run equilibrium characterized by the death of 
the destination and a zero-growth performance. The aim of this chapter is to find 
conditions that avoid this outcome and enable a tourist destination to experience 
long-term positive growth in the presence of pollution.
	 We build a growth model in which tourism development generates pollution 
while tourists are pollution-averse. We establish that long-run positive growth 
exists only for a particular value of tourists’ pollution aversion. Furthermore, we 
show that intensive use of facilities is associated with a lower growth rate for 
destinations that specialize in green tourism.
	 We also see that if the destination can choose the degree of use of facilities, 
tourism will generate positive growth only if tourists are not too pollution-
averse. In this case, the growth rate of the economy will be a negative function 
of tourists’ aversion to pollution, so that the ‘greener’ the kind of tourism the 
destination promotes, the slower its growth rate.
	 This chapter mainly refers to the recent literature strand analysing the 
dynamic evolution of an economy that specializes in tourism based on natural 
resources. Among this work, we mention Lozano et al. (2008), who build a 
dynamic general equilibrium model where investment in accommodation capac-
ity and public goods are taken into account; Giannoni and Maupertuis (2007) 
and Candela and Cellini (2006), who adopt the point of view of a representative 
tourism firm aiming to maximize its lifetime profit; Rey-Maquieira et al. (2005), 
who analyse the dynamic consequences of the conflict between agricultural and 
tourism sector for the use of land; Cerina (2007, 2008), who introduces several 
kind of abatement policies and provides respective analyses of the transitional 
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dynamics of the economy; and finally Hernández and León (2007), who present 
a model of tourist life cycle highlighting the interactions between natural 
resources and physical capital. None of these papers, however, faces the issue of 
the conditions for endogenous, sustained and sustainable growth in an economy 
specializing in tourism based on natural resources, which is the issue we deal 
with here.
	 The rest of the chapter is organized as follow: section 5.2 describes the ana-
lytical structure of our economy, section 5.3 presents a discussion of the growth 
rate of such an economy, section 5.4 derives the optimal growth rate as a result 
of central planners’ decisions, section 5.5 analyses the consequences of end
ogenizing the intensity in the utilization of tourism facilities, and section 5.6 
concludes the chapter.

5.2  The analytical framework

5.2.1  Production of the tourism economy

We consider an economy producing only one kind of good (tourism services) 
which is supplied in an international tourism market in which a large number of 
tourism economies participate. Tourism services are only sold to non-residents. 
The production of tourism services implies the building of facilities and the 
training of human capital in order to make these facilities work. Tourism produc-
tion is given by the following function

T k Akt
S

t t( ) = η 	 (5.1)

This supply function is a neoclassical production function. k is the stock of 
facilities and of human capital while, for the moment, we simply take A as a 
scale parameter. In section 5.5 we will propose an interpretation of A in terms 
of intensity in the utilization of tourism facilities. In any case, an increase in A 
allows the economy to produce more tourism services with the same stock of 
capital. η is a parameter reflecting the elasticity of tourism supply with respect 
to capital. For simplicity, we consider that tourism supply is inelastic with 
respect to price.

5.2.2  Tourists’ preferences

We assume that, at any time t, tourist satisfaction is affected by two factors: (1) 
the stock of tourism facilities supplied by private tourist operators (accommoda-
tion, restaurants, leisure facilities), kt, and (2) the quality of the environment, 
which is measured at each point in time by the intensity of the pollution flow, Pt. 
Pt is an inverse measure of environmental quality: it increases as environmental 
quality decreases.
	 In formalizing tourists’ preferences, we follow the approach used by Gómez 
et al. (2004), which relies on the hedonic price theory (Rosen, 1974). Given 
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the above considerations, the willingness to pay (WTP) for tourism services is 
then given by

q q k Pt t t= ( )γ , 	 (5.2)

We assume ∂
∂

≥q
k

t

t
0 (the higher kt, the higher the quality of the experience for a

tourist) and ∂
∂

≤q
P

t

t
0  (the higher the level of pollution, the lower the quality of

the experience for a tourist). γ is a scale parameter.1

5.2.3  The international tourism market, revenues and residents’ 
behaviour

Our economy supplies tourism services in an international tourism market 
where a large number of small tourism economies participate. It is important to 
highlight that although international competition fixes the price for a given 
quality of the services, a country could charge a higher price provided that its 
services are considered of a higher quality (i.e. characterized by a higher stock 
of environmental, cultural and social resources) than other countries’. In other 
words, the international market consists of a continuum of tourism markets dif-
ferentiated by their quality and the (equilibrium) price paid for the tourism serv-
ices. In each of them, the suppliers are price-takers but they can move along the 
quality ladder through changes in their environmental quality and level of 
facilities.
	 We assume that each tourist, at any time t, buys one unit of tourism services 
so that output at time t is measured in terms of tourist entries. The supply side of 
the economy is made up of a large number of identical ‘household firms’ which 
we normalize to 1. We assume that the international demand for tourism is infi-
nite for the price level which corresponds to tourists’ WTP and is nil for any 
other price level. So, the market clears all the time and the quantity exchanged is 
totally determined by the supply side.
	 Aggregate tourism revenues are represented by the value of the economy’s 
output. If Pt is the level of tourism inflows at time t, this is given by

TR q k P Tt t t t t= ( )γ ,

5.2.4  Pollution

Like Smulders and Gradus (1996), we consider pollution as a flow. We will con-
sider the following functional form:

P P k T Zt t t t= ( ), , 	 (5.3)
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We assume ∂
∂

≥P
k

0: the construction of facilities generates different kinds of

pollution (destruction of biodiversity, visual pollution, waste generation, etc.)

that damage the image of the destination. Analogously, we assume ∂
∂

P
T

 positive

since tourist inflows (like facilities) generate pollution due to, for example, the 
overcrowding of tourism sites. Furthermore, when a tourist pollutes a site, this 
has a negative impact on the global quality of the experience for other tourists. Z 
denotes costless abatement and represents the capacity of each specific destina-
tion to ‘resist pollution’. It can be considered as a generic variable which can be 
affected by several other factors such as eco-system features, country-specific 
characteristics, natural regeneration, different impacts of different kinds of 
tourism, and so on. Since Z is meant to gather all the factors that mitigate the

effect of k and T on pollution, we assume ∂
∂

≤P
Z

0.

5.3  The rate of growth in a tourism economy
We now face the issue of the determinant of the rate of growth in an economy 
specialized in tourism. Assuming that residents’ income is allocated between 
consumption of an imported good (sold at a unitary price) and investment in 
facilities, the dynamic budget constraint of our economy can be written as

k q T ct t t= −

The budget constraint implies that

k
k

q T
k

c
k

t

t

t t

t

t

t
= − 	 (5.4)

Relation (5.4) is quite general and tells us that the growth rate depends positively 
on income per unit of capital and is negatively affected by the consumption to 
capital ratio. Therefore, if this economy admits a constant steady-state long-run 
growth rate, it must be the following:

g q T
k

c
k

ss ss

ss

ss

ss
= − 	 (5.5)

where xss is the steady state value of the variable x. One can check that the previ-
ous condition is verified if, and only if, the income to capital ratio is constant. 
Hence:




q

q
T
T

k
k

ss

ss

ss

ss

ss

ss
+ − = 0
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and since 
k
k

gss

ss
= , in the long run we have

g q
q

T
T

ss

ss

ss

ss
= +




In the steady state, the rate of growth of the tourism-specialized economy is 
equal to the sum of the growth rate of tourists’ willingness to pay and of the 
growth rate of tourist inflows. Moreover, in order for g to be constant, we need

both q
q

gss

ss
q=  and 

T
T

gss

ss
T=  to be constant in the steady state.

	 Log-differentiating (5.2) and (5.1), we find

  

 




T
T

A
A

k
k

q
q

q k
q k P

k
k

q P
q k P

P

t

t

t

t

t

t

k t

t t

t

t

P t

t t

= +

= + ( ) + ( )

η

γ
γ , ,

tt

tP

So, for balanced growth, it must be true that

g g g

g g k P g k P g
T A

q ss ss ss ss P

= +

= + ( ) − ( )
η

α βγ , ,

where gA, gγ are the steady-state growth rate of respectively A and γ. Again, in 
order for a balanced growth path to exist in a tourism economy, these two values 
should be constant. Also,

α(kss, Pss) =  q k P
q k P

kk ss ss

ss ss
ss

( , )
( , )

and

β(kss, Pss) = – q k P
q k P

PP ss ss

ss ss
ss

( , )
( , )

which are the steady-state values of, respectively, the elasticity of tourists’ WTP 
with respect to facilities and pollution, should be constant too. Since kss is not 
constant, Pss may not be constant and gP may not be zero, we need both α(⋅) and 
β(⋅) to be constant for any value of k and P. That means that the only functional 
form for the WTP which can be compatible with a balanced growth path in a 
tourist economy is a Cobb–Douglas one. Hence, it must be

q k P k Pt t t t t,( ) = −γ α β
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5.3.1  Growth and pollution

Substituting for the expression for Tss and qss in Equation 5.5, we find that

g P A k c
kss ss ss ss

ss

ss
= −− + −γ β α η 1 	 (5.6)

From this expression, we can clearly note that the rate of growth is (negatively) 
affected by the level of pollution. But what are the determinants of pollution? By 
log-differentiating (5.3),

g P k
P k T Z

g P T
P k T Z

g P Z
P k TP

k ss

ss ss ss

T ss

ss ss ss
T

Z ss

ss s
= ( ) + ( ) +

, , , , , ss ss
ZZ

g
,( )

but since gT = gA + ηg, we finally have

g g P k
P k T Z

P T
P k T Z

P T
P

k ss

ss ss ss

T ss

ss ss ss

T ss= ( ) + ( )








 +

, , , ,
η

PP k T Z
g P Z

P k T Z
g

ss ss ss
A

Z ss

ss ss ss
Z, , , ,( ) + ( )

gP being constant, we again need gZ, 
P k

P k T Z
P T

P k T Z
k ss

ss ss ss

T ss

ss ss ss( , , )
,

( , , )
 η  and

P Z
P k T Z

Z ss

ss ss ss( , , )  to be constant too. This is tantamount to saying that the only

functional form for pollution that is compatible to a balanced growth path in such

a tourism economy is a Cobb–Douglas one. Hence, we set φ =  P
P k T Z

P
P k T Z

k

ss ss ss

T

ss ss ss( , , )
,

( , , )
ϕ η=

P
P k T Z

P
P k T Z

k

ss ss ss

T

ss ss ss( , , )
,

( , , )
ϕ η=  and –1 =  P

P k T Z
Z

ss ss ss( , , )
 in order to have

P k T Z k T
Zt t t
t t

t
, ,( ) =

φ ϕ

which, by using Equation 5.1, becomes

P k A
Zt

t t

t
=

+φ ϕη ϕ

As a consequence,

g g g gP A Z= +( ) + −φ ϕη ϕ

It is then clear that in order to have constant pollution in the steady state, we 
need Z (resistance to pollution) to grow at the rate

g g gZ A= +( ) +φ ϕη ϕ
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Hence, in the absence of any abatement effort, environmental quality is doomed to 
decrease more and more in a tourist economy that experiences a positive and sus-
tained growth in the stock of capital. As long as g is strictly positive, this is true 
even if gA = 0. Hence, unless we assume some kind of exogenous growth given, for 
example, by ever-increasing terms of trade (gγ positive), we cannot have any sus-
tainable tourism (i.e. gT ≥ 0, g ≥ 0, gP ≤ 0) without any form of abatement.

5.3.2  Restrictions on parameters

By substituting for the new expression for pollution in Equation 5.6, we find

g A k Z c
kss ss ss ss

ss

ss
= −− + − − +( )γ βϕ α η β φ ϕη β1 1 	 (5.7)

This is our final expression for the rate of growth of the economy and it deserves 
some further explanation.
	 First, it is clear that not only k but also γ (the pressure on the relative price of 
tourism), A (the capital stock ‘efficiency’) and Z (resistance to pollution) have an 
important role in determining the rate of growth of the economy.

	 Second, since c
k

ss

ss
 is constant, γss Ass

1–βϕkss
α+η–1–β(φ+ϕη)Z Pss should be constant too.

An important implication is that different assumptions concerning the dynamic 
behaviour of γ, A and Z would lead to different requirements that the parameters 
α, β, φ, ϕ and η should satisfy in order for a balanced growth path to be feasible. 
Since our aim is to focus on the dynamic properties of a tourist economy that 
experiences some kind of endogenous growth, we exclude any kind of exoge-
nous growth in the model and hence we treat γ, A and Z as constant variables.2
	 When γ, A and Z are exogenously fixed, in order to have constant steady-state 
growth we need (net) constant returns to scale on the accumulable factor k.

Proposition 1: A necessary condition in order to have a constant steady-state 
growth in the long run is to have:3

β α η
φ ηϕ

∗ = + −
+( )

1

Proof: In order for g to be constant, it should not be affected by kss. That only 
happens when the exponent of kss in equation (7) is null so that α – β(φ + ηϕ) + 

η – 1 = 0. This will be true if and only if β =  
α η
φ ηϕ
+ −
+

1
( )

.

	 Table 5.1 shows how environmental preferences of tourists must evolve 
through a change in the value of one parameter in order for positive long-term 
growth to occur. Any increase in love for facilities α is associated with an 
increase in hate for pollution. Furthermore, any increase in the elasticity of 
pollution with respect to facilities φ and/or with respect to tourist flows ϕ induces 
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a decrease in pollution aversion. The effect of a change in the elasticity of supply 
with respect to capital η is ambiguous. If φ + (1 − α)ϕ > 0 (resp. <0) an increase 
in η leads to an increase (resp. a decrease) in β*. In particular, we see that when 
the love for facility is low any increase in η increases β*.
	 If we substitute β for β*, we obtain that the growth rate is simply

k
k

A Z c
k

= −− ∗ ∗γ β ϕ β1

And this is also true in the steady state so that:

g A Z c
k

ss

ss
= −− ∗ ∗γ β ϕ β1 	 (5.8)

Even if γ, A and Z are constant variables in our model, it is useful to draw some 
comparative statics conclusions. In particular, we can easily see that an exogenous 
increase in γ (higher pressure on the relative price of tourism) will increase the 
growth rate of the economy. The same conclusion can be drawn concerning the 
resistance to pollution, Z: other things being equal, an increase in the capacity of the 
economy to resist pollution will allow faster growth. As long as we let γ and Z be 
‘country-specific’ or associated with the particular kind of tourism good produced, 
they can have a role in explaining some cross-country difference in the growth rate.

	 As for A, we can conclude that it is not always good for growth. If β > 1
ϕ

, a

higher level of A implies a slower growth rate. If pollution aversion and/or the 
impact of tourists on pollution are too high, the destination grows more slowly 
as capital become more efficient. This result has some interesting implications 
as  long as we can associate a high level of β* with green tourism and a low 
level  of  β* with mass tourism. In particular, a destination producing green

tourism ​ β* > 1
ϕ

 ​  will experience high growth rates in the long run provided the

efficiency of each unit of capital is low enough. The reverse is true for a destina-
tion producing mass tourism.

5.4  The optimal growth rate
In the previous section, we established the necessary conditions to obtain a posit-
ive and sustained growth. The problem is now to compute this growth rate as a 
result of residents’ maximizing behaviour. Residents’ aggregate utility, at time t, 

Table 5.1 � Steady-state analysis 
of β*

α η φ ϕ

β* + +/− − −
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is positively influenced by the aggregate level of consumption at time t of a 
homogeneous good purchased from abroad at a unitary price ct:

U u c e dt c e dtt
t

t
t

t
t

t= ( ) =
∞

−
∞

−∫ ∫ρ ρln 	 (5.9)

We assume there is a benevolent central planner whose objective is to choose 
the consumption plan in order to maximize (5.9) respecting the dynamic budget 
constraint which can be expressed as

k A k Z ct t= −− + − +( )γ βϕ α η β φ ϕη β1 	 (5.10)

In the previous section, we showed that positive constant growth exists only for 
a particular combination of parameter values such that β = β*. As long as we 
look for a positive constant growth, we will use β* instead of β. In this case, the 
accumulation equation simply becomes

k A k Z ct t= −− ∗ ∗γ β ϕ β1 	 (5.11)

After we substitute for the value of Pt, the Hamiltonian looks as follows:

H c A k Z ct t= + −( )− ∗ ∗ln λ γ β ϕ β1

First-order and Euler conditions are the following:

H c

A Z

c = =

= −( )− ∗ ∗

0 1

1

:
λ

λ λ ρ γ β ϕ β


From these equations we obtain the growth rate of consumption over time:

c
c

A Z= −− ∗ ∗γ ρβ ϕ β1

which, in conjunction with Equation 5.11, gives us the dynamic system describ-
ing the evolution of the economy over time.
	 We know that, along the balanced growth path, 

c
c

k
k

g= = , hence

g A Z= −− ∗ ∗γ ρβ ϕ β1

Equating this equation with Equation 5.8, we find the optimal steady-state con-
sumption to capital ratio, which is equal to

c
k

ss

ss
= ρ

This model is similar to that of Rebelo (1991). This means that there is no transi-
tional dynamics so that the growth rate is constant over time and that the 
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consumption to capital ratio is equal to ρ all along the time-path. But if in the 
Rebelo model any growth in A increases the growth rate, it is not the case in our 
model, owing to tourists’ aversion towards pollution.

5.5  Endogenous capital efficiency
As long as an increase in A allows for larger tourist inflows using the same 
amount of capital stock, it can be interpreted as an increase in the intensity with 
which existing facilities are used.
	 From this point of view, the value of A may be associated with the degree of 
utilization of the tourism structure – that is, the length of the tourism season.4 In 
so far as residents are those who decide how long such facilities should be kept 
open and available to foreign tourists, the level of A might be treated as a further 
control variable. In choosing the optimal value of A, residents should make a 
trade-off between its benefits and its costs. A higher value of A leads to larger

tourism inflows and then to higher income and higher growth if ​ β* < 
1
ϕ

 ​.
However, a higher A entails a higher direct cost (a longer tourism season means 
harder work, and we assume residents are work-averse) and an indirect cost that 
is associated with the higher pollution flow due to the increase in tourist inflows.
	 In this case, residents’ utility might be represented by

U u c A e dt c A e dtt
t

t t
t

t
t t

t= ( ) = −( )
∞

−
∞

+ −∫ ∫, lnρ ω ρ1 	 (5.12)

where ω > 0 and 1 + ω reflects residents’ disutility to work. The benevolent 
planner maximizes (5.12) under the same budget constraint (5.8).
	 The Hamiltonian of this function is given by

H c A A kZ c= − + −( )+ − ∗ ∗ln 1 1ω β ϕ βλ γ

The Maximum principle gives:

H
cc = =0 1: λ

H
A

A kZA = =
+( )

−( )∗ − ∗ ∗0
1

1
: λ

ω
γ β ϕ

ω

β ϕ β

H A Zk = − = −( )− ∗ ∗ρλ λ λ λ ρ γ β ϕ β
 : 1

We can then obtain the optimal growth rate of consumption:

c
c

A Z= −− ∗ ∗γ ρβ ϕ β1

As in the previous section, we can check that at every point in time the ratio ​ c __ k ​ is 
equal to ρ.
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	 By solving the system, we find that the optimal length of the season A is con-
stant over time and is equal to:

A
Z

=
−( )

+( )












∗ ∗ + ∗1
1

1

β ϕ γ
ω ρ

β ω β ϕ

.

It is worth observing that a meaningful (positive) value of A requires β* < 
1
ϕ

. In

other words, if tourists are too averse to pollution, residents find it optimal to 
keep the tourism structure closed for the whole year. An important implication is 
that, from Equation 5.8, the rate of growth of the economy is always a positive 
function of the optimal A.
	 It is possible to substitute A for its optimal in the growth rate in order to 
obtain:

g Z= −
+( )











+ + ∗− ∗

+ ∗
∗ − ∗

+ ∗

− ∗

+ ∗

γ β ϕ
ω ρ

β ϕ
ω β ϕ

β ϕ
ω β ϕ

β ϕ
ω β ϕβ1 1 1
1

1
1

−− ρ

One can observe that any exogenous increase in the willingness to pay, γ, or in 
the capacity of the destination to resist pollution, Z, is beneficial for growth. 
Moreover, the higher β*, or tourists’ impact on pollution, the slower the growth 
rate. And, clearly enough, the larger residents’ disutility to work, ω, the slower 
the growth rate.

5.6  Conclusions
In this chapter, we have investigated the impact of tourists’ aversion to pollution 
on the growth rate of an economy specializing in tourism.
	 We built a model of optimal growth and we showed that the destination can 
experience endogenous growth. In fact, there exists for each destination a unique 
level of pollution aversion (β*) that enables the destination to have a positive 
and constant growth.
	 Our model is akin to that of Rebelo (1991), but we found that because of pol-
lution aversion, a higher level of productivity of capital is not always associated 
with a higher growth rate. More precisely, we established that for a destination 
specializing in green tourism (high level of β*), there exists a negative relation-
ship between the ‘efficiency of capital’ and the rate of growth. It means that an 
intensive use of the capital stock may be harmful to growth when green tourism 
is produced.
	 Furthermore, under the assumption that the destination can choose the length 
of the season, we observed that if tourists’ aversion to pollution is too high, then 
the growth rate will tend to zero. It means that if tourists really hate pollution, 
one should not develop tourism unless the destination has some control over 
abatement policies (Z), or the exogenous price dynamic (γ) is particularly 
favourable.
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	 We believe this chapter raises some interesting questions and draws some rel-
evant policy issues for an economy facing the choice of specializing in the pro-
duction of tourism services. The analysis of such problems should be deepened 
by a framework in which the supply side is modelled in a more detailed way.

Notes
1	 An increase in γ might reflect the pressure on the relative price of tourism for any per-

ceived quality of tourism services depending on the interplay between growth in 
foreign income and the luxury nature of the tourism good (Crouch, 1995; Smeral, 
2003) or its small elasticity of substitution with respect to other kinds of goods (Lanza 
and Pigliaru, 1994, 2000).

2	 Actually, in the last section we will treat A as an endogenous variable, and its con-
stancy in the steady state will be a result of consumers’ optimization.

3	 This condition can obviously be expressed in terms of other parameters. The choice to 
express it in terms of β is suggested by the fact that β can be considered as a sort of 
policy tool: different values of β mean different preferences towards pollution and 
therefore a different kind of tourist. The country may influence its own value of β by 
addressing itself to different kinds of tourism.

4	 In interpreting an increase in A as a longer tourism season, we are only considering 
one particular aspect of it, specifically the increase in the number of tourist per unit 
of time (say a year). We are then leaving aside other important aspects related to the 
increase in the length of the season, such as the decrease in the concentration of tour-
ists per unit of time (which might have a positive effect on pollution and then on 
willingness to pay). The analytical framework we propose in this chapter is not suita-
ble for dealing with this complex issue and thus we leave its analysis to future 
research.
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6	 On the relationship between 
tourism and trade

María Santana Gallego,  
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Jorge V. Pérez Rodríguez

6.1  Introduction
In recent decades, international tourism has increased greatly. Data from the 
World Tourism Organization indicate that tourist trips increased in number from 
25 million in 1950 to 700 million in 2000. At the same time, World Trade 
Organization data show that exports per capita grew from US$44 in 1961 to 
US$1,200 in 2000. This, therefore, provides a very good reason to investigate 
whether there is a significant relationship between tourism and trade.
	 International trade theory studies the causes of international flows of goods 
when factors are internationally immobile. Several extensions have allowed the 
main new features of the international economy to be addressed. However, the 
issue of consumers travelling to another country and consuming goods and serv-
ices there has received less attention. This lack of attention in mainstream liter-
ature in this area is an important factor motivating this analysis.
	 The relevance of this relationship is direct since both tourism and trade 
increase the market size, thus promoting growth. The influence of international 
trade on economic growth has been extensively studied by Marin (1992). Marin 
analysed whether a link between exports and productivity exists. To demonstrate 
this, co-integration and Granger causality techniques were applied. Using four 
OECD countries, his results suggest that exports Granger-cause productivity; 
consequently, the hypothesis of export-led growth cannot be rejected. Recent 
research has also found that tourism has encouraged economic development in 
many countries.1 For this reason, the study of the potential complementary rela-
tionship between flows of goods and international tourism could be of major 
interest, since such a relationship could promote economic growth.
	 In this chapter, the empirical relationship between tourism and trade is 
explored. With this objective in mind, the link between tourism and trade is 
studied for the case study of the United Kingdom. In this case, a longer data set 
allows us to analyse whether trade and tourism are co-integrated. Again, the rela-
tionship is tested in a long-run perspective. The results suggest a long- and a 
short-run significant relationship between tourism flows and international trade.
	 The chapter is organized as follows. In section 6.2, the literature and the 
reasons for the reciprocal relationship are presented. In section 6.3, the so-called 
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integrated world economy approach is used to describe two basic effects of 
tourism on trade: a shifting consumption and a biased consumption effect. 
Section 6.4 investigates the existence of a long-run and a short-run relationship 
between tourism and trade in a case study of the United Kingdom. Finally, in 
section 6.5, some conclusions are drawn.

6.2  The links
In this section, the literature about the relationship between tourism and trade is 
analysed. Previous work is reviewed in order to present some suggestions that 
could explain the causes of the relationship between trade and tourism.
	 First, we present several explanations of how trade can promote tourism. If we 
consider business travel, this type of travel may motivate other people (particularly 
friends and relatives of those who are involved in business) to take holiday or 
pleasure trips to the destinations concerned.2 Moreover, the direction of causality 
in the sense that ‘trade causes tourism’ can be shown, as business travel is required 
to begin and to maintain the international trade of goods and services.
	 Transactions and dealings between countries create interest among consumers 
not only about the products but also about the source countries of the goods, and 
this may subsequently lead to a surge in the flow of holiday visits to these coun-
tries. Furthermore, international trade requires infrastructure and conditions, 
such as transport, currency exchange, knowledge of the language, etc., that also 
promote tourism. Finally, another reason to explain the relationship ‘trade causes 
tourism’ is that tourists may want to find in the tourist destination the same prod-
ucts that they consume in their own country; therefore, imports could promote 
tourist arrivals.
	 Second, to explain the opposite relationship, we suggest some reasons for 
why tourism causes trade. The literature points out that the influence of travel on 
trade might result from several causes: for instance, (1) via direct, indirect and 
induced impacts on production; (2) by facilitating commercial relations when 
information failures occur (Aradhyula and Tronstad, 2003) or (3) through 
foreign direct investment via business travel; and (4) growing the market size of 
the foreign country in the presence of increasing returns.
	 If we concentrate on business travel alone (visitors who travel mainly for busi-
ness purposes), the idea is quite straightforward. Business visitors travel to a tourist 
destination to buy or sell certain products. Therefore, successful business trips 
directly create a flow of exports and/or imports in subsequent periods. However, 
visitors with other motives can influence trade as well. International visitors for 
pleasure or on holiday may identify business opportunities that could lead to either 
exports or imports in subsequent periods. Moreover, tourists may consume certain 
types of goods that are not produced in the tourist destination (and therefore have 
to be imported), leading to a surge in import requirements for that country.
	 An additional reason is described in more detail in the following section: 
tourism implies a shift in consumption from visitors’ country of origin to the 
tourist destination. Thus, tourism and trade can present a relationship of 
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complementarity or substitutability, depending on the good being importable or 
exportable. Moreover, we can recognize that the consumption pattern in tourism 
destinations is different, thus affecting the volume of international trade.
	  Up to this point, we have presented some suggestions given in the literature 
on the relationship between trade and tourism. However, few papers have 
focused on the empirical analysis of this relationship. Some empirical evidence 
in favour of the existence of a bilateral relationship between tourism and trade 
flows has been found.
	 Kulendran and Wilson (2000) investigate whether there is a relationship 
between international trade and tourism using Australian data. By applying co-
integration techniques and Granger causality tests, their paper finds support for a 
bilateral link. In related work, Khan et al. (2005) analyse the empirical connec-
tion between trade and tourism using data from Singapore. They found a strong 
link between business visits and imports.
	 Chul et al. (1995) and Eilat and Einav (2004) estimate a model for tourist 
demand where international trade is considered as one of its determinants. In 
both papers, the results show that international trade is relevant in explaining 
tourist demand, and hence it is suggested that there is a relationship in the sense 
‘international trade causes tourism’. In a similar way, Turner and Witt (2001) 
analyse tourist demand and find that international trade is one of the main deter-
minants for business trips.
	 In the literature, several papers study the relationship between trade and 
tourism for some products or specific regions. Aradhyula and Tronstad (2003) 
suggest that there is a role for government agencies to play in overcoming imper-
fect information related to trade opportunities through facilitating exploratory 
business ventures and tourist visits. Easton (1998) studied whether Canadian 
aggregate exports are complementary or substitutive to tourist arrivals. The study 
finds ‘some evidence of substitution of Canadian exports for tourist excursions 
to Canada’. Finally, Fischer and Gil-Alana (2005) focus on the case of German 
imports of Spanish wines, finding that tourism has a positive effect on imports.

6.3  An illustration of the relationship between trade and 
tourism
Turning to a direct effect of tourism on international trade, we can recognize that 
tourism implies a shift of consumption from visitors’ country of origin to the 
tourist destination. In this section, two direct effects of tourism on trade are illus-
trated. (1) The shifting consumption effect provides both a complementarity and 
a substitutability nexus between trade and tourism. If consumption switches 
from the home country to the foreign country, tourism increases the supply 
excess in exportable goods and reduces the demand excess in importable goods 
in the home country. Thus, tourism and trade can present a relation of comple-
mentarity or substitutability depending on whether the good is importable or 
exportable. (2) The biased consumption effect achieves a switch in the consump-
tion pattern in tourism destinations.
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	 To illustrate these effects, the so-called integrated world economy (IWE) 
approach is used.3 Both the integrated world equilibrium and the trading equilib-
rium in a 2 × 2 × 2 model are represented in Figure 6.1. The dimensions of the 
box diagram are the world factor endowments, labour and capital. The integrated 
world equilibrium is given by a vector of prices and an allocation of resources 
OQ = O′Q′ to the most capital-intensive good (manufactures) and O′Q = OQ′ to 
the most labour-intensive good (food). Then, the lower-left corner at O is the 
origin for representing factor endowments of the home country, and the upper-
right corner at O′ is the origin for representing available quantities of factors of 
the foreign country. Suppose that point E measures the distribution of factor 
endowments in the international economy. In this way, the home country is 
capital-rich and the foreign country is labour-rich. Factor price equalization takes 
place in the parallelogram OQO′Q′.
	 If YY′ represents the budget restraint with slope w/r, i.e. the relative price of 
labour, the intersection point C of YY′ with the diagonal of the box divides the 
diagonal into two parts, OC/O′C being the relative GDP of the home country. 
Provided that preferences are assumed to be identical and homothetic, both parts 
of the diagonal represent the factor content of consumption in both countries. 
The factor content of net trade is given by vector EC. The pattern of trade in 
terms of goods is easily obtained by drawing the vectors parallel to OQ and QO′ 
through E (and C). The exports of manufactures (net if it is a differentiated good 
in a monopolistic competition model) of the home country are measured by 
vector QmCm

0
, and its imports of food are measured by QfCf

0. The pattern of trade 
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Figure 6.1 � The shifting-consumption effect of tourism on trade.
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is explained by the factor proportions theory – that is, the home country is rela-
tively capital-rich and exports manufactures that are capital-intensive.
	 Now, assuming one-way tourism from the home country to the foreign country 
and maintaining the assumption of identical preferences, we can examine tourism 
by measuring the consumption of visitors from the home country to the foreign 
country through the vector, say C′C. So, people of the home country consume a 
factorial content OC′ in their own country and C′C as visitors in the foreign 
country. Obviously the total consumption of both goods in the home country is 
reduced and it is increased in the foreign country. OCm′1 and OCf′1 represent con-
sumption of manufactures and food in the foreign country, both by residents and 
non-residents. The result is that the registered trade in the home country is charac-
terized by smaller imports of food QfCf

1 and greater exports of manufactures 
QmCm

1. Now the factor content of trade is given by EC′.4
	 The pattern of trade can be explained by the factor proportions theory, but the 
volume of imports and of exports are modified by tourism flows. For the country of 
origin of tourists, tourism is revealed as complementary for exports and substitutive 
for imports. For the foreign country, the direction of the relationship is the opposite.
	 The biased consumption effect is presented in Figure 6.2. In order to focus on 
this effect, this figure is constructed assuming balanced flows of tourists (i.e. 
C′′C = CC′). Let C′A = BC′′ be the factor content of consumption by home-
country people in the foreign country, and C′′A = C′B represent the consumption 
by foreign-country people in the home country.5 The sum of both vectors equals 
C′′C′, assuring clearing of markets.
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Figure 6.2 � The biased-consumption effect of tourism on trade.
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	 Point A represents the division of world consumption between residents in the 
home country and residents in the foreign country, while point B shows the distri-
bution according to a territorial criterion (i.e. between consumption within the home 
country and consumption within the foreign country). This last division must be 
taken into account in order to determine the exports and imports of each country.
	 As can be observed in Figure 6.2, both exports and imports are increased by the 
biased consumption effect. Since tourists are biased towards goods exported from 
their country of origin, tourism and trade are complementary. It can easily be 
checked that if the bias is the contrary one, tourism and trade are substitutive. 
Therefore, if tourists modify their pattern of purchases in the destination, the 
pattern of trade is affected. This influence on trade can reinforce or reduce the 
shifting consumption effect. Under unbalanced tourism and asymmetrical behavi-
our of consumers, the net result depends on the relative importance and the sign of 
each effect (the shifted consumption effect and the biased consumption effect).
	 To summarize, trade and tourism can be connected by several links. More 
direct links can be illustrated by the IWE, considering that tourism means a shift 
in consumption from the origin to the destination of tourists.

6.4  Empirical analysis
In this section, the case study of the United Kindom is used to carry out the 
Granger causality test augmented with the error correction mechanism (ECM) in 
order to analyse the relationship between trade and tourism. The ECM implies a 
co-integration relationship between the variables. Hence, the long-run equilib-
rium relationship and the short-run causality can be tested in this section. More-
over, we present the impulse–response functions, which help to support the 
findings of the Granger causality tests.
	 The United Kingdom is an important travel destination, as well as being a 
major source of tourists. So, the main reasons for choosing the United Kingdom 
are (1) the availability of data for a long-run analysis, and (2) the fact that the 
United Kingdom is a very open economy with an important tourist sector. 
Tourism makes a major contribution to the UK economy. According to the 
Office for National Statistics, the travel and tourism industry was expected to 
contribute directly 3.4 per cent to GDP in 2008. At the same time, the share of 
this sector in the total employment was expected to be 8.6 per cent.
	 With regard to tourist data, we use monthly tourist arrivals (At), tourist 
departures (Dt) and total tourism (TTt), as the sum of arrivals and departures, 
from January 1980 to February 2007. These data are obtained from the Interna-
tional Passenger Survey (IPS). Regarding the trade data, we consider exports 
(Et), imports (It) and total trade (Tt). Trade data are obtained from the Direction 
of Trade Statistics of the International Monetary Fund (IMF ). All data are sea-
sonally adjusted applying X12ARIMA, and all variables are logarithms. Table 
6.1 presents the descriptive statistics for all the variables.
	 Figure 6.3 plots the original series of total tourism in the United Kingdom. A 
look at the figure suggests the variable presents an increasing trend. The same 
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features can be observed in the series of total trade, presented in Figure 6.4. This 
pattern could indicate that both variables are I(1).
	 The first step of the analysis is the study of the statistical properties of each 
variable individually. For this purpose, we first implement some classic methods 
to investigate whether the series are stationary I(0) or non-stationary I(1). In par-
ticular, we carry out the augmented Dickey–Fuller (ADF ) test to formally test 
the non-stationarity of trade and tourism flows.
	 As can be observed in Table 6.2, the null hypothesis of a unit root cannot be 
rejected at the 1 per cent significance level for all variables. This result implies 
that all series are integrated of the same order, and hence we can analyse the co-
integration between variables.
	 As was mentioned above, the main objective of this chapter is to analyse the 
causal link between trade and tourism and its long-run relationship. The classical 
model to study the causality is the vector autoregression model (VAR). The 
VAR can be written as:

Eq y y y ut i t ii

p
i t ii

p
t. :1 1 1 11 1 21 1∆ ∆ ∆= + +−= −=∑ ∑α β

Eq y y y ut i t ii

p
i t ii

p
t. :2 2 2 11 2 21 2∆ ∆ ∆= + +−= −=∑ ∑α β 	 (6.1)

Table 6.1  Descriptive statistics

Variable Obs Mean Std Dev. Min Max

Exports 326   9.4838 0.2405   8.9676 10.1952
Imports 326   9.6352 0.2845   9.1078 10.3274
Total trade 326 10.2566 0.2618   9.7328 10.9604
Arrivals 326 14.2934 0.3125 13.6841 14.8886
Departures 326 14.9294 0.4276 14.1068 15.6239
Total tourism 326 15.3572 0.3847 14.6451 15.9947

Tourism
16.0

15.8

15.6

15.4

15.2

15.0

14.8

1980 1985 1990 1995 2000 2005

Figure 6.3 � Total tourism, United Kingdom.
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where y1t and y2t are the endogenous variables, both integrated of order 1, p is the 
lag length and u1t are u1t are the residuals.6 Following Granger (1988), if y1t and 
y2t are both I(1) and are co-integrated, then they can be represented by an error 
correction mechanism (ECM). As a consequence, either ∆y1t, ∆y2t or both could 
be caused by ECMt–1, being ECMt = y1t − α − βy2t, which is a function of y1t and 
y2t–1. Thus, the omission of ECMt–1 from the VAR would imply misspecification 
and the OLS method being biased.
	 For that reason, the VAR should be redefined as a dynamic multi-equational 
model augmented with the error correction mechanism (VECM). The equation 
system (6.1) is rewritten as a new system of equations such as

Eq y y y ECM ut i t ii

p
i t ii

p
t t. :1 1 1 11 1 21 1 1 1∆ ∆ ∆= + + +−= −= −∑ ∑α β γ

Eq y y y ECM ut i t ii

p
i t ii

p
t t. :2 2 2 11 2 21 2 1 2∆ ∆ ∆= + + +−= −= −∑ ∑α β γ 	 (6.2)

11.0

10.8

10.6

10.4

10.2

10.0

9.8

1980 1985 1990 1995 2000 2005

Trade

Figure 6.4 � Total trade, United Kingdom.

Table 6.2  Augmented Dickey–Fuller test

Variable Constant Trend

Exports 0.84 0.01
Imports 0.95 0.15
Trade 0.91 0.03
Arrivals 0.90 0.14
Departures 0.74 0.43
Total 0.90 0.52

Note
MacKinnon approximate p-value.
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By doing this, we can analyse not only the co-integration between variables but 
also the Granger causality between them, which implies short-run causality and 
give us the direction of the relationship.
	 System (6.2) allows us to test two different hypothesises. The first is related 
to co-integration where the null hypothesis is H0: γ1 = 0 or H0: γ2 = 0 in equations 
(6.1) and (6.2) respectively. We use a chi-square statistic as χ(p), where p is the 
number of coefficients estimated in each equation, in this case p = 1. The rejec-
tion of the null hypothesis indicates that both variables are co-integrated. Sims et 
al. (1990) interpret this hypothesis as long-run neutrality, while Corradi et al. 
(1990) consider the rejection of the null hypothesis as the existence of a long-run 
equilibrium relationship.
	 The second hypothesis that can be tested is the presence of short-run 
causality. So, in the first equation of system (6.2) the null hypothesis is 
H0:  β11 = . . . = β1p = 0, while in the second equation the null hypothesis is 
H0:  α21 = . . . = α2p = 0. In this case, the statistic is distributed as χ(p), with p 
being the lag length of the VECM. The rejection of the null hypothesis implies 
the existence of a short-run causality in the sense of Granger (1981).
	 Tables 6.3–6.5 present the results of the estimation of the VECM for various 
relationships. These tables contain the estimations of VAR parameters, the 
ECM parameter, the long-run parameter, the χ2-test statistics and R2. We also 
apply the Lagrange multiplier test, and find that there is not a residual 
autocorrelation.
	 As can be observed, the ECM is significant in all cases in at least one way. 
These results imply that tourism and trade are co-integrated, and hence a long-
run relationship exists between them in at least one direction. Furthermore, coef-
ficient β obtained from ECMt = y1t – α – βy2t, is significant and positive in all 
cases. As a consequence, tourism and trade seem to be complementary.
	 Regarding the short-run causal nexus, the tables show the results associated 
with Granger tests. These results support a short-run link between trade and 
tourism. However, the most consistent direction in this relationship is from trade 
to tourism. It can be observed how for almost all the cases (eight out of nine) 
there is a short-run causal relationship in the sense ‘trade causes tourism’. For 
the opposite relationship, the effects of tourist departures on exports, imports and 
total trade are near to significance.
	 Thus, the short-run causal relationship is the sense trade causes tourism. 
Earlier in the chapter, we suggested some channels through which this relation-
ship might go. For instance, business travel is required in order to begin and to 
maintain the international trade of goods and services, and transactions and 
dealings between countries create interest among consumers about the source 
countries of the goods, interest that may subsequently lead to a surge in the flow 
of holiday visits to these countries. Moreover, international trade also requires 
some infrastructure and conditions that promote tourism. The evidence in 
favour of a relationship between tourist departures and trade can be explained 
from the effects studied by the IWE and by successful business trips that can 
create flows of trade.
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	 Finally, to complement the results obtained from the Granger causality test, 
the impulse–response functions are estimated. Impulse–response functions are 
computed to give an indication of the system’s dynamic behaviour. Also, an 
impulse–response function shows how a variable in the VECM system responds 
to a single 1 per cent exogenous change in another variable of interest.
	 Figures 6.5 and 6.6 illustrate the estimated impulse–response function for 
eight months. Figure 6.5 represents the response of total tourism to a 1 per cent 
exogenous shock in total trade while Figure 6.6 represents the opposite relation-
ship. It can be observed how in both cases an exogenous shock has an effect on 
the other variable and also that this effect appears to die down very quickly. Spe-
cifically, the shock in trade has a greater influence on total tourism during the 
next few months than it does over longer-term horizons. The same happens for 
the case of a shock in total tourism.
	 Generally, the results of the impulse response functions for the variables in 
this study are consistent with the results obtained from the Granger causality test 
that suggest evidence of a nexus between trade and tourism.

6.5  Conclusions
In this chapter, empirical evidence for a relationship between tourism and trade 
is provided. Several ways through which the link can go are described. For 
instance, tourism implies shifting the consumption from the country of origin of 
visitors to the tourist destination. Moreover, tourists modify the consumption 
pattern with respect to one of their countries. This could directly change the 
volume of trade. Other links between tourism and trade are explored.
	 The empirical analysis used two approaches. We analysed both the co-
integration or long-run equilibrium relationship and the short-run causality 
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Figure 6.5 � Impulse(trade)–response(total tourism).
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applying Granger causality tests. The results suggest a long-term nexus between 
tourism and trade. Though evidence of a two-way relationship is found, when 
the short-run nexus is tested it is mainly in the direction ‘trade causes tourism’.
	 In all cases, a complementary link between tourism and trade is obtained. 
Since growth theory provides that trade (and tourism as a kind of trade) pro-
motes growth via increased market size, this effect can be encouraged by a virtu-
ous complementary relationship between international flows of tourists and 
international trade.
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Notes
1	 See, for instance, Balaguer and Cantavella (2002) for the case of Spain and Oh (2005) 

for the Korean economy.
2	 Ledesma et al. (2001, 2005) consider the hypothesis that repeated purchases in tourism 

markets could be considered as a consequence of asymmetrical information problems. 
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The willingness to return increased with the number of previous visits, the degree of 
satisfaction declared by visitors, and when the sources of information about the desti-
nation were from relatives, friends and previous visits.

3	 See Dixit and Norman (1980), Helpman and Krugman (1985) and Krugman (1995) for 
a description of this approach used in the international trade theory.

4	 If tourism occurs in both directions, these relationships are diminished. In the limiting 
case of balanced tourism, trade data would reveal independence between tourism and 
trade.

5	 Note that both vectors have to fall into the diversification cone, since manufacture and 
food are consumed in the tourist destinations.

6	 In order to define the VAR, it is necessary to determine the optimum lag to assure that 
residuals are white noise. A reduced number of lags could impede the adequate captur-
ing of the dynamics of the series. An excessive number of lags could lead to a loss of 
degrees of freedom in the estimation. The number of lags considered is three, accord-
ing to the Akaike information criterion and the final prediction error. Furthermore, a 
number of three lags ensures the absence of autocorrelation since the hypothesis of 
absence of autocorrelation cannot be rejected at 5 per cent when the Breusch–Godfrey 
test is computed.
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7	 Evaluating labour productivity of 
diversifying rural tourism
Evidence from Japan

Yasuo Ohe

7.1  Introduction
Activities in rural tourism have been diversifying and some of these activities 
have grown into a firm market. There has been little investigation conceptually 
and empirically from an economic perspective on the relationship between 
endogenous utilization of rural resources, including agriculture and actual rural 
tourism activities. However, there have been intensive analyses of farm and rural 
tourism from various disciplines (Bryden et al., 1993, for the British, French and 
German cases; Maude and van Rest, 1985, Hoyland, 1982, Evans and Ilbery, 
1989, 1992a, b, for the British; Pevetz, 1992, and Pichler, 1991, for the Austrian; 
Oppermann, 1997, for the German; Vanslembrouck et al., 2005, for the Flemish; 
Ohe and Ciani, 1998, for the Italian; and Ohe, 2008a, 2010, for the Japanese 
case), as well as anecdotal reports (Nakamichi, 2003).
	 Rural tourism’s endogenous utilization of rural resources increases in impor-
tance in this context. Sustainable development of rural tourism depends on how 
the rural side will be able to respond appropriately to emerging new social 
demands for recreational and educational functions of agriculture and the rural 
environment. Exploration of these functions will lead to the establishment of 
new roles for agriculture and the countryside and eventually to diversification of 
rural tourism activities.
	 Thus, bearing in mind the characteristic of rural tourism as a labour-intensive 
service activity that differs from the production of traditional farm products, it is 
necessary to examine the factor input relationship of human resources and utili-
zation of rural resources and to clarify conditions for the viable development of 
new markets for these services. For this purpose, we should evaluate each activ-
ity involved in rural tourism, not rural tourism in general. Hall et al. (2004) deal 
with rural tourism from the aspect of sustainable business, and Hall and Richards 
(2000) approach it from community development aspects. Fleischer and Tch-
etchik (2002) take the approach of the production function and Vanslembrouck 
et al. (2005) and Ohe (2007, 2008b) deal with the relationship between multi-
functional aspects of farming and rural tourism. Robinson et al. (2000) and 
Pender and Sharpley (2005) study management issues. None of these studies, 
however, has fully addressed the necessity mentioned above.
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	 This chapter, thus, first conceptually characterizes rural tourism activity in 
comparison with past farm products resulting from rural resource use and gives 
a basic framework with which to conduct an empirical evaluation of the state of 
market formation of rural tourism activity in Japan. Second, we examine the 
relationship between utilization of rural resources and rural tourism. Third, we 
estimate the marginal labour productivity of rural tourism activities and examine 
the formation of the market for rural tourism in connection with the utilization of 
rural resources. Finally, we consider policy implications for the development of 
rural tourism.

7.2  Conceptual considerations
Recently, there has been a trend towards rising demand for rural tourism, rural 
amenities and the educational function of the rural heritage and environment, 
which are generalized as components of multifunctionality of agriculture (for 
multifunctionality, see OECD, 2001, 2003; Brower, 2004; van Huylenbroeck 
and Durand, 2003). The rural indigenous environment and heritage are reflected 
in this new demand. In this context, there is commonality with the traditional 
products in terms of products made from rural resources. Nevertheless, this is 
not the demand for traditional farm products per se, but a different demand 
emerging as a new market resulting from social development.
	 The following points explain how new market goods and services differ from 
past products. First, these new social demands for recreational and educational 
purposes have characteristics of service goods in addition to farm-processed 
products. Second, these new services have the positive externality typically 
observed as multifunctionality due to the initial stage of the market formation 
and partly to their characteristic of being public goods such as maintenance of 
cultural heritage, biodiversity and cultural diversity, and educational effects with 
regard to these aspects and the rural environment. The woodland and grassland 
adjacent to agricultural settlements, called ‘Satoyama’ in Japanese, and the 
terrace paddy are the most typical traditional rural resources that are now attract-
ing increasing attention for this purpose in Japan (Takeuchi et al., 2003). There-
fore, we need to position services related to these resources as a new market.
	 In Figure 7.1, D symbolizes the demand line for a rural tourism service and 
MC the marginal cost line measuring the quantity of farm products by farm and 
rural resources horizontally and the value vertically. To simplify the discussion 
here, other things being equal, only labour input is considered because these prod-
ucts require intensive labour input. Figure 6.1 has two kinds of marginal cost 
lines, owing to the existence of positive externality: MC represents the farmer’s 
private marginal cost line and SC represents the social marginal cost line.
	 In taking into account the newness of markets, I shall consider two cases: one 
is at the initial stage of market formation (initial stage), and in the other case the 
markets are already formed (evolutionary stage). First, suppose an activity 
having a market at the initial stage and the market equilibrium is attained at point 
eg (activity level ok). The price eg is low and slightly higher than the break-even 
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level xo (= ak), and the market size is small. If this activity has positive external-
ity to society, then the social optimal point is achieved at en. The price at en, 
however, is lower than the break-even price ak. This point, therefore, is not a 
private optimal point for farmers. A typical example of this case is when farmers 
provide these services free of charge or only recover the costs of materials. The 
cause of this phenomenon is considered to result from asymmetric information 
in that people do not know these services provided by farmers well and thus in 
general do not recognize these services as an object of payment, but think of 
them as a kind of free externality. Another reason is that farmers themselves 
often think of these services as a kind of volunteer activity, and the traditional 
rural mentality tends to avoid talking about the issue of money. In this respect, it 
is considered to be a market in which the rational factor input relationship to be 
reflected upon has not yet been established. In this context, the activity is not 
viable and therefore not a sustainable activity. In that case, it is rational for 
farmers not to be involved on a full-time basis, but on a part-time basis at most.
	 The evolutionary case is that a market has been formed. Point ep is a private 
optimal point if externality does not exist. If externality exists, then the social 
optimal point is es. When farmers are not compensated by society for the exter-
nality they produce, es is not an optimal point for farmers, but ep is. Unless 
farmers are paid for tes – that is, the vertical difference between MCb and SCb – 
the unit of externality they produce, es, is not optimal for farmers. Thus, in terms 
of the factor input relationship, farmers’ rational choice is to stay at ep. However, 
this is not socially an optimal point, although the gap between MCb and SCb 
narrows more than that between MCa and SCa (  fen > tes) because some of the 
externality has already been internalized in the development of the market.
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	 To attain socially optimal resource allocation, a subsidy such as the direct 
payment programme will be effective for the moment, as implemented in EU 
countries and Japan. In this respect, it is true that the direct payment programme 
gives an incentive to farmers to maintain the activity level at or and to internal-
ize the externality, to some extent, into the farm business. Nevertheless, because 
direct payment is a product of the political process and there is difficulty in accu-
rately measuring externality, this programme does not always guarantee the 
achievement of internalization. Unless the new activity becomes economically 
viable, externality is not internalized essentially. In short, this is a limitation of 
the multifunctionality perspective. Put differently, the multifunctionality per-
spective can underpin direct payment, but cannot always sustain the success of 
rural tourism activity. This is why it is necessary for farm policy to promote 
rural tourism by way of internalization of the externality into the farm business.
	 If farmers try to internalize the externality by their managerial efforts, the 
MCb line will shift to the SCb line. Eventually, when MCb overlaps SCb, both 
social optimal and private optimal resource allocations are attained all at once 
(es*). What is important here is that this process inevitably activates a way of 
utilizing rural resources effectively and uniquely. It is safe to say that this is an 
endogenous innovation in utilization of rural resources. It is an empirical issue to 
evaluate how these managerial efforts are reflected upon in the outcome of rural 
tourism activities.
	 As has been mentioned, the positive connection between rural resources and 
rural tourism is not established without necessary conditions being met. It is not 
enough to evaluate the formation of a market by evaluating simply the relation-
ship between rural resources and activities of rural tourism. Therefore, I shed 
light on the supply side of rural tourism by paying attention to the following two 
points under the assumption that the demand conditions are constant.
	 The first point to look at is the factor input relationship, to judge whether a 
market is formed and viable. This is because rural tourism is not a service for 
which the market is already established. Thus, if we observe the state of a factor 
input relationship in the market, we then can recognize whether the market is 
formed and viable. I focus on labour as an input factor because endowment of 
rural resources and rural culture embodies labour, and rural tourism involves 
labour-intensive services. Also, although capital, too, is an important input, data 
are not available.
	 However, we cannot recognize the managerial effort of internalization, nar-
rowing the gap between SC and MC, from the estimation results of production 
elasticity because production elasticity only shows that private optimal behavi-
our is taken. Thus, we need to consider the second point.
	 In the second point, we estimate supply shift effects to evaluate the relation-
ship between endogenous utilization of rural resources and rural tourism. There 
are two kinds of causes of supply shift: internal factors that farmers can control, 
and external factors that farmers cannot control, such as external technological 
innovation. What we mainly focus on are internal factors such as labour 
conditions for agricultural production, richness of traditional food culture and 
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activities for utilization of rural resources, etc. For instance, the value of the 
terrace paddy, despite its having been considered a low-productivity area and 
often being abandoned, has now been rediscovered and maintained in an innov-
ative way in cooperation with urban dwellers who want to enjoy farming and the 
rural heritage. Newly developed products processed on the farm, rural cuisine 
and a farming experience menu are also included in this category. If we detect 
any shift effect from these factors, we can say that these factors represent mana-
gerial efforts by farmers and local residents to narrow the gap between MC and 
SC.
	 All of these aspects are empirical questions to be tested.

7.3  Analytical model
Keeping in mind the above aspects, I set up a simple analytical model that has 
two parameters of labour input: Wf and Wt. These parameters basically give 
information on full-time and part-time labour and the factor input relationship 
from the level of significance, hence whether a market for each activity is formed 
or not and the local employment effect. Another parameter is to determine the 
supply shift effect: X.

Y = F(X, Wf, Wt)	 (7.1)

where Y = sales of rural tourism activity, X = endogenous innovation of rural 
resource use, Wf = full-time labour input and Wt = part-time labour input.
	 We interpret the formation of a market from the two parameters of labour 
input as summarized in Table 7.1. If neither multicollinearity nor heteroscedas-
ticity exists, the parameters of labour are classified into four types, sequentially 
indicating the degree of market formation.
	 In case 1, neither of the two labour parameters is statistically significant, 
which indicates that the factor input relationship does not exist. This means that 
the activity is not viable, which corresponds to point en in Figure 7.1. In case 2 
and case 3, only one of the two parameters is significant, meaning that the 
market is partially formed and viable. In case 2, only the parameter of part-time 
labour is significant, so it can be said that this market is at the part-time stage. 

Table 7.1  Relationship between the viability of a market and statistical significance

Case Parameter of full-time 
labour 

Parameter of part-time 
labour 

Viability of market

1 NS NS None
2 NS S Partially viable
3 S NS Partially viable
4 S S Yes

Note
S, statistical significance; NS, not significant
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Case 3 is the stage at which we observe a factor input relationship only in full-
time labour, while the market size is not large enough to hire part-time labour. 
These two cases are considered being partially established and/or small size 
markets, which correspond to point eg.
	 In contrast, case 4 has two significant parameters, which indicates that a 
factor input relationship is formed and viable for both types of labour and con-
sequently indicates that the local employment effect is the highest among the 
four cases. Case 4 corresponds to point ep in Figure 7.1.
	 In addition to the two parameters with significance, if we observe a signific-
ant parameter of the supply shift effect endogenously caused by innovative utili-
zation of rural resources, then externality is internalized resulting in the shift of 
MCb to SCb and the optimal internalization is attained at es*.

7.4  Data
In terms of data on rural tourism, since there are no regular official data and 
limited data availability in general, data pooling and linkage with several sources 
of data are effective and necessary. I combined data as follows.
	 I obtained the main data on rural tourism activity from a survey on the Organ-
ization for Urban–Rural Interchange Revitalization in 2003, ‘Data on Survey 
Results on Socio-economic Activity of Public Green Tourism Facilities’, 
reported by the Committee for Understanding the Structure and Function of the 
Green Tourism Market published in 2004. This survey focused on public facili-
ties, and the published data are aggregated at the prefectural level, which is a 
limitation of these data. This does not mean that private activities are omitted in 
this survey, because an activity itself is operated by local residents, including 
farmers, in public facilities. Surveyed were the amount of sales for each activity, 
wages paid to full-time and part-time labour, and the number of employees as of 
2002. Regarding factor input, no data other than those on labour are available. 
Although the data constraints are significant, there are no other nationwide data 
on rural tourism.
	 Specifically, the activities surveyed were accommodation, direct selling, res-
taurant operation, recreation (sports, hot springs, aromatherapy, etc.), apprecia-
tion or viewing (visiting rural heritage sites, museums, walking in the 
countryside, etc.), and three experience services (farming, food processing, craft 
work). Experience services and appreciation or viewing have an educational 
function and others have a recreational function. I evaluated these eight activ-
ities. Regarding market size, direct selling accounts for nearly half of the total 
sales from the eight activities and is the largest activity, followed by accommo-
dation (23 per cent) and restaurant operation (16 per cent). These three major 
activities account for nearly 90 per cent of total sales. The remainder are minor 
activities, with 8 per cent of sales from recreation, less than 5 per cent from three 
experience services and 1 per cent from appreciation/viewing.
	 Data on agricultural conditions were obtained from the Pocket Statistics of 
Agriculture, Forestry and Fisheries, MAFFJ, in 2004. Data on local food culture 
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come from ‘Results of Survey on Activities Regarding Succession of Food 
Culture Including Traditional Food and Utilization of Local Farm Products’, 
MAFFJ, in 2002. Unemployment rates in the prefectures were from the Labour 
Survey by the Ministry of Internal Affairs and Communications (MIAC) in 
2002. Average income per capita in each prefecture was obtained from ‘Eco-
nomic Statistics in the Prefectures’ by the Cabinet Office in 2002.

7.5  Correlation coefficients between rural tourism and 
utilization of rural resources
I examined the relationship between the eight activities and utilization of rural 
resources. As indicators of the utilization of rural resources, I take into con-
sideration agricultural conditions, local food culture, facilities and conditions of 
the local economy.
	 Conditions of agriculture and the local economy are not directly connected with 
the MC to SC shift in Figure 7.1, but the local food culture is, because local food 
culture typically represents the richness of rural heritage and cultural diversity of 
the country, and thus it has multifunctional traits and externality. Table 7.2 shows 
partial correlation coefficients between rural tourism and utilization of rural 
resources. Only significant coefficients are listed. Variables of activities took the 
logarithm form to make it possible to compare the results with those of the model 
estimation in the next section. Most of the coefficients are around 0.3, which is not 
high. We mainly look at variables with higher than 5 per cent significance.
	 Three major activities have conditions of agriculture and factors related to 
local food culture to a certain extent. There is a correlation between women’s 
roles in agricultural conditions and direct selling and restaurant operation, 
because of the significant role of women in rural tourism.
	 Accommodation has a positive correlation with village agreement for direct 
payment and the portion of farm households in the village. These facts indicate 
that the cohesiveness of the rural community is important for accommodation 
activity because accommodation activity is often practised as a community busi-
ness in rural Japan.
	 With respect to food culture, as a software aspect, research on how to utilize 
local farm products has a correlation with the three major activities. Another 
interesting software aspect that has a connection with restaurant activity is the 
portion of municipalities where people have a daily habit of eating traditional 
food. This proves the connection between the local food culture and restaurant 
activity.
	 As a hardware aspect, having a traditional Japanese-style facility is related to 
sales by direct selling. Thus, the local food culture has, to a certain extent, a rela-
tionship with rural tourism from both software and hardware aspects.
	 Among conditions of the local economy, average income per capita has a 
negative correlation with accommodation activity. The reason is considered to 
be that remote areas tend to have lower average incomes and give more impor-
tance to accommodation activity than central areas do.
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	 To summarize, I was able to confirm a positive relationship between farm 
women and rural tourism and between traditional food culture and restaurant 
activity. These factors could lead to endogenous innovation. Thus, when one 
controls the factor input relationship of labour, how these endogenous factors 
work needs to be examined, as shown in the next section.

7.6  Estimation model of marginal labour productivity
The estimation model in activity i (i = 1, . . ., 8) is as follows:

Y = ec + aXWf
αWt

β	 (7.2)

Taking the double logarithm of Equation 7.2, then

ln Y = c + aX + α ln Wf + β ln Wt + ν	 (7.3)

where Y = annual sales of activity (10,000 yen), Xi = variable i representing the 
degree of utilization of rural resources, Wf = wage payment of full-time labour 
(10,000 yen), Wt = wage payment of part-time labour (10,000 yen), c = constant, 
ai = shift effect by endogenous utilization of rural resources, α = production 
elasticity of full-time labour, β = production elasticity of part-time labour and 
ν = stochastic error.
	 We look at the eight activities. The explained variable is annual sales for each 
activity. The two explanatory variables of labour input are Wf, wage payment of 
full-time labour, and Wt, wage payment of part-time labour. Parameters α and β 
represent the production elasticity of full-time labour and part-time labour, 
respectively. One must take care to measure the shift effect of revenue instead of 
the supply shift because it is hard to measure the actual supply shift accurately. 
If the supply curve, is elastic, however, one can assume a similar shift effect. I 
take this assumption since rural tourism goods are considered to be more elastic 
than ordinary farm products.
	 Another explanatory variable, X, demonstrates the status of utilization of rural 
resources, and data are obtained from one of the variables in the above correla-
tion analysis because these variables are correlated with each other.
	 The full sample size was 47 prefectures and the estimation method was ordi-
nary least squares (OLS) except when heteroscedasticity was observed. When it 
was observed, then the bootstrap method was used.

7.7  Estimation results

7.7.1  Evaluation of factor input relationship

Table 7.3 shows the results of the estimation. To judge from the smallness of vif, 
there was no multicollinearity problem. Since heteroscedasticity was observed 
in  appreciation/viewing activity, bootstrap estimation was performed. Only 
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parameters of rural resources with statistical significance are listed. First, let us 
look at the overall results and the production elasticity of labour. The results of 
the three major activities (providing accommodation, direct selling and restau-
rant operation) and recreation showed relatively large goodness of fit, and the 
two parameters of labour were both positive and statistically significant – the 
supposed results of a factor input relationship and corresponding to case 4. 
Activity-wise, direct selling and accommodation have the larger full-time para-
meters while restaurant activity has the larger part-time parameter. In service 
activities such as restaurant operation, sales will be determined by how to cope 
with fluctuations in daily or weekly demand. For this purpose, waiting staff will 
play an important role. This is why restaurant activity has the higher part-time 
parameter.
	 To summarize, among the three major activities, direct selling has the highest 
production elasticity of full-time labour while restaurant activity has the highest 
production elasticity of part-time labour. In any case, these three major activities 
as well as recreation have a firm factor input relationship, hence these facts 
prove that the markets for these activities have been established and that they 
have a larger employment effect than the other activities. These four activities 
commonly have a recreational characteristic.
	 We cannot, however, observe any apparent shift effect caused by software 
aspects with regard to utilization of rural resources with up to 5 per cent signifi-
cance. Only recreation activity has a positive shift effect caused by the number 
of activities utilizing local farm products in local food (with 10 per cent signifi-
cance). There is no shift effect in accommodation, while there is a negative shift 
effect between the jobless rate and restaurant activity. This result suggests that 
the restaurant business depends on local purchasing power, which is provided by 
income. Direct selling has a shift effect by the hardware aspect, indicating that a 
traditional Japanese-style facility is effective in raising sales at direct selling sta-
tions. Strictly speaking, however, this is not exactly revitalized or innovative uti-
lization of rural resources.
	 Thus, while I observed a positive correlation between sales and rural 
resources, I could not observe a noteworthy relationship between them with a 
high degree of significance. A likely explanation is that even if a region has rich 
and diverse local resources as well as food culture, the effects of an endog-
enously innovative way of rural resource use will not be sufficient to create a 
shift effect that generates internalization of externality even if such a cultural 
background has already been reflected in labour itself to some extent.
	 The results of other activities show lower goodness of fit and only one of the 
two labour parameters has significance; only full-time labour parameters have 
significance in craft and appreciation/viewing, and these parameters indicate rel-
atively higher production elasticity. This single parameter with significance 
means that the market is not large enough for employment of both full-time and 
part-time labour even if it is not small enough to be managed only by part-time 
labour. Craft exactly fits this example, owing to its requirement of specialized 
techniques. The full-time parameter in appreciation/viewing is greater than unity, 
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which suggests economy of scale in this activity. In the case of ordinary tangible 
goods, labour is the operating input that has no economy of scale. On the con-
trary, in the case of appreciation/viewing, providing an explanation of the exhi-
bition can be elastic in terms of acceptance of numbers of visitors so that 
economy of scale can work easily.
	 Food processing and farming experiences have neither full-time nor 
part-time parameters with significance up to the 5 per cent level, but only a 10 
per cent level of significance in the part-time parameter of food processing. 
This means that the factor input relationship and the markets for these services 
have not been established yet, or at most are partially established in food 
processing on a part-time basis. These two experience services are considered 
as being provided not as economically viable services, but rather as collateral-
free services.
	 In short, the educational function corresponds to case 2 or case 3, which indi-
cates a factor input relationship and that markets are partially but not yet fully 
established.

7.7.2  Estimated labour productivity

Calculated marginal labour productivity from the estimation results is shown in 
Table 7.4. For instance, in the case of full-time labour we can obtain marginal 
labour productivity from the formula

α = ln Y/ln Wf = (Wf  /Y )∙(dY/dWf  ) 
   = (employment coefficient)∙(marginal labour productivity)	 (7.4)

	 Production elasticity was obtained by the estimated parameters and the 
employment coefficient by the average of (full-time or part-time wage payment 
in each activity/sales in each activity). Marginal labour productivity is greater 
than unity if dY (marginal revenue) > dWf (marginal cost) due to the value term 
evaluation here. If the estimated parameter did not reach the 10 per cent signifi-
cance level, then we consider that marginal labour productivity is zero.
	 The difference between the two types of activities, i.e. recreational and edu-
cational, is obvious. The three major activities show nearly unity or greater than 
unity, and direct selling has the highest marginal productivity for both types of 
labour input. Roughly speaking, labour productivity in every activity of the rec-
reational function is nearly equal to unity or is greater than unity. This means 
that marginal revenue nearly equals or surpasses marginal cost and that marginal 
labour productivity in direct selling is the greatest among the eight activities 
examined.
	 In contrast, activities with an educational function show less than unity in 
marginal productivity, except for food processing. This means that the marginal 
revenue of these activities is lower than the marginal cost, and therefore we can 
say that these activities are not conducted as rational economic behaviour.
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7.8  Discussion
Now we summarize characteristics of each activity from the estimation results in 
Table 7.5. Direct selling, restaurants and the provision of accommodation have 
relatively larger market and factor input relationships, and therefore are at least 
at a private equilibrium point ep. These major activities have a local employment 
effect. It is considered that there is still, however, a gap between the private mar-
ginal cost and the social marginal cost; thus, we cannot say that the social equi-
librium point has been attained.
	 In contrast, recreation has a small market size and is considered as being at a 
private equilibrium point eg. Appreciation/viewing and the three experience serv-
ices have only a partial factor input relationship, and from the estimated mar-
ginal productivities even private equilibrium has not been attained and only 
externality is provided without receiving its full cost. Thus, it is considered to 
remain at point en, the social optimal but not the private optimal point. The 
market in this state is not viable and thus is not a sustainable situation over the 
long term.
	 In short, we can sum up the findings as follows. The first point is that while 
certain markets have already been established and are viable for those activities 
with a recreational function, the markets for activities with an educational func-
tion remain to be fully established and viable. The second is that endogenous 
innovation in utilizing rural resources remains to be detected.
	 The most probable reasons that I was not able to confirm this endogenous 
innovation are the indigenous nature of the utilization of rural resources and 
the severe constraints on human resources. As a result, let us consider the fol-
lowing four specific factors. First, since this innovation is in the form of soft-
ware, it is often hard to grasp the effect widely, unlike that with widespread 
hardware innovation in farming technology. Second, this effect is partly 
embodied in labour and realized as income for farmers. Third, it has an aspect 
of demand creation. Fourth, there is difficulty in creating endogenous 
innovations.
	 Consequently, it seems that there is still a gap between private cost and social 
cost, meaning that externality is not yet internalized. We can say that rural 
tourism activity in general is undersupplied at an optimal social level. Put differ-
ently, the richness of rural resources that originally exist is not as yet reflected in 
an economic outcome that ensures rural viability.
	 Finally, measures that enable farmers to cover opportunity costs should be 
undertaken for activities that have a mounting demand. This point is crucial for 
improvement of service quality, proper social recognition of roles of these serv-
ices and eventually the sustainable development of the market for these services. 
It is effective to have policy measures that aim at reducing the information gap 
between supply and demand sides and an institutional design for market forma-
tion. In the long run, an integrated programme that induces endogenous innova-
tion for sustainable utilization of rural resources should be given greater 
emphasis.
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7.9  Conclusions
Although rural tourism has reached the stage of diversification, there has been 
little investigation on the viability of these markets for rural tourism. This 
chapter conducted an empirical evaluation of market viability of rural tourism 
activities in Japan. These are the main points revealed.
	 Rural tourism is different from the products that used to be produced at these 
points in that it is made up of service-oriented goods with positive externality 
and includes activities with different market sizes. Direct selling, restaurant 
operation and accommodation are three major activities that account for a large 
share of sales in rural tourism.
	 From an empirical evaluation of market formation of each activity and endog-
enous innovation of rural resource use, the activities of the recreational function 
have full-time and part-time marginal labour productivity with significance while 
the activities of the educational function have only partial marginal labour pro-
ductivity with significance. The markets for these services have not been fully 
established, or the services have not yet become viable activities.
	 I could not confirm the supply shift effect of endogenous innovative rural 
resource use. Overall, it was evaluated that rural tourism in Japan has not 
reached the level of complete internalization of externalities that farmers gener-
ate and is undersupplied at a socially optimal level.
	 Therefore, since rural experience services that have an educational function 
are attracting growing social attention, measures that increase the viability of 
newly formed markets should be undertaken. These measures should be 
developed more intensely as a part of rural tourism policy to ease the informa-
tion gap on rural tourism between the rural supply and urban demand sides and 
to create institutional conditions for capacity building by farmers to promote 
endogenous innovation in the utilization of rural resources.
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8	 Clustering tourism destinations 
by means of composite indices of 
sustainability1

Juan Ignacio Pulido Fernández and  
Marcelino Sánchez Rivero

8.1  Introduction
Twenty years has passed since the United Nations World Commission on 
Environment and Development (UNWCED), the so-called Brundtland 
Commission, drafted its document on sustainable development. Since then, 
sustainability has become a recurrent theme in the policies of most governments 
and international organizations, and of a growing number of firms and other 
social groups. One result has been the great number of projects, tools and 
management models in the field of sustainable development.
	 The process is far from reaching the stage at which changes can be imple-
mented in the current leading model of development. Consequently, the main 
causes of unsustainability still remain (Bass, 2007), even though some of its 
symptoms have been dealt with. Neither has the real need for firm action on 
these problems been accepted by government institutions or the business world, 
or even at the individual level.
	 As the World Tourism Organization (UNWTO) recognizes, progress towards 
sustainability in tourism has been slow (Yunis, 2003: 19), in addition to the 
sector’s late beginning in applying monitoring models. One also observes that as 
yet no model for the design of indicator systems has been created in tourism. 
Instead, indicators have been introduced on the basis of the already existing 
models designed for sustainable development in general (above all, the PSR2 and 
DPSIR3 models).
	 There is general agreement in the literature that one of the main obstacles to 
attaining sustainable tourism is the difficulty in measuring the sustainability level 
that has been achieved by any given tourism destination. This has hindered 
decision-making in the corresponding management processes and made it diffi-
cult to recognize and meet the specific needs of these territories.
	 Although there have been notable advances in the design of indicators in the 
past decade (Bell and Morse, 1999; Miller, 2001; Bartelmus, 2003; Stoeckl 
et al., 2004; Ko, 2001, 2005; Parris and Kates, 2003; Pintér et al., 2005; White 
et al., 2006), the results are still only partial. There is still no agreement on a 
universal list of indicators enabling the comparison of sustainability levels in 
different tourism destinations. This is due in part to the multivariate character of 
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sustainability, together with the difficulty in aggregating the great amounts of 
information required.
	 With respect to tourism, in recent years there has indeed been significant 
progress in the definition of indicators for the sustainable management of firms 
and tourism destinations (Marsh, 1993; Nelson, 1993; Payne, 1993; Manning, 
1999; Twining-Ward, 1999; James, 2000; Miller, 2001; Sirakaya et al., 2001; 
Twining-Ward and Butler, 2002; Vera and Ivars, 2003; Dwyer and Kim, 2003; 
Liu, 2003; Bloyer et al., 2004; White et al., 2006; Blackstock et al., 2006). Their 
application to real cases, however, is still slow and only partial, being restricted 
to specific cases, with almost no expression of generalities.
	 This chapter presents and compares a new methodological approach to the 
creation of a composite index of tourism sustainability that we have named 
the ST INDEX (acronym of Sustainable Tourism Index). Its aim is to resolve the 
lack of aggregate information in tourism sustainability, and to be of aid in 
evaluating management at tourism destinations and in comparing the 
sustainability measures taken by those destinations.
	 The proposed composite index is calculated from a broad system of indicators 
that contribute information about four dimensions of sustainability: economic, 
social, environmental and institutional. The resulting single indicator that syn-
thesizes all this information will facilitate analysis of the situation in tourism 
destinations and decisions made by their stakeholders.
	 The final value of the index will depend on the quality of the system of 
indicators used. But because the same system of indicators is used in calculating 
the ST INDEX for different tourism destinations, it can be used to compare the 
behaviour of these destinations in terms of tourism sustainability.
	 To validate the ST INDEX method, it was compared with other existing 
methods, using the same system of indicators.
	 In the second section, the most recent proposals of composite index design 
are analysed: the Tourism-Competitiveness Monitor and the Environmental 
Sustainability Index. They have gained a certain degree of international accept-
ance and they serve as references for the design of the tourism-sustainability 
composite index that we propose (ST INDEX). Their structures are introduced 
in section 8.3.
	 We propose that the use of weights in the design of a sustainable-tourism 
composite index demonstrates differences among tourism destinations, helping 
the creation of a tourism-sustainability ranking. This proposal is verified in sec-
tions 8.4 and, even more so, 8.5, where results obtained through the different 
methodologies are analysed and the synthetic correlations among methodologies 
compared. The Spanish System of Environmental Tourism Indicators (SSETI) 
was used, and produced sustainability figures for Spain’s autonomous regions 
and enabled these figures to be subsequently compared.
	 Finally, section 8.6 incorporates an additional contribution on the possibilities 
of segmentation of tourism destinations by means of cluster analysis using the 
results of the ST INDEX. The 17 Spanish autonomous regions are classified into 
four exclusive but complementary segments.
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8.2  Methodologies for building composite indices of tourism 
sustainability
The two most recent proposals for constructing composite indices in tourism or 
sustainable development research are the Tourism Competitiveness Monitor of 
the World Travel and Tourism Council (WTTC) and the Environmental 
Sustainability Index of the World Economic Forum (WEF ). Both have gained 
worldwide acceptance.
	 The Tourism Competitiveness Monitor was originally designed to measure the 
level of tourism competitiveness in nearly 200 countries throughout the world. It 
was put into practice in 2001 with 65 tourism-competitiveness indicators 
classified under eight main dimensions: price competitiveness, human tourism, 
infrastructure, environment, technology, tourism openness, social development 
and human resources.
	 Defining a global tourism-competitiveness index is essentially begun by 
standardizing all the indicators, used following the methodological approach 
proposed by the United Nations Development Programme (UNDP). Thus, for 
indicator j in country i, if xij designates the value, its normalized value is given 
by the expression:

y
x x

x xij
ij ij

ij ij

=
− ( )

( ) − ( )
min

max min
	 (8.1)

The indicators thus range in value from 0 to 1. The value 1 corresponds to coun-
tries with the maximum indicator value, and 0 to countries with the minimum 
value.
	 If the relationship between the indicator and the competitiveness measure is 
inverse (the smaller the indicator’s value, the greater the tourism competitiveness), 
the normalization procedure uses expression (8.1) but with the numerator changed 
to max (xij) – xij.
	 With the normalized indicators, the WTTC method defines an aggregate 
index for the eight dimensions of the aforementioned competitiveness. This 
index is a simple sum of the normalized values of each dimension’s indicators:
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where the superindex k (k = 1, 2, . . ., 8) denotes the eight dimensions, and m the 
number of indicators needed to measure every dimension.
	 Finally, in order to facilitate the interpretation and comparison between coun-
tries, the aggregate index of each dimension of tourism competitiveness is 
defined as follows:
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This methodological approach does not synthesize all the information into a 
single competitiveness index. Instead, it considers eight separate aggregate 
indices, each corresponding to one competitive dimension. Two disadvantages 
need to be borne in mind:

1	 The Si
(k) index does not use all the available indicators. Many countries are 

excluded from the overall calculation, owing to the lack of statistical 
information on some indicators.

2	 Each Si
(k) index is obtained as a simple sum of the normalized indicators. 

Hence, the indicators are not weighted in the calculation of the aggregate 
indices.

In an attempt to secure a weighted composite tourism-competitiveness index, 
Gooroochurn and Sugiyarto (2005) define the following aggregate index for each 
dimension:

I
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m

( ) ==
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	 (8.4)

They then use this to calculate a weighted composite index:
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where the weights ωk are calculated from the estimated coefficients of a factorial 
analysis model:
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The proposal thus weights the eight tourism-competitiveness dimensions at 
the  end of the methodological development. The weights of the indicators in 
constructing each aggregate index Ii

(k) remain unknown, however, since these are 
obtained as simple unweighted averages of those indicators.
	 The other initiative that has achieved relative acceptance worldwide, ESI, a 
proposal of the WEF, was designed by the Yale Center for Environmental Law 
and Policy of Yale University and by the Center for International Earth Science 
Information Network of Columbia University. It is obtained from 76 variables 
grouped into 21 environmental sustainability indicators, and calculated for 146 
countries. It analyses five broad categories (environmental systems, environ-
mental stress reduction, reduction of human vulnerability to environmental 
stresses, social and institutional efficiency to respond to environmental 
challenges, and global management). ESI should be interpreted in terms of 
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probability since it ‘quantifies the likelihood that a country will be able to pre-
serve valuable environmental resources effectively over the period of several 
decades’, and ‘it evaluates a country’s potential to avoid major environmental 
deterioration’ (WEF, 2005: 23).
	 In the ESI approach, all variables are normalized in order to facilitate the 
comparison among countries and allow variable aggregation in the indicators. 
Some variables are then transformed before assignation and aggregation. This is 
done by first calculating their skewness as a check of normality. Variables with a 
skewness greater than 2 are then transformed using the base-10 logarithm or 
potential transformations.
	 The final step in this pre-processing of the variables is their winsorization in 
order to eliminate the effect of outliers. In particular, for each variable, values 
exceeding the 97.5 percentile are lowered to the 97.5 percentile value, and values 
beneath the 2.5 percentile are raised to the 2.5 percentile value.
	 Once the winsorized normalized values (z̃ij) of the 76 variables have been 
obtained, the values of the 21 intermediate indicators are calculated as the 
equally weighted average of the z̃ij:

I w z rir j ij
j

p

= =
=

∑ 


1

1 2 21 for , , , 	 (8.7)

where the weights wj are the same for the p variables constituting the r-th inter-
mediate indicator (w1 = w2 = . . . = wp = 1/p).
	 Finally, the ESI is obtained as the also equally weighted average of the 21 
indicators:

ESIi r ir
r
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∑ω
1

21

	 (8.8)

where the weight, ωr, of each intermediate indicator is the same for all 21 
(ω1 = ω2 = . . . = w21 = 1/21).
	 The indices calculated using expression (8.8) are transformed into percentiles 
of the normal distribution in order to facilitate comparison among countries.
	 One observes, therefore, that ESI employs identical weights at the levels of 
both the variables and the indicators. This is because of the global (worldwide) 
character of ESI, notwithstanding the justification for the use of different weights 
in the case of an analysis of a single nation (or even a smaller territorial area):

Our argument for equal indicator weights is based on the premise that no 
objective mechanism exists to determine the relative importance of the 
different aspects of environmental sustainability. At the country level, the 
indicators would almost certainly be weighted differently, but we cannot 
determine a globally applicable differential set of weights that would allow 
a fair comparison between countries. 

(WEF, 2005: 66)
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8.3  A proposal for a tourism sustainability composite index: 
ST INDEX
As an alternative to these two methods, we propose a methodological framework 
based on the use of weights with the basic information of sustainability. The jus-
tification of the proposal is that to consider all indicators as equally important in 
forming a measure of sustainability is not a very realistic way of proceeding. We 
denote the proposed weighted composite index the ST INDEX (an acronym of 
Sustainable Tourism Index).
	 The ST INDEX method uses a factor analysis model to establish each partial 
indicator weight in the construction of the aggregate index. Prior to the estima-
tion of the factor loadings, the range of all the tourism-sustainability indicators is 
normalized following the procedure of the UNDP calculation (which overall 
adopts the WTTC method).
	 After this first stage of normalization, the indicator values are standardized 
(to have means of zero and standard deviations of unity). This transformation, 
prior to model estimation, is usual in statistical packages that implement facto-
rial analysis models.
	 Depending on the proportion of total variance explained, a single factor or 
more than one factor will be considered. After the values of the aggregate index 
of the k-th sustainability dimension as a linear weighted combination of initial 
indicators have been computed, a transformation function is used to facilitate 
interpretation of the obtained values. Finally, the ST INDEX is computed as a 
weighted sum of aggregate indices using a confirmatory factor analysis model.
	 Given the underlying character of each of the sustainability dimensions, the 
factor variables considered in the ST index represent the underlying measure of 
those dimensions. Thus, after the computation of the factor loadings the aggregate 
index of the k-th sustainability dimension for the case where a single factor 
explains a high proportion of the original indicator variances is calculated as:

I Y Y Yk n nk k
= + + +α α α11 1 21 2 1 	 (8.9)

where nk is the number of indicators used to measure this k-th dimension, Yj (for 
j = 1, 2, . . ., nk) is the normalized value of indicator Xj, and αj1 is the correlation 
(or factor loading) between the normalized indicator Yj and the single factor. 
From expression (8.9), it follows that the stronger the relation between an indi-
cator and the underlying dimension quantifiable by the indicator (the k-th dimen-
sion of sustainability), the greater its weight in the calculation of index Ik.
	 At other times, it is necessary to consider more than a single factor to explain a 
high proportion of the Yj variances. The optimal factorial solution is then usually 
the rotated one, where two or more extracted factors are transformed (by an 
orthogonal rotation) to make every indicator strongly correlated to just one of the 
rotated factors. Thus, if m ≥ 2 rotated factors are considered, and with βjr (for j = 1, 
2, . . ., nk; r = 1, 2, . . ., m) designating the correlation between the normalized indica-
tor Yj and the rotated factor Gr one obtains the following intermediate factors:
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θ β β β1 11 1 21 2 1= + + +Y Y Yn nk k


θ β β β2 12 1 22 2 2= + + +Y Y Yn nk k
   . . .	 (8.10)

θ β β βm m m n m nY Y Y
k k

= + + +1 1 2 2 

Since the eigenvalues are in decreasing order, θ1 explains a greater percentage of 
the Yj variances than θ2; θ2 explains a greater percentage of the variances than θ3; 
and so on. This means that the composite index corresponding to the k-th 
tourism-sustainability dimension is obtained as a weighted sum (with decreasing 
weights) of the intermediate indicators of expression (8.10) thus:

Ik m m= + + + +ω θ ω θ ω θ ω θ1 1 2 2 3 3  	 (8.11)

where ω1 ≥ ω2 ≥ . . . ≥ ωm are given by
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and λi
*(i = 1, 2, . . ., m) is the eigenvalue associated with the factor Gi.

	 The resulting index Ik is not usually easy to interpret whether there is a single 
factor (expression (8.9)) or multiple factors (expression (8.10)). In order to 
facilitate the interpretation, the authors propose transforming Ik into a 0 to φ 
range, using Casalmiglia’s transformation function (1990):
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Now it can be argued that the closer the transformed value of Sk is to φ for 
a  given tourism destination, the greater that destination’s (economic, social, 
environmental or institutional) sustainability. And, of course, the more closely Sk 
approaches 0, the lower the sustainability.
	 Finally, to obtain a single composite tourism-sustainability index, we consider 
Gooroochurn and Sugiyarto’s method (2005) to be the most appropriate. Thus, 
the ST INDEX is a weighted sum of the partial composite indices SEC, SSO, SEN, 
and SIN (representing the sustainability dimensions: economic, social, environ-
mental and institutional). The weights are obtained from the estimated coeffi-
cients of a confirmatory factor analysis model as follows:

ST S S S Si ECi SOi ENi INi= + + +ω ω ω ω1 2 3 4 	 (8.14)
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8.4  A measurement to verify the validity of tourism 
sustainability synthetic indices: the composite correlation
The essence of the proposal is how to estimate the different weights for the 
indicators used in constructing the composite tourism sustainability index, and to 
show how their use helps considerably in establishing significant differences 
among various tourism destinations, allowing them to be ranked in terms of 
tourism sustainability.
	 The analysis is based upon the calculation of the Euclidean distances 
between the tourism destinations. These distances can then be used to check 
whether the final rankings obtained with the three methodological approaches 
described above are congruent with the differences that can be detected by com-
paring the original values of the variables corresponding to different tourism 
destinations.
	 Consider w countries (or regions, tourism destinations, etc.). Then the Eucli-
dean distance between each pair of countries can be computed, taking as a basis 
the variables used to measure each dimension of tourism sustainability. Thus, if 
nk tourism-sustainability indicators are taken into account for the k-th dimension, 
the square of the Euclidean distance is:

m x x r s wrs rj sj
j

nk

= −( ) =
=

∑ 2

1

1 2for , , , ,
	 (8.15)

These values form the elements of the w-th order square symmetric matrix Mk.
	 Similarly, between every pair of countries the square Euclidean distance is 
computed using the values of the final composite indices. If Ikw represents the 
value of the final composite tourism-sustainability index reached by country w in 
the k-th sustainability dimension, this (squared) Euclidean distance is:

s I I r s wrs kr ks= −( ) =2 1 2for , , , , 	 (8.16)

Again, these distances srs form the elements of a w-th order symmetric, square 
matrix, Sk.
	 For the composite index to be consistent and statistically reliable, there must 
be a strong correlation between the elements of the matrices Mk and Sk. Even 
though both matrices have a total of w2 values, their symmetry and the null 
values of the diagonals mean that the number of elements of each matrix to take 
as a basis for the calculation of the composite correlation is g = w(w – 1)/2. 
Thus, the composite correlation is obtained as follows:
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The greater the value of rM;S, the more efficient is the aggregation of the partial 
indicators to obtain the single composite index.

8.5  Comparative analysis of results: the advantages of 
weighting the indicators
To compare the three methods (WTTC, ESI and ST INDEX) and calculate the 
composite correlation, we used the Spanish System of Environmental Tourism 
Indicators (SSETI). This system consists of 27 indicators targeted at evaluating 
the most environmentally relevant features in Spain’s tourism sector, and at 
identifying the main stress factors and specific responses in this field. With this 
choice, each indicator is classified according to the element of the European 
Environmental Agency’s DPSIR (Driving forces–Pressures–State–Impact–
Responses) model (1999) that it represents.
	 Some comments are in order:

1	 The ST INDEX method is based on obtaining a composite sustainable-
tourism index as the weighted sum of the composite indices SEC, SSO, SEN 
and SIN (representing the economic, social, environmental and institutional 
dimensions of sustainability). Nevertheless, the SSETI, which is the only 
available homogeneous system for Spain’s autonomous regions with which 
to validate our proposed composite index, does not classify its indicators 
according to the aforementioned four dimensions, but according to the ele-
ments of the DPSIR model. (No particular tourism-sustainability indicator 
system has as yet been officially designated in Spain.) The indicators really 
should be classified according to the dimensions of sustainability, so that 
the system could be used to make temporal and spatial comparisons of each 
of these dimensions. The design of the ST INDEX satisfies these methodo-
logical requirements, with the caveat that, given the information that 
is  available, the weighted composite indices used in calculating the 
ST INDEX refer to the Driving forces–Pressures–State–Impact4–Responses 
categories.
	 The practical difference between these two classifications is that using 
the elements of the DPSIR model is better suited to the estimation of partial 
weighted indicators of independent calculation and interpretation rather than 
to the calculation of a final composite index. On the other hand, classifying 
the indicators under the four sustainability dimensions would lead to greater 
interdependence in calculation and interpretation, and thus be better suited 
to the estimation of the final composite index.
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2	 No environmental indicators referring to beaches and coasts are used in the 
analysis since there are inland autonomous regions in Spain. A comparative 
analysis including these characteristics would therefore not be feasible.

3	 Some other SSETI indicators exclusively refer to certain tourism locations, 
without any presentation of aggregate data for the autonomous regions. 
Since the autonomous region is the basic unit that we employ in the present 
study, these indicators are also excluded from the analysis.

The 14 SSETI indicators finally used in the analysis are listed in Table 8.1.
	 The following subsections present the results of applying the WTTC, ESI and 
ST INDEX methods to these 14 indicators.

8.5.1  The WTTC method

Table 8.2 lists the values (on a scale of 0 to 100) of the aggregate indices for the 
drivers, pressures, state, and responses categories for Spain’s 17 autonomous 

Table 8.1 � Tourism environmental indicators used in constructing the composite tourism-
sustainability indices

Indicator Description

Driving forces indicators
DR1 Total annual tourism expenditure (millions of euros)
DR2 Percentage of employees in the hotel restaurant sector
DR3 Percentage of equivalent tourism population
DR4 Number of bed places in tourism accommodation per 100 inhabitants

Pressures indicators
PR1 Potential pressure on natural areas (tourism density in SCIsa)
PR2 Tourism density in urban areas
PR3 Interventions carried out by Seprona on tourism and sports activities in 

natural areas
PR4 Urban waste production attributable to tourism
PR5 Consumption of urban drinking water attributable to tourism
PR6 Electric energy consumption attributable to tourism

State indicators
ST1 Natural rate of the environment
ST2 Continental bathing water quality (percentage of compliance continental 

bathing areas)

Responses indicators
RE1 Hotel establishments certified under environmental management regulation 

systems related to their upper level
RE2 Separate collection of packaging produced by tourism

Source: Spanish Ministry of the Environment (2003). All indicators are from 2000 since no later data 
have been recorded.

Note
a	 SCIs: Sites of Community Interest.
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regions resulting from applying the WTTC method, together with the region’s 
rank in each category.
	 It can be seen that the Balearic Islands rank first in three out of the four 
categories analysed of elements of the DPSIR model. According to the WTTC 
method estimate, therefore, the Balearic Islands are the Spanish destination sub-
jected to the greatest driving forces and pressures from tourism. They are also, 
however, the leading region in the category of responses to confront the negative 
effects of tourism on the environment. In this overall ranking, they precede the 
Canary Islands (which have a weak response to the negative effects of tourism), 
Catalonia and Madrid. These are the Spanish regions in which effects of tourism 
are most marked and the responses of their institutions are most resolute.
	 Extremadura is the Spanish region with the lowest levels in aggregate indices 
(especially in drivers and responses). The responses are null, perhaps because of 
the low pressure tourism exerts on its territory. The cases of Castilla-La Mancha, 
Aragon and La Rioja can be mentioned as having similar low levels.
	 From an overall analysis of the resulting indices, two observations can be made:

1	 Because of the method of calculating the aggregate index, there is bound to 
be one destination with the highest possible value (100) and another with 
the lowest possible (0).

2	 The method also led to a major jump in the values of the three or four top-
ranked destinations and the rest (especially notable in the driver and response 

Table 8.2 � Aggregate indices of drivers, pressures, state and responses estimated according 
to the WTTC method

Autonomous 
regions

Driving forces Pressures State Responses

Value Order	
█
Value Order	

█
Value Order	

█
Value Order

Andalusia
Aragon
Asturias
Balearic Islands
Canary Islands
Cantabria
Castilla and León
Castilla-La Mancha
Catalonia
Valencia
Estremadura
Galicia
Madrid
Murcia
Navarre
Basque Country
La Rioja

22.9
8.8

10.4
100.0
93.4
12.5
11.2
0.3

34.7
19.2
0.0
4.3

19.3
5.0
6.3
6.9

10.2

  4
11
  9
  1
  2
  7
  8
16
  3
  6
17
15
  5
14
13
12
10

73.2
28.3
35.9

100.0
76.4
7.7

22.6
18.5
91.1
47.1
16.0
21.3
83.5
30.2
4.9

36.4
0.0

  5
10
  8
  1
  4
15
11
13
  2
  6
14
12
  3
  9
16
  7
17

56.7
0.0

68.8
79.9

100.0
72.3
53.3
42.3
66.9
60.5
42.5
46.3
40.5
51.0
59.9
35.7
91.1

  9
17
  5
  3
  1
  4
10
14
  6
  7
13
12
15
11
  8
16
  2

15.1
3.8
3.2

100.0
2.4
0.7
3.7
1.4

73.4
32.2
0.0
2.6

70.5
3.6
2.8

20.1
1.2

  6
  7
10
  1
13
16
  8
14
  2
  4
17
12
  3
  9
11
  5
15

Source: Designed by the authors based on SSETI figures.
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indices) – that is, the assignation of values of the aggregate indices to the 
regions analysed was highly uneven. In certain cases, therefore, it would be 
impossible to establish a meaningful comparison between autonomous regions.

8.5.2  The ESI method

Table 8.3 lists the results for the same aggregate indices but now calculated 
using the ESI method proposed by the World Economic Forum. The top-ranking 
regions again include the Canary Islands and the Balearic Islands. Indeed, the 
differences between these two regions are slight except for the ‘responses’ index, 
which reflects how the regions are coping with the environmental problems 
deriving from tourism. Catalonia is placed third in the overall ranking, while 
there are three regions vying for fourth place: Madrid, Valencia and Andalusia.
	 Again, the use of this different method of estimation did not change Extrema-
dura’s overall position at the bottom of the ranking. Castilla-La Mancha, La 
Rioja and Aragon come above Extremadura in this classification, just as thjey 
did with the WTTC method.
	 Finally, one notes that the indices in Table 8.3 are generally far more evenly 
distributed than in the WTTC case, with the differences between regions being 
less marked and no region having either the maximum (100) or minimum (0) 
levels of the possible range. Consequently, these indices would seem to be better 
suited to comparing different tourism destinations.

Table 8.3 � Aggregate indices of drivers, pressures, state and responses estimated according 
to the ESI method

Autonomous 
regions

Driving forces Pressures State Responses

Value Order	
█
Value Order	

█
Value Order	

█
Value Order

Andalusia
Aragon
Asturias
Balearic Islands
Canary Islands
Cantabria
Castilla and León
Castilla-La Mancha
Catalonia
Valencia
Estremadura
Galicia
Madrid
Murcia
Navarre
Basque Country
La Rioja

52.9
39.4
42.3
98.0
98.3
46.5
43.9
14.9
73.6
53.6
16.8
24.8
47.2
29.3
32.6
27.6
43.0

  5
11
10
  2
  1
  7
  8
17
  3
  4
16
15
  6
13
12
14
  9

71.6
40.2
45.3
86.0
81.2
23.5
31.8
26.2
85.5
60.4
24.4
34.5
85.0
43.5
20.7
54.8
17.7

  5
10
  8
  1
  4
15
12
13
  2
  6
14
11
  3
  9
16
  7
17

49.6
  6.2
63.6
74.9
89.5
67.4
46.0
33.5
61.5
54.3
33.7
38.0
39.3
43.3
53.4
26.8
84.0

  9
17
  5
  3
  1
  4
10
15
  6
  7
14
13
12
11
  8
16
  2

43.9
32.9
32.4
96.3
31.7
30.1
32.9
30.8
96.4
61.0
29.8
31.9
85.1
32.8
32.1
48.9
30.6

  6
  7
10
  2
13
16
  8
14
  1
  4
17
12
  3
  9
11
  5
15

Source: Designed by the authors based on SSETI figures.
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 8.5.3  The ST INDEX method

The formulas used to calculate the aggregate indices of drivers, pressures, state, 
and responses with the ST INDEX method are presented in Table 8.4. The weights 
in these formulae are the correlations between each indicator and the factor (or 
factors) representing the corresponding DPSIR element. These correlations are 
determined from the rotated (or non-rotated, as the case may be) factor matrix.
	 Bearing in mind the preceding calculation, the use of Casalmiglia’s transforma-
tion function (1990) with φ = 100 progressivity level results in the aggregate 
indices shown in Table 8.5.
	 These results basically show great similarity to those obtained with the two 
previous methods. The Balearic Islands and the Canary Islands are again ranked 
top or near the top in all the DPSIR categories except for the ‘responses’ 
category, for which the Balearic Islands are ranked top while the Canary Islands 
are ranked only thirteenth. Overall, Catalonia is in the third place, ahead of 
Madrid, Andalusia and Valencia. Extremadura is ranked bottom in three out 
of  the four categories. This region, together with Castilla-La Mancha and 
Aragon, has, overall, the lowest values of the aggregate indices.
	 Hence, there appear to be no significant differences in the results of using the 
three different methods to obtain composite tourism-sustainability indices. The 
question arises, however, as to whether the resulting composite indices are 
coherent with the 14 SSETI indicators from which they were constructed. In 
other words, are the aggregate indices obtained from the statistical information 
of Table 8.1 equally synthesized?
	 To reply to this question implies verifying whether or not the distances 
between tourism destinations in the original raw indicators are maintained in the 

Table 8.4 � Weighted aggregate indices for the DPSIR model using the ST INDEX method

F % FR

Driving forces:
SDR = 0.884 DR1 + 0.915 DR2 + 0.968 DR3 + 0.911 DR4

1 84.63 N

Pressures:
SPR = 0.724 G1 + 0.276 G2
G1 = –0.024 PR1 + 0.373 PR2 – 0.463 PR3 + 0.889 PR4 + 0.955 PR5  
	 + 0.927 PR6
G2 = 0.949 PR1 + 0.804 PR2 + 0.234 PR3 + 0.381 PR4 + 0.174 PR5  
	 + 0.269 PR6

2 79.44 Y

State:
SST = 0.755 ST1 + 0.755 ST2

1 57.01 N

Responses:
SRE = 0.816 RE1 + 0.816 RE2

1 66.65 N

Source: Table designed by the authors.

Notes
F: number of resulted factors; %: explained variance percentage; FR: factorial rotation.
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final composite index. To this end, we calculated composite correlations for the 
drivers, pressures, state and responses indices calculated following the WTTC, 
ESI and ST INDEX methods. The results are listed in Table 8.6.
	 It can be seen that the strongest correlations correspond to the drivers index, 
with all three methods giving values above 0.8. One also notes the low values of 
the state index (from 0.25 in ESI to 0.33 in ST INDEX). Indeed, there were only 
two SSETI indicators in this category, and they are clearly insufficient as measures 
of the state of the environment in Spain’s regions as tourism destinations. Hence, 
there needs to be an improvement in the design of the SSETI indicators, in 
particular in the state indicators.
	 The primary objective of the present study was to compare the three aggregate 
index methods on the basis of these composite correlations. In this sense, there 
are two essential deductions that can be made from the results presented in 
Table 8.6:

1	 The ESI composite correlations are stronger than those of the WTTC 
method, with the exception of the state index. Thus, the statistical transfor-
mations proposed by the World Economic Forum (logarithmic or potential 
transformation of asymmetric indicators, and winsorization of all indicators) 
prior to assignment and aggregation, would seem to be better suited to 
obtaining a final robust index than the WTTC relativization of indicators 
into a range of 0 to 1.

Table 8.5 � Aggregate indices of drivers, pressures, state and responses estimated according 
to the ST INDEX method

Autonomous regions Driving forces Pressures State Responses

Value Order	
█
Value Order	

█
Value Order	

█
Value Order

Andalusia
Aragon
Asturias
Balearic Islands
Canary Islands
Cantabria
Castilla and León
Castilla-La Mancha
Catalonia
Valencia
Estremadura
Galicia
Madrid
Murcia
Navarre
Basque Country
La Rioja

45.5
12.8
15.5

100.0
100.0
20.1
16.7
5.1

85.6
35.2
5.0
7.5

38.1
8.4
9.9

10.3
15.6

  4
11
10
  1
  2
  7
  8
16
  3
  6
17
15
  5
14
13
12
  9

93.3
7.4
8.1

97.3
99.0
4.9

35.2
4.7

99.5
93.6
4.2
9.1

99.3
5.9
6.8

79.3
6.9

  6
11
10
  4
  3
15
  8
16
  1
  5
17
  9
  2
14
13
  7
12

49.7
  5.0
70.7
82.0
92.5
74.9
43.5
27.0
68.2
57.9
27.3
32.3
24.5
39.4
56.5
20.5
89.0

  9
17
  5
  3
  1
  4
10
14
  6
  7
13
12
15
11
  8
16
  2

40.4
25.6
25.1
98.8
24.3
22.6
25.6
23.4
95.2
69.3
22.1
24.5
93.7
25.4
24.7
49.4
23.2

  6
  7
10
  1
13
16
  8
14
  2
  4
17
12
  3
  9
11
  5
15

Source: Table designed by the authors based on SSETI figures.
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2	 Although the ESI correlations are, in general terms, quite acceptable (apart 
from the state category, they are all above 0.64), they are weaker than the ST 
INDEX correlations. The pressure index can be considered equally consistent 
when either the ESI method or the ST INDEX method is applied since the two 
correlations are quite similar in value. For the other three categories of the 
DPSIR model analysed, however, the ST INDEX composite correlations are 
stronger than the ESI correlations. Thus, while it is convenient to perform 
statistical transformations prior to indicator aggregation, the use of different 
weights in that aggregation is even more effective in obtaining composite 
indices that are as robust and consistent as possible.

8.6  Possibilities of segmentation of the Spanish autonomous 
regions by means of cluster analysis
In order to complete this analysis, the 17 Spanish autonomous regions are classi-
fied into four exclusive but complementary segments. To make this classifica-
tion, the cluster analysis technique has been used to identify similarities in the 
attitude of the Spanish regions towards tourism sustainability. It has been used a 
cluster-agglomerative hierarchic process based upon the criterion of the 
increased sum of squares (the Ward method). The Euclidean squared distance is 
employed, thus, to measure differences among regions. Results are shown in 
Table 8.7 and the following comments are derived from it:

a	 The regions in segment A, Catalonia and the Balearic Islands (together with 
the Canary Islands, which belong to another segment), are the territories 
with the highest driving force in tourism (average value of the index equal 
to 92.81). The A-segment regions are subject to strong pressure from 
tourism. At the same time, however, they are offering a determined response 
to environmental impacts from tourism (the average value of the composed 
index is equal to 96.99), notably differing in this respect from the rest of the 
autonomous regions. In sum, these regions are leading the challenge for sus-
tainability in the Spanish tourism sector.

b	 Three other Spanish regions (Andalusia, the Canary Islands and Madrid) 
show tourism pressure levels very similar to the A-segment regions but do 
not reveal so determined a response with regard to tourism sustainability 

Table 8.6 � Composite correlations (rM;S) of the DPSIR model elements in the WTTC, ESI 
and ST INDEX methods

Driving forces Pressures State Responses

WTTC methodology 0.8173 0.6399 0.3141 0.5075
ESI methodology 0.8485 0.7102 0.2495 0.6472
ST INDEX methodology 0.9294 0.7144 0.3361 0.7347

Source: Table designed by authors.
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(the average value of the response composite index of the B-segment 
regions is equal to 52.80). Nevertheless, the state of environmental preser-
vation in these regions is fairly acceptable as it is marked by the average of 
the joint index of state for these regions (87.12), which is, significantly, the 
highest of the four indices analysed.

c	 Valencia and the Basque Country are classified in the third segment (C). 
The current situation of the environment in these two regions is the most 
worrisome for all the Spanish autonomous regions since the average value 
of their state indices is the lowest of the four segments. Anyway, tourism 
pressure in these two regions is in some way less than in segments A and B. 
The same is also noted for the driving force.

d	 The largest segment is D since it is composed of ten regions (Aragon, 
Asturias, Cantabria, Castilla-Leon, Castilla-La Mancha, Extremadura, Galicia, 
Murcia, Navarre and La Rioja). For the most part, they are non-coastal regions 
or, traditionally, with less tourism than those classified in the three previous 
segments. That is the reason why the driving force of tourism in these regions 
is minimal and one might even say that tourism pressure on the environment 
is hardly relevant. For this reason, it is easy to understand why the response to 
environmental problems derived from tourism has been scanty so far (the 
average value of the response composite index is equal to 24.21). Finally, it 
should be said that the state of the environment is very similar to the level in 
the A-segment regions and slightly better than in the C-segment regions.

	 In conclusion, this empirical analysis shows in Figures 8.1–8.4 the profiles of 
the regions belonging to the four segments analysed. They are considered as 
attending to the composite index value. It is calculated for four out of the five 
elements of the DPSIR5 model. These graphs help to show similarities and 
differences regarding tourism sustainability in the Spanish regions.

Table 8.7 � Segmentation of Spanish autonomous regions according to tourism sustainability

Segment A Segment B SegmentC Segment D

Balearic 
Islands
Catalonia

Andalusia
Canary Islands
Madrid

Valencia
Basque Country

Aragon
Asturias
Cantabria
Castilla-León
Castilla-La Mancha
Extremadura
Galicia
Murcia
Navarre
La Rioja

Driving force
Pressures
State
Responses

92.81
98.39
38.94
96.99

61.19
97.21
87.12
52.80

22.74
86.43
28.74
59.37

11.66
  9.32
38.82
24.21

Source: Table elaborated by the authors.



 

Figure 8.1 � Profiles of A-segment regions.

Figure 8.2 � Profiles of B-segment regions.

Figure 8.3 � Profiles of C-segment regions.



 

Figure 8.4 � Profiles of D-segment regions.
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8.7  Conclusions
We have been actively investigating this subject over recent months, and 
contributing to the debate on it in forums and publications. This research is 
the  first presentation of specific data derived from an empirical analysis. The 
results have demonstrated the fruitfulness of the proposed index since its results 
showed a greater degree of consistency and robustness than the alternative 
methods tested.
	 The study has confirmed the importance that was indicated in the Introduction 
of weighting the different indicators that comprise a composite index of sustainable 
tourism. The use of different weights ensures that the composite sustainable-
tourism index fulfils its main purpose of ranking tourism sustainability so that 
the progress of tourism destinations towards sustainability can be determined 
and compared. Such a tourism-sustainability ranking will encourage destinations 
to make their own choices concerning sustainability, to set policies and establish 
support programmes with well-defined targets and monitoring procedures. Also, 
the decision-makers involved will have more information with which to evaluate 
the performance of these programmes.
	 The method accepts the four-dimensional character of sustainability (economic, 
social, environmental and institutional). It uses standard factor analysis to establish 
all of the partial indicator weights in the construction of the aggregate index. 
Therefore, it is ensured that those indicators which are more correlated with each 
dimension have greater weights in the calculation of the aggregate index.
	 In addition, we proposed a measure of the validity of the aggregate indices 
given by the three aforementioned methods. This measure quantifies the correla-
tion between the original raw indicators used and the calculated aggregate indices, 
and helps to clarify how adequately those indices have been constructed. This 
composite correlation was found to be stronger with the ST INDEX method than 
with the ESI method, and stronger with the latter than with the WTTC method. In 
particular, the newly proposed index proved to be the most consistent.
	 Nevertheless, there are still unresolved questions that the authors are currently 
investigating. First, the method takes for granted the availability of data for all 
the indicators and tourism destinations analysed. On many occasions, however, 
this is not the case, so that a procedure is needed to deal with missing data. 
Otherwise, both the indicator and the destination affected by any missing 
information would have to be excluded from the analysis.
	 Second, it would be desirable to apply the method to different tourism 
destinations, even destinations in different countries. At present, this is impossible, 
however, since there exists no common database of indicators for all of them.
	 Third, the ST INDEX is a static composite index because it provides a snap-
shot of tourism sustainability referred to a single time period (usually a year). It 
would be interesting to design tools to enable comparison between different time 
periods. Attention would have to be focused on whether the weights for different 
years are different or the same – that is, whether they are stable in time or, on the 
contrary, are volatile.
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	 And fourth, there is the always troublesome issue of the sources of the 
information that the composite index depends on. Although the national statistics 
agencies of developed countries provide a great amount of information, it is not 
usually available in a systematic and homogeneous form for all the tourism 
destinations that one wishes to analyse. This makes it necessary to define 
previously a homogeneous system of indicators responding to the four dimensions 
(economic, social, environmental and institutional) of sustainability. Then, prior 
to calculating the ST INDEX, one can determine the four corresponding partial 
indices of sustainability (SEC, SSO, SEN and SIN, respectively), and thereby have 
information on the progress of each of the destinations analysed in these four 
components.
	 In sum, the present study has demonstrated the validity of the proposed 
method, and that its results have greater consistency than those that were 
obtained using two other methods that have worldwide acceptance. In future 
work, our aim is to address the challenges that were noted in discussing the 
results in order to obtain a consistent ranking of tourism sustainability for every 
tourism destination that is to be analysed.

Notes
1	 This work was presented for the first time in the First Conference of the International 

Association for Tourism Economics (CIATE), held in 2007. The second version, 
modified and checked, has been accepted for publication in Tourism Economics. This 
third version incorporates an additional contribution on the possibilities of segmentation 
of tourism destinations by means of the cluster analysis using the results of the ST 
INDEX.

2	 The PSR (Pressures–State–Responses) model conceptualizes the reality that human 
activities exert pressures on the environment, changing the quality and quantity of 
natural resources. These changes alter the state, or condition, of the environment. The 
human responses to these changes include any organized behaviour that aims to reduce, 
prevent or mitigate undesirable changes. This is the model developed by the Organisa-
tion for Economic Co-operation and Development (OECD) – the Pressures–State–
Responses Framework (PSR Framework) – in the late 1980s.

3	 The DPSIR (Driving forces–Pressures–State–Impact–Responses) model is used by the 
European Environment Agency and was developed from the PSR framework.

4	 SSETI provides no indicators with which to measure the ‘Impact’ element in the 
DPSIR model. Consequently, the empirical analysis is limited to the other four ele-
ments of the model.

5	 The unavailability of statistics referring to impact indicators impedes the calculation of 
its composite index and, hence, comparisons among the regions.
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9	 Equilibrium dynamics and local 
indeterminacy in a model of 
sustainable tourism

Giovanni Bella

9.1  Introduction
Tourism economics is considered a branch of standard economic theory devoted 
to the study of the overall class of economic events accruing from the activity of 
those agents called tourists. The main interest, either theoretical or empirical, 
concerning tourism economics lies in the useful insights it could generate in 
terms of policy interventions, insights that might be of help in relation to other 
micro- and macroeconomic actions in an overall strategy for economic develop-
ment. Tourism economics is a rather new discipline, but there is explosively 
growing interest in it. Unfortunately, formalized theoretical bases and well-
defined assumptions are still lacking in this field, making it difficult to carry out 
a deep investigation and exhaustive analysis of such economic facts and implica-
tions so that they can be fully documented and accurately explained.
	 Like every human activity, tourism is based on a relationship with the sur-
rounding environment, influencing it and being influenced by it in a complex 
way (see, for example, Budowski, 1976: 27). On the other hand, as an industrial 
activity, tourism will have some negative effects on the environment, for tourist 
firms might overuse the natural resources at their disposal, making inevitable the 
rise of a new ‘tourism curse’ (e.g. Sachs and Warner, 2001: 827). Sustainable 
tourism is definitely a new concept in economics, as the recurrent exploitation of 
natural resources still constitutes the principal source of income of tourist desti-
nations overall.
	 Paraphrasing the highly cited Brundtland Report’s definition of sustainable 
development, we may therefore outline a sustainable pathway for tourism, basi-
cally saying that each human or economic activity (from the point of view both 
of the tourism industry and of the hosting population) must be able to meet the 
needs of the present generation of tourists without compromising the capabilities 
of future ones to satisfy their own needs (e.g. Casagrandi and Rinaldi, 2002: 13; 
Swarbrooke, 1999).
	 However, once environmental resources are taken into account, some inter-
esting questions then suddenly arise: ‘does tourism matter for economic growth?’ 
and therefore, ‘to what extent can tourism affect economic dynamics in such a 
way as to lead towards a long-run stable equilibrium?’, or lastly, ‘may eventually 
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an indeterminacy problem or, alternatively, stable equilibria arise when tourism, 
given priority when it comes to an environmental resource, is allowed to enter 
the maximization problem?’.
	 As I have mentioned, tourism’s contribution to economic development has 
been well documented in the literature. Nonetheless, though particular attention 
has been paid to the empirical exploration of the economic effects produced by 
tourism flows in the growth performance of different countries, there has been 
surprisingly little interest in studying the determinants of the same relationship 
from a theoretical point of view instead (e.g. Giannoni and Maupertuis, 2005; 
Candela and Cellini, 2006: 41).
	 On the one hand, for example, a recent empirical study shows that small 
‘tourism economies’ do manifest higher levels of economic growth compared to 
the average for OECD countries (e.g. Brau et al., 2007; McElroy, 2006:  61). 
This is also confirmed by numerous other papers, even though there has not yet 
been a clear investigation of the interdependencies between tourism and the 
environment (see, for reference, Lanza and Pigliaru, 1994: 15; 2000: 77; Smeral, 
2003: 77). On the other hand, Cerina (2006) has made a ground-breaking study 
involving deep investigation of the steady-state properties of an economy whose 
tourism sector is specifically based on use of a natural resource.
	 In the light of this still new theoretical literature, the present chapter studies 
the potential impact of mass tourism on the evolution of the surrounding envir-
onment in a long-lasting sustainable perspective. Indeed, its intention is to give 
an insight into how overuse of natural resources can be avoided without nega-
tively affecting economic growth (see also Lozano et al., 2005).
	 To this end, I develop an optimal control problem where the representative 
agent faces a tourism-oriented economic scenario. In this framework, tourism is 
based on the use of existing environmental resources, but this leads to an inevi-
table trade-off as both positive effects (in terms of new output) and negative 
impacts (in terms of environmental degradation) are generated. The problem is 
then finally to choose the optimal number of tourists to be hosted in this 
economy, as well as the long-run levels of both consumption and natural 
resource extraction that maximize the aggregate social welfare.
	 As will become clear, this chapter makes use of the seminal Uzawa–Lucas 
model (ULM), for it has become one of the most preferred frameworks from 
which predictions on the growth process of two-sector economies are commonly 
derived in the economic literature (see, for example, Boldrin and Rustichini, 
1994: 323; Ladrón-de-Guevara et al., 1997: 115; Mattana, 2004; Nishimura and 
Shigoka, 2006:  199). Indeed, its formal structure, accompanied by a simple 
mathematical characterization, offers a particularly appreciated synthesis 
between complexity of the topics involved and analytical tractability. I basically 
decide to move a step forward by substituting here human for natural capital, 
coupled with flows of visiting tourists, as one of the possible engines for eco-
nomic growth and sustainable development.
	 To complete the analysis, I study the transitional dynamics of the model, and 
provide the whole necessary and sufficient conditions for the existence of a 
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feasible steady-state equilibrium associated with positive long-run growth (e.g. 
Restepo-Ochoa and Vázquez, 2004: 285; Gómez, 2005). Moreover, in order to 
justify the hereafter assumed increase in produced output, jointly with higher 
levels of resource exploitation due to massive tourism arrivals in economies 
endowed with larger amounts of natural resources, I consider the presence of an 
externality factor enhancing the final sector of the economy. This choice of 
powerful consequences is rich: on the one hand, in fact, the natural result of the 
traditional growth theory, namely the stability/instability outcome in the saddle-
point sense, is not automatically achieved, and indeterminacy results when the 
externality from natural capital are sufficiently high. Indeed, more complicated 
dynamic phenomena (such as multiple equilibria) are more likely to emerge 
instead. I am able to prove these results analytically and to give some insights 
into the economic intuition behind them.
	 The rest of the chapter is organized as follows. In section 9.2, I derive the 
formal structure of the model, with particular attention to the set of preferences, 
the level of technology, and the link between tourism and the environment. 
Section 9.3 concentrates on the solution of the optimization problem and investi-
gates deeply the stability properties of the associated steady-state solutions. A 
final section concludes, and a subsequent appendix provides all the necessary 
proofs.

9.2  Formal structure of the model
The model is structured as follows. First, we assume the set of preferences to be 
defined by a standard CES utility function in the form

U c= −
−

−1 1
1

σ

σ
	 (9.1)

where c is the level of consumption, and σ is the inverse of the intertemporal 
elasticity of substitution.
	 Moreover, mass tourism arrivals are allowed to enter our economy and ‘feed’ 
upon an open-access natural site whose property rights are absent or unenforced, 
with no individual bearing the full cost of its degradation. The result is an 
obvious free-riding problem, accompanied by overexploitation of the available 
natural resources, commonly referred to in the literature as the ‘tragedy of the 
commons’ (see Hardin, 1968: 1243).
	 The maximizing representative agent acting this scenario, therefore, needs to 
modify the two constraints on both physical and natural capital to be used in his 
or her long-lasting policy actions in order to account for the specific effects due 
to the presence of a tourism sector. To this end, we devote the rest of this section 
to characterizing the aforementioned constraints, particularly focusing on:

•	 the evolution of the available natural resources, and their link to tourism 
inflows;

•	 the level of technology.
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9.2.1  Tourism and the environment

In a broad sense, sustainable tourism is an industry devoted to minimizing its 
impact on the environment and on local culture, connected with new income and 
employment opportunities for the development and preservation of a site. 
However, tourism may have different impacts, either positive or negative, on the 
ecological system of a country (see, for example, Hughes, 2002:  457). As a 
result, it may be difficult, if not impossible, to formulate policies that allow 
tourism to be maintained over a long period without severely affecting the envir-
onment (e.g. Papatheodoru, 2003: 407; Hillary et al., 2001: 853).1
	 In this view, deriving a theoretical approach to tourism sustainability is not an 
easy task. To this end, we need to properly identify the link between tourism 
flows, T, and the stock of the available natural resources, E, for we assume here 
that high levels of E may stimulate an increase in tourist visits, even though neg-
atively impinging on future recreation for the environment as a whole.2
	 To begin with, we start our analysis by giving an explicit algebraic interpreta-
tion of the stated tourism flows. Formally, let us define tourism as a slight modi-
fication of the Schaefer harvest function:

T vE= 	 (9.2)

where v ∈ [0, 1] is the number (i.e. percentage) of new-coming tourists visiting 
(i.e. harvesting) the selected natural site, E.3

	 On the other hand, without any loss of generality, evolutionary dynamics of 
the environmental good, E, is assumed here to be also influenced by tourism, T, 
and explicitly given by

E f E T E T= = − ∈( , ) ( ) [ , ]δ δ1 0 1     	 (9.3)

where fT < 0, for any increase in the number of tourists diminishes the self-
reproduction capacity of the ecosystem, or rather nature’s capacity to recover 
from tourists’ resource exploitation (e.g. Smulders 1995, p. 163).
	 To make a whole representation of the entire dynamics described so far, we 
substitute (9.2) into (9.3) and let f (·) behave as a 3D characterization of the 
common Verhulst logistic function (see Verhulst, 1838: 113):

E E vE f E v= − ≡δ ( ) ( , )1 	 (9.4)

where δ can be interpreted as the usual parameter for the internal growth rate of 
a natural resource, while ν can be finally interpreted as a choice variable repre-
senting a measure for the carrying capacity of the place being considered.4
	 As a matter of fact, determining the correct tourist carrying capacity can be 
quite complicated. It might be worth fixing the appropriate lower bound of 
natural resource exploitation, below which the system incurs the risk of an inevi-
table qualitative deterioration (see also Bretschger and Smulders, 2007: 1). We 
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can thus proxy the carrying capacity by the size of arrivals – that is, the density 
of tourists – that a specific destination may host per unit of land, as synthesized 
by 1/ν, which is commonly referred to in the literature as a ‘welcoming capacity’ 
(e.g. Costa and Manente, 2000).5
	 A representation of the environmental constraint described in (9.4) is pro-
vided in Figure 9.1.

9.2.2  Technology

Final output, y, is produced by employing both physical capital, k, and tourism 
flows, T, according to a Cobb–Douglas production function in the form

y Ak T Ea= −α α γ( )1 	 (9.5)

where A is a simple parameter of scale, Ea represents any external effect due to 
the presence of a ‘common pool’ natural capital that no one will take account of 
when deciding how to allocate it in time, and γ ∈ (–1, 1) is an externality 
parameter. Basically, we are assuming that, in addition to the individual effects 
coming from the use of natural capital on the individual’s own productivity – 
what we may call the ‘internal environmental effect’ – room is left for some 
external effects too, denoted by Ea

γ. Specifically, we call this effect external 
because, even though everyone benefits from it (if it is positive), no individual 
will take it into account when making his or her optimal decision.6 This last 
assumption will, of course, become critical in the derivation of the model, and 
the generation of multiple equilibria with the rise of some complex indetermi-
nacy problems.

Figure 9.1 � The 3D environmental constraint.
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	 To make the analysis simpler, we may substitute (9.2) into (9.5), and finally 
derive the following production function, which resembles the classic ULM 
specification:

y Ak vE Ea= −α α γ( )1 	 (9.6)

where final output, y, is expressed in terms of new visitors, ν, as well as physical 
(k) and natural capital (E) only.
	 The more direct specification given in Equation 9.6 allows us, for example, to 
differentiate the total contribution of natural capital to production of output, y, in 
the two classical components that are commonly referred to in the literature as 
the use value, E, and the non-use value, Ea. Consequently, a deepest analysis of 
the external parameter, γ, may signal the impact of the non-use value on the 
characterization of the stability properties of our economy, as will be investi-
gated in the rest of the chapter.7

9.3  The optimization problem
Formally, the representative agent maximizes the present discounted utility

max    
c 0

1 1
1

∞ −
−∫ −

−
c e dtt

σ
ρ

σ

subject to the following constraints on both physical and natural capital:





k Ak vE E c

E E vE
a= −

= −

−α α γ

δ

( )

( )

1

1

given the initial conditions on each state variable:

k k( )0 00= >  and E E( )0 00= >

The current value Hamiltonian then looks like

H c Ak vE E c E vEC a= −
−

+ −  + −[ ]
−

−
1

11
1

1
σ

α α γ

σ
λ μ δ( ) ( )

where λ and μ represent the shadow prices of physical and natural capital, 
respectively.
	 The first-order condition for a maximum requires that the discounted Hamil-
tonian be maximized with respect to its control variables (in our case, c and ν):

∂
∂

= − =−H
c

cC σ λ 0

∂
∂

= − − =− − +H
v

Ak v E EC λ α μδα α α γ( )1 01 2
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accompanied by the law of motion of each costate variable:

λ
λ

ρ α α α α γ= − − − − +Ak v E1 1 1

μ
μ

ρ δ= − −( )1 vE

and the transversality condition:

lim [ ]
t

t
t t t te k E

→∞
− + =ρ λ μ 0

that jointly constitute the canonical system.8

Proposition 1 The maximum principle associated with the decentralized optimi-
zation problem implies the following four-dimensional system of first-order dif-
ferential equations:

ξ α α α γ
k

k
k

Ak v E c
k

= = −− − − +


1 1 1 	 (S1)

ξ δE
E
E

vE= = −


( )1

ξ ρ
σ

α
σ

α α α γ
c

c
c

Ak v E= = − + − − − + 1 1 1

ξ γ α δ
αv

v
v

vE c
k

= = −( ) − −


( )1

Proof: see the appendix.

Lemma 1 The system S1 implies also the following reduced version:

x x mx x= − + −





+ρ
σ

α σ
σ

2 	 (S2)

q q q xq= − −γδ
α

( )1

m m q m= − + −( ) ( )α γδ
α

1 12

by means of the convenient variable substitutions: x = c/k, q = νE, and m = y/k.
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Lemma 2 The steady state is a triplet (x*, q*, m*) which solves the reduced 
system S2:

m∗ =
−
ρ

α σ( )1

x∗ = −
−

ρ α
α σ

( )
( )
1
1

q∗ = − −
−

1 1
1

ρ α
γδ σ

( )
( )

given 0 < σ < 1.

Moving a step backwards, it is worth noting that q* simply represents the optimal 
percentage of tourists allowed to enter the natural site (T* = q*), re-expressed in 
terms of parameters only, and whose magnitude depends on the sign of the 
externality parameter, γ (∂T*/∂γ > 0), as clearly depicted in Figure 9.2.

Remark 1 A negative externality on natural capital (γ < 0) drives a positive q* 
off the unit threshold (q* > 1). Unbounded mass-tourism flows are thus booming 
in our economy.

Remark 2 On the contrary, a positive externality – or rather γ ρ α
δ σ

> −
−

( )
( )
1
1

 –

1

0

q*     T*

‘y
p(1��)
� (1��)

Figure 9.2 � Evolution of q* = q*(γ).
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always leaves a positive q* within the unit threshold (q* < 1). Consequently, 
tourism arrivals are bounded above.

Remark 3 Lastly, externality values lying in the interval 0 1
1

< < −
−

γ ρ α
δ σ
( )
( )

 imply a 
negative flow of tourist arrivals (T* < 0).

The externality γ therefore plays a crucial role in the characterization of an 
optimal solution to our maximization problem, and does definitely matter in the 
process of a growth-leading tourism. It can be highly interesting to carefully 
analyse the path to be followed by our economy to achieve a long-run ‘sustaina-
ble’ stability. The next subsection is devoted to this end.

9.3.1  Stability properties of the steady state

Which path will this economy follow while converging to the steady state? Is 
our system stable or unstable? And if it is stable, do solutions describe unique-
ness or multiplicity of equilibria, or might we face indeterminacy problems? To 
answer these questions, we ought to investigate the local stability properties of 
the solution found in the previous section and describe the reasons why an inde-
terminate equilibrium could possibly arise. Our scope is then to determine more 
precisely what kind of external effect is operating in the possible generation of 
multiple equilibria. To this end, we analyse the Jacobian matrix (J*) of the 
reduced system S2, and check for the sign of the associated eigenvalues.

Proposition 2 Let assume the following restrictions on parameters: δ > 0, 0 < α < 
1, 0 < σ < 1; then there is always a continuum of equilibria if, and only if,

γ ρ α
δ σ

> −
−

( )
( )
1
1

; that is, J* has one positive eigenvalue and two eigenvalues with

negative real parts.

Proof: Provided that trJ* > 0, BJ* < 0, and DetJ* > 0, we can thus check for 
local stability of the system around the steady state by means of the neat Routh-
Hurwitz theorem.9

Proposition 3 On the other hand, if γ < 0 then the equilibrium is locally unique, thus 
J* has one negative eigenvalue and two eigenvalues with positive real parts.

Proof: Repeating the same argument, we derive the sequence trJ* > 0, BJ* = ?, and 
DetJ* < 0, which implies now having two changes of sign, and a subsequent unique 
equilibrium. In this case, mass tourism is overshooting, the visited place is becom-
ing too crowded, while the quality of the environment is dramatically decreasing.

Proposition 4 On the contrary, if 0 1
1

< < −
−

γ ρ α
δ σ
( )
( )

 then the equilibrium is locally

unique, thus J* has one negative eigenvalue and two eigenvalues with positive 
real parts.
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Proof: In this case, the sequence trJ* > 0, BJ* = ?, and DetJ* < 0 resembles the 
previous outcome, although here the flow of tourists becomes negative (q* = T* 
< 0), with a decreasing percentage of newcoming visitors entering our natural 
site, whose regenerative capacities are consequently preserved.
	 We can finally synthesize the results of our analysis by means of Table 9.1, 
where the size of the externality parameter, γ, the flow of tourists, T, and the 
evolution of the environment, E, are jointly represented:
	 Basically, the presence of multiple equilibria has been used in the literature to 
explain the diversity of growth rates and income differences across different 
countries (e.g. Xie, 1994:  97; Benhabib and Perli, 1994:  113). It is so worth 
noting in this chapter that the existence of a positive externality accruing to the 
final output is not a necessary condition for determinacy of the equilibria.10 
Instead, depending on the magnitude of the externality parameter, either multiple 
or unique equilibria may consequently arise.
	 More specifically, we have found that, given the presence of a positive exter-
nality, the only way to allow for an increasing percentage of tourist arrivals 
within the carrying capacity of the environment needs a specific constraint on
the externality parameter either, γ ρ α

δ σ
> −

−
( )
( )
1
1

. In this case, in fact, the inward

flow of tourists is upper-bounded, and no indiscriminate entries are allowed. 
Moreover, a positive evolution of the environment is achieved, leaving intact its 
regenerative capacities for the generations coming afterwards. Indeed, a positive 
sustainable growth rate of long-run consumption, as well as a positive inward 
flow of tourists with no overexploitation of the natural resources at disposal, do 
hopefully occur.
	 Nevertheless, this positive outcome is accompanied by some unexpected con-
sequences, for indeterminacy problems and multiple equilibria do unfortunately 
arise.
	 To conclude, as is commonly assumed in the related literature, the implica-
tions of indeterminacy problems in this chapter can be synthesized as follows: 
two identically endowed economies with identical initial conditions may 
consume, and invest in the production of, natural and physical capital at com-
pletely different rates. Only in the long run will those economies converge to the 
same growth rate, but not to the same level of output and natural and physical 
capital. It is therefore possible to consider other cultural, historical or non-

Table 9.1 � Results of the equilibrium analysis

γ < 0 T* = νE > 1
(unique equilibrium)

Et = E0e–ϕt

0 < γ < ​ r(1 – a) _______ 
d(1 – ) ​ T* = νE < 0

(unique equilibrium)
Et = E0eϕt

γ > ​ r(1 – a) _______ 
d(1 – ) ​ T* = νE < 1

(multiple equilibrium)
Et = E0eϕt
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economic factors as the means for equilibria to differ on the transition path to be 
followed. Indeed, we refer here to local indeterminacy, and the coexistence of 
multiple balanced growth paths, as the device by which to theoretically reinter-
pret the possibility for different regions, identically endowed in terms of existing 
natural resources, to exhibit uneven economic development when a tourism 
sector is allowed to use the visited place in, hopefully, a sustainable way.
	 The positive implication of this chapter can be the following: given the differ-
ent allocation of natural resources across countries, and assuming that multiple 
equilibria may exist, it is no wonder that a clear convergence among the world’s 
economies is not observed. In the management of their natural resources, we 
may notice instead that, meanwhile, some countries have lagged permanently 
behind as a result of short-sighted policies, while others have experienced higher 
growth rates as a result of adopting more sustainable behaviour. It might be that 
a historically stagnant region continues to be so, while other regions, perhaps 
historically more active, may continue to flourish, even though they are the same 
in all other respects. History matters, then, and the management of the natural 
resources, perhaps directed through tourism policies, may thus act as a selection 
device among these different equilibria.
	 Further, it can be worth noting that a positive relationship does exist between 
the externality parameter, γ, and the inverse of the intertemporal elasticity of 
substitution, σ – that is, ∂γ/∂σ > 0.11 But we commonly know that the higher is σ, 
the less willing are supposed households to accept a deviation from a uniform 
pattern of consumption over time (see Barro and Sala-i-Martin, 2004). There-
fore, as considered before, if we let γ represent the impact of non-use value on 
output production, we can finally state that a rise in σ must necessarily be 
accompanied by an increase in the bequest value of the natural resource we are 
dealing with, if we want an optimal solution that can be maintained over time – 
or, in other words, that the value assigned to the natural capital will rise as the 
need for a constant consumption increases, if we want all generations behave in 
a sustainable way.

9.4  Concluding remarks
The literature on tourism unfortunately lacks a sophisticated theoretical founda-
tion, even though new work has been recently issued in this field to bridge the gap. 
To shed some light in this field, I have presented a model to answer the question of 
whether countries with similar tourist industries may exhibit very different growth 
experiences, arguing that a crucial aspect for the occurrence of both indeterminacy 
and cyclical adjustment towards the steady state might be the presence of an exter-
nality associated with natural capital in the production of final output.
	 Many works in macroeconomics have focused on models with multiple, or 
indeterminate, equilibria (see, among others, Benhabib and Perli, 1994:  113; 
Boldrin and Rustichini, 1994:  323; Matsuyama, 1991:  587; Boldrin et al., 
2001:  97), though never in the field of tourism economics, to the best of my 
knowledge. In such macroeconomic models, the resulting possibility of a 
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continuum of equilibria, or indeterminacy of equilibria, arises because of market 
imperfections that may come from increasing returns to scale in production, 
often driven by external effects. It is therefore the nature of such non-competitive 
markets that allows for a multiplicity of equilibria.
	 I follow the same approach in this chapter and provide a model to better 
determine the properties of such external effects in generating multiple equi-
libria, whenever the presence of a tourism sector is assumed to influence the fun-
damentals of our economy. Conclusions to the analysis confirm that such 
externality matters in the transition towards a long-run sustainable equilibrium, 
but only after a certain thresholdhas been passed, thus leaving space for other, 
more complicated dynamic phenomena.

Appendix
Given the following current value Hamiltonian:

H c Ak vE E c E vEC a= −
−

+ −  + −[ ]
−

−
1

11
1

1
σ

α α γ

σ
λ μ δ( ) ( )

where λ and μ represent the shadow prices of physical and natural capital, 
respectively, the first-order condition for a maximum requires that the discounted 
Hamiltonian be maximized with respect to its control variables – that is:

∂
∂

= − =−H
c

cC σ λ 0 	 (9.A1)

∂
∂

= − − =− − +H
v

Ak v E EC λ α μδα α α γ( )1 01 2 	 (9.A2)

accompanied by the law of motion of each costate variable

λ
λ

ρ α α α α γ= − − − − +Ak v E1 1 1 	 (9.A3)

μ
μ

ρ δ= − −( )1 vE 	 (9.A4)

Moreover, since either Arrow’s or Mangasarian’s second-order conditions both 
drive to a complex calculation, we take advantage of a more general sufficient 
condition, following Asada et al. (1998), according to which the optimal control 
problem is maximized whenever the Hamiltonian function is jointly concave in 
the control variables, as we can easily verify in our problem, for the minors of 
the Hessian matrix associated to HC
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do exhibit the following sequence H1 < 0, and H2 > 0, given ∂
∂

2

2

H
c

c  = –σc–σ–1,
∂
∂

2

2

H
v

c  = –λα(1 – α)Akαv–αE1–α+γ, and 
∂
∂ ∂

2H
c v

c  = 
∂
∂ ∂

2H
v c

c  = 0.

	 To add more, given the constraints on both physical and natural capital:





k Ak vE E c

E E vE
a= −

= −

−α α γ

δ

( )

( )

1

1

and rearranging equations (9.A1)–(9.A4) in terms of growth rates, with a little 
bit of mathematical manipulation we can derive the four-dimensional system of 
first-order differential equations, S1:

ξ α α α γ
k

k
k

Ak v E c
k

= = −− − − +


1 1 1

ξ δE
E
E

vE= = −


( )1

ξ ρ
σ

α
σ

α α α γ
c

c
c

Ak v E= = − + − − − + 1 1 1

ξ γ α δ
αv

v
v

vE c
k

= = −( ) − −


( )1

or rather the more tractable reduced system, S2:

x x mx x= − + −





+ρ
σ

α σ
σ

2

q q q xq= − −γδ
α

( )1

m m q m= − + −( ) ( )α γδ
α

1 12

by means of the convenient variable substitution: x = c/k, q = νE, and m = y/k, with 
the associated optimal steady-state values:

m∗ =
−
ρ

α σ( )1

x∗ = −
−

ρ α
α σ

( )
( )
1
1

q∗ = − −
−

1 1
1

ρ α
γδ σ

( )
( )

whose positiveness requires 0 < σ < 1.
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	 The Jacobian matrix of the reduced system S2 is then

J
J J J
J J J
J J J

=
















11 12 13

21 22 23

31 32 33

where:

J x11 = ; J12 0= ; J x13 = ( )−α σ
σ ;

J q21 = − ; J q22 = − γδ
α ; J23 0= ;

J31 0= ; J m32 = − γδ
α ; J m33 1= −( )α .

Hence, the Jacobian evaluated at the steady state finally becomes

J x q m( , , )
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and therefore

trJ = −
−

− <ρ α
α σ
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α
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( )
1
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0

DetJ mxq= − >γδ σ
σ
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ρ α
σα σ

ρ α γδ σ σ α( )
( )

( ) ( ) ( )

whose values may be useful to check for stability of the system by means of the 
aforementioned Routh–Hurwitz criterion.

Notes
  1	 An extensive interpretation of the well-known Butler theory provides us with three 

different scenarios that may eventually occur. In an unexplored area, the tourists are 
initially few in number and their number grows very slowly (exploration). Following 
this discovery period, there is a phase of rapid growth, in general accompanied by 
concomitant capital development (and resource harvesting), and finally a stagnation 
phase with environmental degradation (see Butler, 1980: 5).

  2	 To avoid confusion in the terminology used in this chapter, we will alternatively con-
sider the terms ‘natural capital’, ‘stock of natural resources’ or ‘environmental 
quality’ as possible synonymns to identify the same environmental variable E.
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  3	 The so-called Schaefer harvesting production function basically states that H = αSLH, 

where H is the harvest of the natural stock, S, supplied to production by the LH labour 
force used in resource harvesting, and α is a positive constant parameter, commonly 
referred to as the ‘harvestability’ coefficient, that hereafter we set to unity for the sake 
of simplicity (see Schaefer, 1957: 669).

  4	 The famous Verhulst logistic equation describing the evolution of an x-population 
commonly takes the form

x rx x
K

= −





1

where r is called the intrinsic growth rate, and K is referred to as the carrying capac-
ity, or the saturation level, of the natural site being considered. In our case, we simply 
assume that r = δ, and ν = 1/K.

  5	 Some authors, such as Pittel (2003), either leave ν out of the analysis or assume f (·) to 
be strictly concave in E (  f EE < 0) and of an inverted U-shape, with a maximum at a 
certain point called E* (  fE > 0 for E < E* and f E < 0 for E > E*). This type of regen-
eration function was originally adopted to describe the population dynamics of fish 
stocks and other renewable resources, and later applied to the analysis of aggregate 
stocks of natural resources too (Smith, 1968: 409). A broad justification for this appli-
cation follows from physics and is provided by Bovenberg and Smulders (1996). Con-
versely, others, such as Musu (1995), propose a linear representation of the 
regeneration function in (9.4), even though Rosendahl (1996) argues that it could be 
reasonably useful for those analyses where only the positively sloped arm of the 
hump-shaped regeneration function is of interest. Following the same argument, 
Aghion and Howitt (1998) provide an approximation for the development of nature 
along the negatively sloped arm of the hump-shaped function.

  6	 Various interpretations of the externality parameter, γ, can be given. Let us think, for 
example, of the positive spillover effect coming to the Sardinian archipelago of La 
Maddalena thanks to the presence of the beautiful, though undisposable, site of the 
famous ‘pink beach’. On the contrary, consider the negative impact accruing to a 
natural site as a result of a severe climate change (see, for example, Berritella et al., 
2006: 913; and Hamilton et al., 2005: 253).

  7	 The use value is derived from the direct utilization of the resource being considered, 
while the non-use value is generally referred to as the existence, or bequest, value that 
people derive from the intergenerational availability of the same resource (see, for 
example, Turner et al., 1994).

  8	 A sufficient condition for concavity of the optimization problem is fully provided in 
the appendix to this chapter.

  9	 Given the characteristic equation associated with system S2,

− + − + =∗ ∗ ∗κ κ κ3 2 0trJ BJ DetJ
where κ is the eigenvalue of the system, the Routh–Hurwitz theorem states that the 
number of roots of the characteristic polynomial with positive real parts is equal to 
the number of variations of sign in the scheme

− − +1 trJ BJ DetJ
trJ

DetJ* * *
*

*

10	 The plausibility of indeterminacy problems due to the presence of externalities has 
been investigated in the empirical literature (see, for example, Caballero and Lyons, 
1992: 209; Domowitz et al., 1988: 55; Harrison, 2003: 963).

11	 The result comes by implicitly differentiating the function expressing the optimal 
value of tourist arrivals, q*, previously derived in Lemma 2.
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10	 How tourism can help preserve 
cultural heritage sites
Constructing optimal entrance fee 
schemes to collect visitors’ WTP for the 
World Heritage Site My Son in Vietnam

Tran Huu Tuan, Nguyen Van Phat and  
Ståle Navrud

10.1  Introduction
The tourism potential of World Cultural Heritage Sites can be very large, and 
can be used to help preserve these global public goods if optimal revenue collec-
tion schemes are constructed and implemented. We apply the contingent valua-
tion (CV) method to estimate the economic benefits that would be created by a 
proposed plan to preserve and restore the World Heritage Site (WHS) My Son 
sanctuary in Vietnam. The study focuses on the benefits derived from foreign 
visitors and Vietnamese visitors to My Son.1 The design, development and 
administration of the two CV survey instruments for foreign visitors and Viet-
namese visitors are described, and data for the two groups are analysed. The 
study then discusses policy implications of the results, and the implications for 
revenue collection schemes that maximize revenue for the site.
	 This study is of obvious interest given that the estimation of economic value 
of cultural heritage conservation has increasingly been recognized as a funda-
mental part of cultural policy (Mourato and Mazzanti, 2002; Navrud and Ready, 
2002; eftec, 2005) – that is, a need to document the social benefits of conserva-
tion works in order to justify the costs of the conservation. Estimating and 
expressing in monetary terms the economic benefits of perserving My Son is 
important because these benefits could give insight into the magnitude of the 
benefits and to show the respondents’ willingness to pay (WTP) to preserve and 
restore the site. The study can also be very useful in informing decisions on 
designing pricing strategies (i.e. entrance fees) for cultural tourist destinations 
like My Son. Working out the demand for cultural assets, and particularly the 
price elasticity of the WTP for this site with different visitor groups, can help 
policy-makers to form a pricing policy that can regulate visitor flows and maxi-
mize visitor revenues for this tourist destination.
	 The rest of this chapter is structured as follows. Section 10.2 describes the theo-
retical framework, study site and survey, and development of the CV question-
naire. Section 10.3 presents respondents’ perceptions, knowledge and attitudes, 
socio-economic characteristics, and how these affect their WTP. We also estimate 
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the income elasticity of WTP and analyse no-responses to pay and protest 
responses. WTP estimates are presented and aggregate WTP are calculated in 
order for us to assess the total social benefits. Section 10.4 estimates optimal 
entrance fees that maximize revenues from visitors. Section 10.5 concludes the 
study with a discussion of opportunities for future research in this area.

10.2  Methodology

10.2.1  Theoretical framework

The CV method (Mitchell and Carson, 1989) was used to elicit the economic 
benefits of the preservation and improvement of the My Son cultural heritage. 
The individual’s compensating variation for the proposed improvement is given 
by:

U Y Q U Y WTP Q( , ) ( , )0 1= − 	 (10.1)

where U represents the indirect utility function of an individual, Y is the income 
level, Q0 is the current condition of the site, Q1 is the improved condition, and 
WTP is interpreted as the maximum amount that the individual would be willing 
to pay to secure the improvement.
	 For empirical estimation, the WTP welfare measure is specified as:

WTP Xi i i= +β ε' 	 (10.2)

where Xi represents a vector of explanatory variables, β is a vector of parameters, 
and εi is the error term reflecting unobserved taste components. The parameters 
of this equation can be estimated by the maximum likelihood method (Cameron, 
1988).
	 The total benefits can be calculated by summing up the aggregate benefit for 
each group of respondents. With each group, we aggregate using the sample 
mean WTP multiplied by the corresponding number of visitors. The sample of 
each group is randomly selected and is assumed to be representative of all vis-
itors of that group to My Son in the year of study.

10.2.2  Study site and survey

The My Son sanctuary dates back to the fouth century and was a flourishing cul-
tural centre until the thirteenth century (UNESCO, 1999). It is considered one of 
the main Hindu temple complexes in South-East Asia and is the sole example of 
its kind in Vietnam. Located in Quangnam province in central Vietnam, My Son 
represents the height of Cham architectural achievement. It is a large complex of 
temples and originally comprised more than 70 structures, 25 of which remain 
today (GHF, 2002). In December 1999, My Son was listed as a UNESCO World 
Cultural Heritage Site (WHS) for the following main reasons: (1) it is an 
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exceptional example of cultural interchange, which exemplifies the introduction 
of the Hindu architecture of the Indian subcontinent into South-East Asia; and (2) 
the Champa Kingdom was an important phenomenon in the political and cultural 
history of South-East Asia, and is vividly illustrated by the ruins of My Son.
	 Immediately after UNESCO recognized My Son as a WHS, the number of 
visitors to the site soared by 40 per cent per year. It has now become a major 
tourist destination, attracting more than 100,000 Vietnamese and foreign visitors 
per year. The development of tourism in this area has helped to improve cultural 
exchange and to raise the living standards of local people (Weitzel, 2000; Tuan, 
2006).
	 In spite of its cultural importance to society, My Son is severely threatened 
with degradation and loss (see Kinh, 2001; VNS, 2003). Natural factors that 
have damaged the site include soil erosion, landslides, floods and the unforgiv-
ing tropical climate. However, human activities are arguably the main cause of 
the site’s degradation and destruction. These include wars, neglect and tourism 
pressure. As a result of all these problems, this unique site is now in a state of 
significant disrepair and urgently requires conservation.
	 In order to measure the potential benefits accruing to visitors to My Son, two 
CV surveys have been conducted with foreign visitors and Vietnamese visitors. 
For foreign visitors, the survey was conducted at My Son. Also, a number of 
interviews were carried out with foreign visitors to My Son on board tourist 
buses on the routes between My Son and Hue (a city 170 kilometres north of My 
Son) and Hoian (a town 60 kilometres east of My Son). Hue and Hoian are 
selected for this survey as they are two of the main tourist destinations in 
Vietnam and are where most visitors stay during their trips to My Son. The 
sample consisted of 243 interviews. For Vietnamese visitors, the survey was 
conducted at My Son with 245 interviews. These surveys were conducted in the 
summer of 2005.

10.2.3  Development of CV questionnaires

Two questionnaire instruments were used for the CV surveys with foreign vis-
itors and Vietnamese visitors. For foreign visitors, the questionnaire had English 
and French versions. This questionnaire instrument was written in English and 
revised until it reached its final version. The final English version was then trans-
lated into French. The questionnaires used for the Vietnamese visitors were 
written in Vietnamese.
	 This subsection presents the questionnaire for foreign visitors and comments, 
where appropriate, on the other questionnaire used with the Vietnamese visitors. 
The questionnaire for foreign visitors was divided into six main sections.
	 Section I consisted of some questions that investigated the general percep-
tions of respondents towards the importance of cultural heritage preservation. 
Questions related to attitudes of foreign visitors to Vietnam and My Son, their 
reasons for visiting Vietnam and My Son, their knowledge of My Son before 
visiting, their travel experiences in Vietnam and their attitudes to My Son.
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	 Section II consisted of a clear description of My Son using text, maps and 
photos. It described the good that the respondents were asked to value. The 
purpose of this section was to provide each respondent with the same set of 
information about the characteristics and the condition of My Son today. This 
current scenario was presented as the status quo, and it was explained that under 
this existing state of affairs the deterioration of My Son would continue because 
insufficient resources are available for its preservation. Then the proposed pres-
ervation plan was presented. It was explained that the plan would improve the 
condition of My Son and preserve the site for the future. Table 10.1 gives a 
detailed description of the information provided to respondents.
	 Section III described the information related to means of payment, elicitation 
methods, and bid amounts used in the questionnaire. For the means of payment, 
a one-time special fee (levied via an increase in the entrance fee) was used. The 
entrance fee was detailed as a mandatory (not voluntary) payment to give 
respondents an incentive to state truthfully their preferences for the preservation 
of My Son.
	 Details of the elicitation methods were posed as in Table 10.2. This was done 
because the standard referendum-type question would not be meaningful to non-
residents. This way of framing the CV question reminded respondents that they 
could visit other, ‘substitute’ sites that were already on their itinerary or could be 
added to their itinerary. It forced them to consider whether My Son would still 
be worth visiting if the cost of a visit were increased by the stated amount. These 
bid amounts were stated in US dollars with four price points of $1, $5, $10 and 
$15. For Vietnamese visitors, bid amounts were stated in local currency, equiva-
lent to $0.31, $1.26, $3.14 and $6.29.
	 Section IV of the questionnaires included debriefing questions to detect the 
prevalence of embedding or strategic behaviour. Section V collected socio-
economic data such as sex, age, educational attainment, employment status and 
income level. These data were used in a regression analysis. Section VI con-
tained interview evaluation questions designed to provide feedback from all 
interviewers about the interview situation, how respondents attended to the inter-
view and any difficulties the respondents may have had.

10.3  Results and discussions

10.3.1  Public perceptions towards the importance of preserving 
cultural heritage

A number of perceptional statements were included to seek respondents’ under-
lying motives for supporting the preservation of WHSs in Vietnam. Respondents 
were asked to rate the relative importance of these statements (Table 10.3). The 
first question asked respondents how important it was to have these sites so that 
they could visit them now. This question was aimed at revealing whether 
respondents had any direct experience of these cultural heritage sites. Ninety-six 
per cent of foreign visitors and 90 per cent of Vietnamese visitors agreed with 
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this statement. Note that a lower percentage of Vietnamese visitors agreed with 
this statement (and the difference in this statement between the two groups is 
significant), which reflects use values of these sites.
	 The second question was asked in order to discover how important it was to 
have these sites so that other people can visit them at the present time. This state-
ment would suggest that the sites had some non-use values in terms of option or/
and existence values. The majority of respondents agreed with this statement.
	 Bequest value is the other non-use value component; it refers to benefits from 
ensuring that cultural heritage sites will be preserved for future generations. 
Nearly all respondents in both surveys agreed with this statement, indicating that 
visitors believe that the preservation of WHSs benefited future generations.
	 Statements 4 and 5 were intended to discover whether respondents believed 
that the temples had ‘existence value’ and therefore they had a duty to protect 
them. A majority of respondents agreed with these statements.
	 It is worth noting that there were no significant differences in the statements 
2, 3 and 4 between the two surveys. Further, as regards all the statements, the 
percentage of foreign visitors registering agreement was higher than that for 
Vietnamese visitors. This difference in respondents’ perceptions may have an 
impact on the WTP of these two groups of respondents.
	 There are significant differences between the two groups regarding statements 
5, 6 and 7. The difference for statements 6 and 7 implies that foreign visitors are 
more concerned with the loss to the sites and the benefits to local people than 
Vietnamese visitors are.

Socio-demographic characteristics, knowledge and attitude of 
respondents

Table 10.4 describes some socio-demographic characteristics of respondents. It 
is observed that fewer females were interviewed in the surveys. This could be 
explained by the fact that during field interviews, there were some couples for 
whom the task of answering questions was delegated to their husbands. Further, 
the rate of non-participation and incomplete interviews for females is higher than 
for male respondents.
	 Table 10.4 shows that the survey respondents are relatively young, averaging 
33 and 37 years of age for foreign and Vietnamese visitors, respectively. The 
mean annual household income of foreign visitors is much higher than for 

Table 10.2 � The CV question for foreign visitors to My Son

1. �Still visit My Son even though the entrance fee would add US$ – per adult to the cost 
of your visit

Or

2. �Not to include My Son in your itinerary for this trip and use the money for other 
purposes.
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Vietnamese visitors, as was expected. The education level of the two groups is 
fairly similar. Because trip costs can be influenced by the number of family 
members and the means of payment was in terms of entrance fee per adult, the 
variable Alone was introduced. Forty-four per cent and 42 per cent of foreign 
and Vietnamese visitors travelled alone, respectively.
	 Table 10.5 shows the mean values and standard deviations of respondents’ 
knowledge and attitudes. Several variables measured the respondents’ know-
ledge and attitudes towards My Son. The first variable was visitors’ knowledge 
of My Son before they visited the site (Know). Overall, previous knowledge of 
My Son was very low. Most foreigners knew ‘nothing’ or ‘only a little’ about 
My Son before they visited it. For Vietnamese, most of them knew ‘only a little’ 
or ‘a fair amount’ about My Son.
	 The second variable concerned the respondents’ views regarding the impor-
tance of the existence of WHSs in Vietnam (Importance). Sixty-seven per cent 
of the foreign and 73 per cent of Vietnamese visitors thought that the WHSs’ 
existence in Vietnam was important.
	 The third variable sought the most important reason for the respondents’ trip 
to Vietnam. If visitors wanted to visit historical cities, Hcity was coded as one. If 
visitors selected other possible reasons such as beaches, the countryside, modern 
cities and others, Hcity coded as zero. This variable was only used for foreign 
visitors; 41 per cent of them selected historical cities as the first reason to visit 
Vietnam.
	 The variables Hue and Hoian assessed whether respondents had visited either 
of these two ‘competing’ destinations (Hue and Hoian are both UNESCO World 
Cultural Heritage Sites). Hue is fairly distant from My Son while Hoian is fairly 
close by. Sixty per cent and 79 per cent of foreign and Vietnamese visitors, 
respectively, had previously visited Hue. Ninety per cent of foreign visitors had 
previously visited Hoian, while 83 per cent of Vietnamese visitors had visited 
Hoian.
	 Other variables used to explain the variation in respondents’ WTP included 
Visit, Satisfied, Ftrip and Before. Visit was defined as whether a respondent had 

Table 10.4 � Respondents’ socio-demographic characteristics

Foreign visitors 
Mean (Std)

Vietnamese visitors 
Mean (Std)

Sex (sex = 1 for female, 0 for male) 0.46 (0.50) 0.37 (0.48)

Age (age of respondents, years) 33.41 (10.91) 37.26 (12.13)

Income (household yearly income, US$) 57,075 (40,834) 1,328 (525)

Education (1 = primary; 2 = secondary;  
3 = high school; 4 = college; and 5 = graduate)

3.63 (0.87) 3.64 (0.84)

Alone (= 1 if the visitor is travelling alone) 0.44 (0.50) 0.42 (0.49)

Number of respondents 243 245
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visited My Son before. Because most foreign visitors in the survey were visiting 
My Son for the first time, this variable was only used for the Vietnamese vis-
itors, of whom 15 per cent had previously visited My Son.
	 Satisfied investigated the respondents’ satisfaction with their visit to My Son. 
Sixty-eight per cent of foreign visitors were satisfied with their visit, while 81 
per cent of Vietnamese visitors were satisfied.
	 Ftrip measured whether visitors were considering visiting My Son again some-
time in the future. Twenty-nine per cent and 65 per cent of foreign and Vietnamese 
visitors, respectively, wished to visit My Son again. This result seems to us reason-
able, since Vietnamese visitors are rather close to My Son; thus, a visit to the site 
may be more likely to feature in their choice of trips in the futuure. Foreigners 
have more substitute sites they could visit than Vietnamese visitors.
	 Finally, Before was defined as whether visitors were interviewed before they 
had visited My Son. Thirty-six per cent and 26 per cent of foreign and Vietnam-
ese visitors, respectively, were interviewed before they visited My Son.

10.3.2  Determinants of the WTP

To examine the construct validity of the CV results, valuation functions are esti-
mated. The dependent variable is the discrete yes/no response to the WTP ques-
tion. The explanatory variables are the bid amount the respondent was asked, the 

Table 10.5 � Respondent’s knowledge and attitudes

Variable Foreign visitors 
Mean (Std)

Vietnamese 
visitors Mean (Std)

Know (visitor’s knowledge of My Son before visited 
the site, scale from 1 to 5, where 1 = nothing and  
5 = very much)

1.82 (0.65) 2.78 (1.04)

Importance (1 if visitors regard the existence of 
WHSs in Vietnam as important, 0 otherwise)

0.67 (0.47) 0.73 (0.45)

Hcity (1 if visitors selected historical cities as the 
first reason for the visit to Vietnam)

0.41 (0.49) –

Hue (1 if visitors had visited Hue before) 0.60 (0.49) 0.79 (0.41)

Hoian (1 if visitors had visited Hoian before) 0.90 (0.30) 0.83 (0.38)

Visit (1 if visitors had visited My Son before) – 0.15 (0.36)

Satisfied (1 if visitors are satisfied with their 
experience of visiting My Son)

0.68 (0.47) 0.81 (0.39)

Ftrip (1 if respondents are considering visiting My 
Son again sometime in the future).

0.29 (0.45) 0.65 (0.49)

Before (1 if visitors were interviewed before 
visiting My Son and 0 otherwise)

0.36 (0.48) 0.26 (0.44)

Number of respondents 243 245
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respondent’s socio-economic characteristics, and the knowledge and attitude 
variables described above. Two binary logit models, one for each group of 
respondents, are estimated and reported in Table 10.6.
	 Results show that valuation functions achieve relatively good fits. The coeffi-
cients of bids are statistically significant and negative, implying that the proba-
bility of a ‘yes’ response decreases as the bid increases, which is consistent with 
economic theory.
	 For foreign visitors, many variables in the model have the expected signs and 
are significant. The probability of a ‘yes’ response increases for a respondent 
who has higher income (Income), has attended college (Ugo), wants to visit his-
torical cities (Hcity), is satisfied with his or her visit (satisfied) and wants to 
return to My Son (Ftrip). The probability of a ‘yes’ response decreases if the 
respondent is being asked about the preservation plan before visiting My Son. 
Thus, having experienced the site increases the probability of paying.
	 For Vietnamese visitors, the importance they attach to the existence of WHSs 
in Vietnam (Importance), the satisfied experience of visiting My Son (Satisfied) 
and the consideration of returning to My Son in the future (Ftrip) all have an 
expected positive and significant effect on the probability of a ‘yes’ response. 
Having attended college (Ugo) has a positive and significant (at 10 per cent 
level) effect on the probability of accepting a ‘yes’ response.

Table 10.6 � Estimated parameters of the logit models

Variables Foreign visitors (p-value) Vietnamese visitors (p-value)

Constant −1.23 (0.112) −3.75 (0.020)**
Bids −0.41 (0.000)*** −0.02 (0.000)***
Sex 0.0004 (0.654) 0.0001 (0.955)
Age −0.003 (0.856) −0.002 (0.501)
Income 0.002 (0.002)*** 0.001 (0.582)
Ugo 1.47 (0.002)*** 0.63 (0.076)*
Alone −0.13 (0.759) 0.18 (0.608)
Hcity 1.56 (0.001)*** –
Hue −0.61D–4 (0.935) −0.003 (0.114)
Hoian 0.001 (0.582) −0.005 (0.831)
Visit – −0.41 (0.383)
Importance 0.74 (0.118) 0.03 (0.000)***
Know 0.004 (0.938) 0.68 (0.148)
Satisfied 2.21 (0.000)*** 2.31 (0.000)***
Ftrip 2.27 (0.000)*** 2.30 (0.001)***
Before −1.97 (0.000)*** 0.59 (0.181)
Log-likelihood −77.46 −111.99
Pseudo-R2 0.54 0.33
Chi-squared 181.85 110.04
Number of observations 243 245

Notes
*** Significance level at 1 per cent or lower; ** significance level at 5 per cent; * significance level 
at 10 per cent.
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	 Visiting Hue (Hue) and Hoian (Hoian) do not have a significant impact on 
WTP for My Son, either for foreign or for Vietnamese visitors.
	 Overall, this shows a high degree of construct validity of the valuation func-
tions for both foreign and Vietnamese visitors as most determinants of WTP are 
significant and have a priori expected signs.

10.3.3  Analysis of the income elasticity of WTP

WTP for a discrete change in a public good (z) from an initial level z0 to a higher 
level z1 can be defined from indirect utility function as follows:

V q y WTP z V q y z( , , ) ( , , )− =1 0

where q is an n-vector of market prices of private goods, p is the price of the 
public good, and y is income.
	 WTP is estimated from a valuation function. Income is included as an explan-
atory variable in the valuation function. Income elasticity of WTP (εWTP) is cal-
culated as

εWTP
y

WTP
WTP

y
= ∂

∂
* .

The estimated results of income elasticity of the WTP (εWTP) are 0.04 and 0.02 
for foreign and Vietnamese visitors, respectively. These are both greater than 
zero but smaller than unity, which means that the WTP is not very sensitive to 
changes in income. This suggests that improvements in cultural heritage would 
be relatively more beneficial to low-income visitors than to high-income 
visitors.
	 This result is consistent with results found in the literature. For instance, Kris-
tröm and Riera (1996) estimated the income elasticity of WTP for environmental 
improvements from a number of European data sets. They found that the income 
elasticity of WTP is consistently less than 1, with a few exceptions. Hokby and 
Soderqvist (2003) presented 21 estimates of the income elasticity of WTP for 
environmental services in Sweden ranging from −0.71 to 2.83, and the majority 
of the estimates were in the lower part of this range.

10.3.4  Analysis of ‘no’ responses and protest responses

Respondents refusing to pay were asked about the reasons for their reply. A 
series of reply options in the follow-up question were provided in order to deter-
mine whether those unwilling to pay represent a real ‘no’ or a protest about some 
aspect of the CV scenario.
	 A common approach the majority of CV practitioners apply in order to 
identify protest responses is to classify ‘no’ responses into: (1) those associated 
with a rejection of the payment vehicle; (2) ‘no’ responses related to other 
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reasons than lack of current or future use benefits; and (3) ‘no’ responses linked 
to reasons other than ability to pay or budget constraints (see Sutherland and 
Walsh, 1985; Edwards and Anderson, 1987; Jorgensen et al., 1999).
	 Our classification of genuine ‘no’ and protest responses is presented in Table 
10.7. The debriefing question had 11 response categories plus an ‘other reasons’ 
category. The first two categories represent valid reasons for indicating that the 
respondent receives no benefits from the preservation programme or faces 
budget constraints. The remaining ten categories are classified as protest 
responses.

10.3.5  Mean WTP and WTP as a fraction of income

Table 10.8 reports mean WTP estimates from the two surveys. Mean WTP 
values are computed using the sample means of all variables in the logit models.
	 The results show that foreign visitors would be willing to pay much more 
than Vietnamese visitors: $8.78 and $2.27 for foreigners and Vietnamese, 
respectively. This result is in line with a general pattern found in the literature, 
e.g. Mourato et al. (2004) and Navrud and Vondolia (2005), and also in eco-
nomic theory (i.e. foreign visitors have higher incomes and spend more for a 
visit to My Son than Vietnamese visitors do). However, if we look at the WTP 
as a fraction of household income, foreign visitors’ WTP constitutes a much 
smaller part of annual household income than Vietnamese visitors’ WTP.

Table 10.7 � Reasons for respondents not being willing to pay

Respondent’s reasons for not paying Foreign visitors Vietnamese visitors

  1.	 I have no spare income*   8 (6.7)   34 (24.1)
  2.	 I think the cost is too high*   67 (56.3)   34 (24.1)
  3.	 If an acceptable method of paying is found   6 (5.0)   19 (13.5)
  4.	 I would pay if other people agree to pay   2 (1.7)   13 (9.2)
  5.	 I would pay if the payment period is 

extended
  0   3 (2.1)

  6.	 There are other sites that I prefer to visit   2 (1.7)   3 (2.1)
  7.	 The preservation of My Son is unimportant   0   2 (1.4)
  8.	 I do not believe paying will solve the 

problem
  3 (2.5)   3 (2.1)

  9.	 It is the government’s responsibility   20 (16.8)   10 (7.1)
10.	 I do not trust the institutions that will 

handle the money for preservation work
  3 (2.5)   5 (3.5)

11.	 I oppose the plan regardless of costs   0   1 (0.7)
12.  Other reasons   6 (5.0)   9 (6.4)
13.  Don’t know/Not sure   2 (1.7)   5 (3.5)

Total respondents not WTP 119 141

Note
Number of respondents stating different reasons (percentages in parentheses); asterisked categories 
are classified as genuine ‘no’ responses.



 

180    T. H. Tuan et al.

	 The next section presents mean WTP estimates for both including and exclud-
ing protest responses for each group of respondents. Table 10.9 presents the par-
ametric estimates of the mean WTP for each group of respondents. The 
confidence intervals for the parametric estimates were obtained by using the 
Delta method (Greene, 2000).
	 Including protest responses in the WTP analysis, which means treating all 
‘no’ responses as zero, the WTP estimates are lower for all groups of respond-
ents (Table 10.9). On average, the WTP estimates with protest responses are 16 
per cent lower than when protest responses are removed from the sample (to 
reflect the fact that their real WTP is positive). In the following sections, we will 
use the results from the sample where protest responses are included. This will 
provide a conservative estimate of the benefits.

10.3.6  Aggregation of WTP estimates

Table 10.10 describes the aggregate WTP estimates for each group of visitors. 
For both groups, the CV question asked for a one-time payment rather than 
annual payments. The issue is mainly to emphasize the idea that the preservation 
plan is a one-time project – that is, the temples could not be restored repeatedly 
over time. Therefore, in order to calculate the annual benefits over a period of 
time, the issue of repeat visits should be noted.
	 For foreign visitors, nevertheless, results of the survey show that most of 
them visited My Son just once (241 out of 243 foreigners were visiting My Son 
for the first time). Thus, in this particular case an aggregate estimate of the 
annual benefits can be obtained by multiplying the mean WTP by the number of 
foreign visitors to My Son (assuming that all foreigners visit My Son just once 
in their lifetime). According to the site management, the number of adult foreign 
visitors to My Son in 2005 is 86,461. This yields an estimate of $759,128.

Table 10.8 � Mean WTP estimates

Foreign visitors Vietnamese visitors

Mean WTP (US$) 8.78 2.27

WTP as per centage of household income  
(per cent)

0.02 0.17

Table 10.9 � Mean WTP estimates (US$)

Foreign visitors Vietnamese visitors

Including protest responses 8.78 [7.53–10.02] 2.27 [1.47–3.08]

Excluding protest responses 9.80 [8.56–11.05] 2.72 [1.91–3.52]

Note
Numbers in square brackets are 95 per cent confidence intervals.
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	 For Vietnamese visitors, results of the survey show that 15 per cent of them 
had visited My Son before; thus, we assume that 85 per cent of these visitors 
should be used in calculation of the annual benefits. This ad hoc adjustment pro-
vides a conservative estimate of the annual benefits for preserving My Son.
	 There were 30,527 adult Vietnamese visitors to My Son in 2005. With the 
above assumption, the adjusted number of Vietnamese visitors to My Son is 
25,948, as shown in Table 10.10. This gives an estimate of $58,930. The aggreg-
ate benefits of the two groups are $818,058, with an interval ranging from 
$689,092 to $946,174.

10.4  Policy implications for maximizing revenues
From economic theory, given a demand curve for access to a given site, the eco-
nomic value of access can be measured from the area under the curve. The entry 
price (entrance fee) chosen will divide this area into two parts, i.e. consumer 
surplus and revenue (Figure 10.1). The consumer surplus part is above the 
current price, which represents the value that accrues to visitors. In other words, 

Table 10.10 � Aggregate WTP estimates

Groups of respondents Foreign visitors Vietnamese visitors 

Mean (US$) 8.78 [7.53–10.02] 2.27 [1.47–3.08]

Number of visitors 86,461 25,948

Aggregate WTP (US$) 759,128 [651,051–866,339] 58,930 [38,041–79,835]

Total 818,058 [689,092–946,174]

Note
Numbers in square brackets are 95 per cent confidence intervals.

Demand curve

Consumer 
surplus

Revenue

Price

P

Q Number of visitors

Figure 10.1 � Demand curve for access to a given site.
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consumer surplus is the value that visitors would have been prepared to pay for 
access to the site over and above the current entry price. The revenue part repre-
sents the value accrued to the site management and can be captured via entrance 
fees; for example, see Mourato et al. (2004).
	 In the next section, we estimate the optimal entrance fees that maximize reve-
nues2 for the site. The expected visitation rate and revenues at different entrance 
fees for foreign visitors and Vietnamese visitors are reported in Table 10.11.
	 For foreign visitors, with the current entrance fee of $4, 86,461 foreigners 
visited the site, yielding a total revenue of $345,844 in 2005. As the entrance fee 
increases, the percentage of those willing to visit decreases, as expected. 
However, the percentage decrease in visitation is less than the percentage 
increase in the entrance fee; thus, the expected revenue increases, reaching a 
maximimum at about $14. As the entrance fee exceeds $14, the expected 
revenue begins to decrease.
	 Note that this increase in entrance fees to maximize revenue would create 
side effects. This study shows that if entrance fees exceeded $14, the number of 
visitors would drop by 54 per cent compared to current numbers (because those 
whose WTP is less than the entrance charge would no longer visit the site). This 
would have an impact on the economy as the whole, depending on whether these 
people would visit other sites instead. Further, it is assumed that the marginal 
cost to the site of an additional visitor is constant.3
	 Table 10.11 also shows the expected visitation rate and revenue at different 
entrance fees for Vietnamese visitors to My Son. As the entrance fee increases, 
both the visitation rate and revenue decrease. The expected revenue is maximal 
at the current entrance fee of $1.89.
	 It is interesting to see that the expected revenue for foreign visitors is maximal 
at $14, which is 1.61 times higher than the current entrance fee, while the 
expected revenue of Vietnamese visitors is maximal at the current fee ($1.89). 
This suggests that in designing the pricing policy, more emphasis should be 
placed on foreign visitors than on Vietnamese visitors.
	 According to Table 10.11, if optimal entrance fees that maximize revenues 
were imposed, substantial annual revenues could be captured to finance the 
required preservation investments. For example, if the optimal entrance fees of 

Table 10.11 � Expected revenue at different entrance fees (optimal in bold)

Foreign visitors Vietnamese visitors

Entrance 
fee (US$)

% 
visitors

Expected revenue 	
█

 
(US$)

Entrance 
fee (US$)

% 
visitors

Expected revenue 
(US$)

4 100 345,844 1.89 100 57,598
5   78 338,639 2.20   69 46,605
9   69 535,775 3.14   51 48,785
14   46 555,618 5.03   30 45,323
19   11 188,513 8.18   20 49,100
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$14 for foreign visitors and $1.89 for Vietnamese visitors were imposed, the 
revenues generated would be $613,216 ($555,618 for foreign visitors and 
$57,598 for Vietnamese visitors). This would be 52 per cent higher than the 
current fee revenues. This policy recommendation would also reduce conges-
tion4 at My Son by reducing the number of foreign visitors by 54 per cent. For 
Vietnamese visitors, however, there is no decline in the visitation rate at the 
optimal entrance fee. Thus, overall, imposing the optimal charge for the Viet-
namese visitors would not reduce the problem of congestion.
	 In order to deal with the congestion problem at My Son due to Vietnamese 
visitors, some possible solutions are discussed as follows. In the long term, one 
solution might be to enhance infrastructure and services at the site. Another solu-
tion is to limit the number of visitors to the site. However, this might exclude 
individuals with high values for visiting the site while including those attaching 
low values to these public goods. The other option is to use pricing to limit 
access. As discussed above, an increase in price would reduce both the visitation 
rate and revenue. Thus, this is an inefficient solution as regards Vietnamese vis-
itors. There is room for a pricing structure that charges a higher price at specific 
times in the high season and a lower price during the low season to try to stop all 
domestic tourism from taking place in the summer, say, and spreading the visits 
more evenly across the year.
	 The current fee policy for cultural heritage sites in Vietnam is not properly 
based on the individual preferences of tourists (i.e. demand) or on the supply in 
tourism market; nor is it properly designed to maximize revenues or restrict 
tourism demand to meet the environmental carrying capacity of endangered 
sites. There is also a tendency to apply a uniform pricing policy for foreign and 
Vietnamese visitors to sites in Vietnam. For example, the entrance fee for visit-
ing My Son before 2004 was VND 50,000 and VND 10,000 for foreign and 
Vietnamese visitors, respectively. This has now increased to VND 60,000 
(US$4) and VND 30,000 (US$2), respectively. Thus, from entrance fees being 
five times as high for foreigners, the differential has now been reduced to twice 
as high. This pricing policy is generally imposed on an uninformed basis. Based 
on the calculated consumer surplus (and total WTP), our results suggest that an 
even larger price differentiation would increase revenues and facilitate preserva-
tion because there would be more money for preservation and reduced damage 
to the site from reduced congestion. This could possibly also secure social 
equity; see Laarman and Gregersen (1996) and Lindberg (1991), for example, 
for discussion of this point.

10.5  Conclusions
This chapter has estimated the economic benefits derived from a proposed pres-
ervation plan to preserve and restore the My Son sanctuary in Vietnam. The 
study focused on the benefits accruing to foreign visitors and domestic visitors 
to My Son. The economic benefits were measured using two CV surveys that 
were administered at the My Son site in 2005.
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	 Results show that foreign visitors’ WTP is much higher than that of Vietnam-
ese visitors (about US$9 and US$2 for foreigners and Vietnamese, respectively). 
However, if we consider the WTP as a fraction of household income, foreign 
visitors’ WTP constitutes a much smaller part of annual household income than 
that of Vietnamese visitors (0.02 per cent and 0.17 per cent for foreigners and 
Vietnamese, respectively). Implementing this entrance fee structure would 
increase revenues at the site by about half of the current revenues, and at the 
same time reduce half the number of foreign visitors,
	 Thus, the results imply that the adoption of an optimal price regime would 
both increase revenues and reduce congestion at the site. However, this pricing 
regime would not reduce the congestion problem due to Vietnamese visitors. 
The idea of imposing a pricing structure with seasonal differentiation to reduce 
the number of Vietnamese visitors in the high season is feasible.
	 The lack of data on the tourist carrying capacity of My Son shows the need 
for future research to fill this information gap. We need to know more about the 
impact of additional visitors on this site if a truly sustainable pricing policy is to 
be developed.
	 This study has shown how the field of environmental valuation can contribute 
to sustainable tourism in cultural heritage sites. There is, however, only limited 
empirical evidence in Vietnam on WTP in terms of increased fees and taxes and 
the income elasticity of WTP. Therefore, more studies should be conducted to 
ensure an informed basis for the development of optimal fee policies for tourists 
visiting cultural heritage sites.

Notes
1	 The economic benefits of a preservation plan for My Son sanctuary could potentially 

accrue to many groups of beneficiaries, including visitors to My Son (both foreigners 
and Vietnamese), local residents, other Vietnamese, foreign visitors to Vietnam who 
do not visit My Son, and foreigners not visiting Vietnam (see Tuan, 2006, for detailed 
discussion). This chapter focuses on the benefits that accrue to foreign and Vietnamese 
visitors to My Son.

2	 The entry price that would maximize revenue can be determined from the demand 
curve for visits to a site. Willis (2003) and Navrud and Vondolia (2005) specify a func-
tional relationship between visits and price as Q = β0e–β1P, where Q is number of visits, 
P represents the bid or WTP, and β0 and β1 are constants. The optimal price that 
achieves maximum revenues can be derived from estimating this demand function. 
Since this study used the closed-ended elicitation format of CV with four bid amounts, 
the levels of bids are few and give little variation in the demand curve if we apply the 
demand estimation approach. We therefore instead use a table to describe the bid 
amounts with corresponding visitation rates at each level of the entrance fees, and to 
show the optimal entrance fees that would maximize revenues.

3	 While fixed costs per additional visitor could be expected to be low, marginal environ-
mental costs could be high if visitor numbers exceed the carrying capacity of the site. 
Without information on the site’s carrying capacity, however, it is hard to take this into 
account.

4	 During the peak hours (from 11 a.m. to 1 p.m.), there is occasional congestion at My 
Son. In the summer – the high season for Vietnamese visitors – the congestion 
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problem occurs more often. With the current growth of visitors, this will be a big 
problem in the near future unless there is a great improvement in infrastructure and 
services at the site.
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The economics of sustainable tourism
Summary and suggestions for future 
research

Fabio Cerina, Anil Markandya and Michael McAleer

The purpose of this concluding chapter is to summarize the primary issues raised 
in the ten main chapters, evaluate the main findings and messages, and discuss 
some future developments in this exciting area of research in tourism 
economics.
	 The book was divided into three parts, namely ‘Tourism demand and the host 
community’, ‘Tourism and productivity’ and ‘Sustainable tourism: environment 
and cultural heritage conservation’. Part I presented four chapters that were con-
cerned with the analysis of tourist satisfaction and the impacts of tourists on the 
host community, namely a rigorous analysis of the determinants of tourism 
demand and the effects of tourism demand on residents’ attitudes and residential 
demand for water. Part II dealt with the productivity of the tourism sector. This 
issue was investigated, from both empirical and theoretical perspectives, by three 
chapters that analysed how different factors (environmental resources, trade rela-
tionships, rural areas and labour) may contribute to increasing the productivity 
of an economy that specializes in tourism. Part III focused on the sustainability 
of tourism development. Sustainable tourism was investigated from three differ-
ent perspectives, namely: (1) methodological, through the construction of an 
index that is able to measure sustainability of tourist destinations; (2) theoretical, 
through a growth model that analyses the dynamic properties of an economy 
specializing in tourism based on environmental resources; and (3) empirical, by 
means of an analysis of the economic benefits derived from a proposal that is 
designed to preserve and restore a cultural heritage site.
	 The ten chapters comprised an interesting and vibrant combination of theory 
and applied research, time frequency and analysis of data (namely, annual and 
monthly time series, cross section, panels, surveys, contingent valuation), variety 
of countries (Italy, Japan, Spain, Thailand, the United Kingdom and Vietnam), 
different model specifications (ARMAX, cross section, panel, logit, factor analy-
sis, dynamic optimization and causality analysis), and a wide range of numbers 
of observations (from hundreds to thousands). It is to be expected that these 
chapters will be invaluable to both researchers and tourism practitioners with a 
wide variety of interests.
	 The availability of panel data (to and from various countries, and for a variety 
of variables) and different time frequencies (monthly, weekly and daily), make it 
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possible to consider a wide range of sophisticated models and techniques for 
empirical analysis. Dynamic panel data analysis, with seasonal, periodic and 
zero-frequency unit roots, and corresponding co-integration processes, will 
undoubtedly expand the horizons of research in tourism economics in the years 
ahead. Furthermore, the increasing availability of weekly and daily international 
tourist arrivals data, as well as daily observations on exchange rates (as a proxy 
for relative prices), will make it possible to estimate univariate and multivariate 
VARFIMA models containing measurement errors, fractionally integrated and 
long memory processes, and heterogeneous autoregressive processes.
	 The availability of high-frequency data, such as daily international tourist 
arrivals, has already enabled challenging analysis of international tourist arrivals 
data in the same light as financial time-series data. This leads to the requirement 
that appropriate models be chosen sensibly from among a wide variety of uni-
variate conditional, stochastic and realized volatility models, with a concomitant 
emphasis on choosing models that can accommodate thresholds, asymmetry and 
leverage. In addition, the complexity of multivariate volatility models should not 
be underestimated. Finally, careful thought should be given to the choice of 
appropriate forecasting models and forecasting expertise, as well as the optimal 
combination of models using both formal models and the intuition of expert 
forecasters.
	 The careful analysis of data is also shown to be useful in determining prefer-
ences of tourists and local communities. Such analysis should aid in the design 
of facilities that better meet the needs of visitors while also recognizing those of 
local communities. Certainly there is scope for more efficient provision of key 
services that are in short supply, such as water, as Chapter 4 clearly 
demonstrates.
	 As far as sustainability is concerned, the question of the sustainability of 
current tourism practices remains only partly answered. Indices like the one 
developed in Chapter 8 are needed to track sustainability and to respond to 
changes that result in a lower recorded measure of this indicator. We also need 
to understand the trade-offs between increased tourism and its environmental 
footprint so that more informed choices can be made. Models like the one in 
Chapter 9 are helpful in that regard, as is Chapter 5. Finally, the protection of 
cultural assets is a sensitive issue where many see a conflict with tourism. Yet 
with care, such assets can be better protected and managed if revenues from 
tourist visitors are used for that purpose. The design of such schemes is a 
complex issue, but one that can be tackled, as has been well explained in the last 
chapter of the book.
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